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Cooperative control of integrator negative imaginary systems with application to rendezvous multiple mobile robots

Ola Skeik, Junyan Hu, Farshad Arvin, and Alexander Lanzon

I. INTRODUCTION

Multiple mobile robot cooperation is an important field of study as mobile robots have various applications that benefit the society such as cooperative rescue missions in hazardous environments. The area has been widely explored by researchers over the past decade such as [1]–[3] to name a few. In multiple mobile robot cooperation, robots cooperate with each other in order to achieve a desired collective behaviour (or accomplish a complex task) via distributed control laws. Common collective behaviours include consensus, tracking a reference, rendezvous, synchronization, etc. However, control of multiple mobile robots is challenging due to limitations in the shared information and uncertainties in the robots environment. Consequently, for a group of robots to successfully accomplish a complex task (or desired collective behaviour), advanced control strategies and distributed control laws need to be developed. In this paper, we choose the negative imaginary (NI) systems theory to tackle the cooperative control problem (specifically rendezvous) for multiple nonholonomic wheeled mobile robots (WMR). The reason for this choice is because the dynamics of nonholonomic WMR can be simplified to a single integrator model via input-output linearisation making it possible to develop simple yet sophisticated control laws for integrator NI systems in a systematic way which can be directly applied to WMR.

Negative imaginary systems theory was first introduced in [4] for the purpose of tackling robust stability issues related to lightly damped flexible structures with force inputs and position outputs. Recent theoretical studies and applications regarding NI systems can be found in [5]–[7] to name a few. The NI systems theory has been recently applied to solve multi-agent systems problems in [8]–[11]. Particularly, robust output consensus was addressed in [8] and [9] for networks of homogeneous and heterogeneous NI systems respectively by reformulating the consensus problem into an internal stability problem. Moreover, robust output tracking for multiple NI systems was addressed in [9]. However, the works in [8], [9] only dealt with undirected graphs to model the interaction among the systems. Whilst the results in [8], [9] are not applicable to directed graphs, we proof here that for multi-input multi-output (MIMO) integrator NI systems and for directed graphs that are balanced and strongly connected the consensus and tracking problems can be guaranteed via the NI internal stability theorems. We then make a practical and effective use of these results to solve a rendezvous problem for multiple WMR.

In this paper, we first propose the main results for integrator NI systems, then we utilize the results to achieve rendezvous of multiple WMR. We build on the works of [8] and [9]. We proof that multiple integrator NI systems with directional information flow that is balanced and strongly connected retains the NI property. Subsequently, we derive conditions, using NI systems theory, such that output consensus and cooperative tracking are guaranteed for a network of integrators with strongly connected, balanced and directed information flow subject to energy-bounded disturbances. Experimental results from both real-robot and simulation are provided to validate the effectiveness of the proposed theoretical results in solving a rendezvous problem for multiple WMR.

Notation: Let \( \mathbb{R}^{m \times n} \) denote the set of \( m \times n \) real matrices. Given a matrix \( A \), \( A^T \) and \( A^* \) are the transpose and the complex conjugate transpose of \( A \) respectively. \( \Re[\cdot] \) is the real part of a complex number. \( I_N \) is the identity matrix of dimension \( N \times N \) and \( 1_N \) is an \( N \times 1 \) vector with entries 1. \( A \otimes B \) denotes the Kronecker product of matrices \( A \) and \( B \). \( \nul(A) \) is the null space of matrix \( A \). \( [P, K] \) represents a positive feedback interconnection between systems \( P(s) \) and \( K(s) \).

II. PRELIMINARIES

A. Negative Imaginary Systems

A negative imaginary system is defined as follows.
Definition 1 ([12]): A square, real, rational, proper transfer function matrix \( P(s) \) is said to be negative imaginary if

1) \( P(s) \) has no poles in \( \mathbb{R}[s] > 0 \);
2) For all \( \omega > 0 \) such that \( j \omega \) is not a pole of \( P(s) \), \( j(P(j \omega) - P(j \omega)^*) \geq 0 \);
3) If \( s = j \omega_0 \) with \( \omega_0 > 0 \) is a pole of \( P(s) \), then it is a simple pole and the residue matrix \( K = \lim_{s \to j \omega_0} (s - j \omega_0) P(s) \) is Hermitian and positive semi-definite;
4) If \( s = 0 \) is a pole of \( P(s) \), then \( \lim_{s \to 0} s^2 P(s) = 0 \) for all \( r \geq 3 \) and \( \lim_{s \to 0} s^2 P(s) \) is Hermitian and positive semi-definite.

A strictly negative imaginary (SNI) system is defined as follows.

Definition 2 ([4], [13]): A square, real, rational, proper transfer function matrix \( K(s) \) is said to be strictly negative imaginary if

1) \( K(s) \) has no poles in \( \mathbb{R}[s] > 0 \);
2) \( j[K(j \omega) - K(j \omega)^*] > 0 \) for all \( \omega \in (0, \infty) \).

The follow lemma provides an internal stability result when the NI system has a single pole at the origin.

Lemma 1 ([12]): Let the transfer function matrix \( K(s) \) be SNI and the strictly proper transfer function matrix \( P(s) \) be NI. Define \( P_2 = \lim_{s \to 0} s^2 P(s), \) \( P_1 = \lim_{s \to 0} s P(s) - \frac{P_2}{s} \), and \( P_0 = \lim_{s \to 0} (s^2 P(s) - \frac{P_2}{s} - \frac{P_1}{s} \) \). Let \( P_2 = 0 \) and \( P_1 \neq 0 \). Factorize \( P_1 = F_1 V_1^T \) with \( F_1 \) and \( V_1 \) having full column rank such that \( V_1^T V_1 = I \). Suppose that \( \mathbb{N}(P_1^T) \subseteq \mathbb{N}(P_0^T) \). Then the closed loop positive feedback interconnection between \( P(s) \) and \( K(s) \) is internally stable if and only if

\[
F_1^T K(0) F_1 < 0.
\]

B. Graph Theory

Graphs are used to model information exchange among agents in a network. The information flow is bidirectional in an undirected graph whereas directional in a directed graph. We focus our attention here on directed graphs. A tutorial on graph theory can be found in [14]. A directed graph \( G = (V, E) \) consists of a non-empty finite vertex set \( V = \{v_1, v_2, \ldots, v_N\} \) and an edge set \( E \subset V \times V \) of ordered pair of vertices called edges. An edge in \( G \) is denoted by \( (v_i, v_j) \). If \( (v_i, v_j) \in E \), then agent \( v_j \) can obtain information from agent \( v_i \), but not necessarily vice versa. The set of neighbors of vertex \( v_i \) is defined as \( N_i = \{v_j \in V : (v_j, v_i) \in E\} \). Self-edges are not allowed, that is, \( (v_i, v_i) \notin E \). A directed path in a graph from \( v_i \) to \( v_j \) is a sequence of edges of the form \((v_{i_1}, v_{i_2}), (v_{i_2}, v_{i_3}), \ldots, (v_{i_{j-1}}, v_{i_j})\) . A directed graph is strongly connected if there is a directed path from every vertex to every other vertex. The adjacency matrix \( A = [a_{ij}] \in \mathbb{R}^{N \times N} \) of \( G \) is defined as \( a_{ij} = 1 \) if \( (v_j, v_i) \in E \), while \( a_{ij} = 0 \) if \( (v_j, v_i) \not\in E \). The Laplacian matrix \( L = [l_{ij}] \in \mathbb{R}^{N \times N} \) of \( G \) is defined as \( l_{ii} = \sum_j a_{ij} \) and \( l_{ij} = -a_{ij} \) for all \( i \neq j \). A graph is called balanced if \( \sum_{j=1}^{N} a_{ij} = \sum_{j=1}^{N} a_{ji} \) for all \( i \).

Lemma 2 ([15], [16]): If \( G \) is strongly connected, then its Laplacian \( L \) satisfies:

1) \( \text{rank}(L) = N - 1; \)
2) \( \omega \) is a zero eigenvalue of \( L \) and \( 1_N \) is the corresponding eigenvector, i.e. \( L 1_N = 0_N \) and the remaining \( N - 1 \) eigenvalues all have positive real parts.

Lemma 3 ([15]): A directed graph \( G \) is balanced if and only if \( L^T L = 0_N. \)

Lemma 4 ([17]): Let \( G \) be a strongly connected and balanced graph. Then, \( L + L^T \geq 0 \) (i.e. positive semidefinite) with zero being its single eigenvalue.

III. Problem Formulation

Consider a group of \( N \) homogeneous MIMO integrators with external disturbances acting on each system. The dynamics of the \( i \)-th system are described as

\[
y_i = w_o + P(s)(u_i + w_{in}), \quad \forall i \in \{1, \ldots, N\},
\]

where \( P(s) = \frac{k}{s} I_m \) is the transfer matrix with \( k > 0 \), \( u_i \) and \( y_i \) are the control input and output of the \( i \)-th system respectively. Also, \( w_{in} \) and \( w_o \) are input and output disturbances which are energy-bounded in \( H_2 \) (or in the time domain \( \mathbb{L}_2[0, \infty) \) sense. The information flow among the integrators is modelled by a directed graph \( G \) which is assumed balanced and strongly connected. Following [8], the distributed control law is given by

\[
u_i = K(s) z_i,
\]

\[
z_i = \sum_{j=1}^{N} a_{ij} (y_i - y_j),
\]

where \( K(s) \) is an SNI feedback controller to each system, \( z_i \) denotes the signal of relative output measurements and \( a_{ij} \) are the elements of the adjacency matrix associated with the network graph \( G \). The collective network dynamics can be written as

\[
y = w_o + (I_N \otimes P(s))(u + w_{in}),
\]

and

\[
u = (I_N \otimes K(s)) z,
\]

\[
z = (L \otimes I_m) y,
\]

where \( L \) is the Laplacian matrix associated with the network graph \( G \). The closed loop networked system is shown in Fig. 1. By moving the block \( (L \otimes I_m) \) past the summing junction and letting \( \bar{w}_o = (L \otimes I_m) w_o \), we obtain the block diagram of Fig. 2. Note that \( \bar{w}_o \) is a subset of \( w_o \) since \( L \) is rank deficient. Consider the augmented plant \( \tilde{P}(s) \) to be the integration of the agents dynamics with the network topology; i.e. the transfer function from \( u \) to \( z \). Then \( \tilde{P}(s) \) can be written as \( \tilde{P}(s) = (L \otimes I_m)(I_N \otimes P(s)) = (L \otimes P(s)) \). Also, let \( \tilde{K}(s) = (I_N \otimes K(s)) \) which is SNI since \( K(s) \) is SNI.

Our objectives is first to show that \( \tilde{P}(s) \) is NI when \( P(s) \) is a MIMO integrator and \( \tilde{L} \) corresponds to a directed, strongly connected and balanced graph. Then, we derive conditions
using NI systems theory for which output consensus and cooperative tracking are achieved. This can be done since internal stability of the interconnection \([\bar{P}(s), \bar{K}(s)]\) in Fig. 2 is equivalent to consensus on the output \(y\) in Fig. 1 by properties and the rank deficient of Laplacian matrix \(\mathcal{L}\).

**IV. MAIN RESULTS**

**A. Output consensus**

The following lemma states that the augmented plant \(\bar{P}(s)\) is NI for a network of homogeneous MIMO integrators and directed information flow that is balanced and strongly connected.

**Lemma 5:** Consider a network of MIMO integrators with directed information flow \(\mathcal{G}\) that is balanced and strongly connected. Then, \(\bar{P}(s)\) is negative imaginary.

**Proof:** Since the network consists of MIMO integrators with \(P(s) = \frac{k}{s}I_m\), it follows that \(P(j\omega)^* = -P(j\omega)\). We need to show that \(\bar{P}(s)\) is NI according to Definition 1. In fact we only need to show that \(\bar{P}(s)\) satisfy conditions 1), 2) and 4) since the agents are integrators. First, since \(P(s)\) has a pole at the origin, then \(\bar{P}(s)\) will have its poles at the origin as well. Consequently, condition 1) is satisfied. To show condition 2) is satisfied we have

\[
\begin{align*}
J(\bar{P}(j\omega) - \bar{P}(j\omega)^*) &= J((\mathcal{L} \otimes P(j\omega)) - (\mathcal{L}^* \otimes P(j\omega)^*)) \\
&= J((\mathcal{L} \otimes P(j\omega)) - (\mathcal{L}^* \otimes -P(j\omega))) \\
&= J((\mathcal{L} \otimes P(j\omega)) + (\mathcal{L}^* \otimes +P(j\omega))) \\
&= (\mathcal{L} + \mathcal{L}^*) \otimes P(j\omega) \\
&= k \left((\mathcal{L} + \mathcal{L}^*) \otimes I_m\right) \\
&= k \left((\mathcal{L} + \mathcal{L}^*) \otimes I_m\right) \\
&= k \left((\mathcal{L} + \mathcal{L}^T) \otimes I_m\right) \geq 0 \quad \forall \omega > 0,
\end{align*}
\]

by Lemma 4 since \(\mathcal{G}\) is balanced and strongly connected, by properties of Kronecker product and by noting that \(\mathcal{L}\) is real. Finally we have that \(\lim_{s \to 0} s^\alpha \bar{P}(s) = \lim_{s \to 0} s^\alpha (\mathcal{L} \otimes \frac{k}{s} I_m) = 0_{N_m \times N_m}\) for all \(r \geq 3\) and \(\lim_{s \to 0} s^2 \bar{P}(s) = \lim_{s \to 0} s^2 (\mathcal{L} \otimes \frac{k}{s} I_m) = 0_{N_m \times N_m}\).

Accordingly, \(\bar{P}(s)\) is NI.

The following theorem gives a condition under which output consensus is achieved for a network of integrators with information flow that is balanced and strongly connected.

**Theorem 1:** Consider a network of MIMO integrators with directed information flow \(\mathcal{G}\) that is balanced and strongly connected. Let \(K(s)\) be a strictly negative imaginary feedback controller for each integrator. Then, output feedback consensus is achieved via control protocol (5) for networked system (4) as shown in Fig. 1 (or in a distributed manner (3) for each system (2)) under any external disturbances \(w_{in}, w_o \in \mathcal{L}_2[0, \infty)\) if and only if \(K(0) < 0\).

**Proof:** First we need to prove that \([\bar{P}(s), \bar{K}(s)]\) as depicted in Fig. 2 is internally stable using Lemma 1. Then, internal stability of the interconnection \([\bar{P}(s), \bar{K}(s)]\) in Fig. 2 is equivalent to consensus on output \(y\) in Fig. 1 by properties of Laplacian matrix \(\mathcal{L}\) and due to \((\mathcal{L} \otimes I_m)\) being rank deficient. To this end, we have already shown in Lemma 5 that \(\bar{P}(s)\) is NI. Also, \(\bar{K}(s) = (I_N \otimes K(s))\) is SNI since \(K(s)\) is SNI. For \(P(s) = \frac{k}{s} I_m\) we have \(P_2 = 0_{m \times m}, P_1 = kI_m\), and \(P_0 = 0_{m \times m}\). This gives \(\bar{P}_2 = (\mathcal{L} \otimes P_2) = 0_{N_m \times N_m}\), and \(\bar{P}_1 = (\mathcal{L} \otimes P_1) = (\mathcal{L} \otimes kI_m) \neq 0_{N_m \times N_m}\). Also, \(\mathcal{N}(P^T_1) = \mathcal{N}(\mathcal{L}^T \otimes P^T_1) = \{1_N \otimes b : b \in \mathbb{R}^{m \times 1}\} \cup \{0_{N_m \times 1}\}\) and \(\mathcal{N}(P^T_0) = \mathcal{N}(\mathcal{L}^T \otimes P^T_0) = \{1_N \otimes b : b \in \mathbb{R}^{m \times 1}\} \cup \{c \otimes d : c \in \mathbb{R}^{N \times 1}, d \in \mathbb{R}^{m \times 1}\}\) due to Lemma 3 and Lemma 2 in [8]. Consequently, \(\mathcal{N}(P^T_1) \subseteq \mathcal{N}(P^T_0)\). As \(\mathcal{G}\) is strongly connected we have \(\mathcal{R}(\mathcal{L}) = N - 1\). Thus, the singular value decomposition of \(\mathcal{L}\) will have the form \(\mathcal{L} = [U_1 \ U_2] \begin{bmatrix} \Sigma & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V^T_1 \\ V^T_2 \end{bmatrix}, \) with \(U_1 \in \mathbb{R}^{N \times N-1}, 0 < \Sigma \in \mathbb{R}^{N-1 \times N-1}\), and \(V^T \in \mathbb{R}^{N \times 1\times N}\). Subsequently, \(\bar{P}_1\) can be written as \(\bar{P}_1 = (\mathcal{L} \otimes kI_m) = (U_1 \Sigma \otimes k)(V_1 \otimes I_m)^T = \bar{F}_1 \bar{V}_1^T\).

Hence, \(\bar{F}_1^T \bar{K}(0) \bar{F}_1 = (U_1 \Sigma \otimes k)^T (I_N \otimes K(0))(U_1 \Sigma \otimes k) = (\Sigma U_1^T U_1 \Sigma \otimes k K(0)) = (\Sigma U_1^T \Sigma \otimes k^2 K(0)) < 0\) if and only if \(K(0) < 0\) since \(\Sigma U_1 \Sigma > 0\) with full rank of \(N - 1\) and \(k > 0\). We conclude that \([\bar{P}(s), \bar{K}(s)]\) is internally stable if and only if \(K(0) < 0\).

The proof that internal stability of \([\bar{P}(s), \bar{K}(s)]\) implies
output consensus with and without external disturbances is similar to that of Theorem 1 in [8] with the only difference being that here \( L_1 N = 0 \) holds because \( G \) is strongly connected.

**B. Cooperative tracking to a pre-defined fixed reference**

In this section we show that the NI stability theory can be used to solve a cooperative tracking problem for multiple integrator NI systems. The distributed control law now becomes

\[
u_i = K(s)z_i,
\]

\[
z_i = \sum_{j=1}^{\infty} a_{ij}(y_i - y_j) + d_i(y_i - r),
\]

for all \( i \in \{1, \ldots, N\} \) where \( r \) is the fixed reference and \( d_i = 1 \) if agent \( i \) is connected to the reference and \( d_i = 0 \) otherwise. The collective dynamics of the control law can be written as

\[
u = (I_N \otimes K(s))z,
\]

\[
z = ((L + D) \otimes I_m)(y - 1_N r).
\]

The plant from \( u \) to \( z \) is \( \hat{P}(s) = ((L + D) \otimes I_m)(I_N \otimes P(s)) = ((L + D) \otimes P(s)) \) which is NI following similar steps as in Lemma 5 and noting that \( (L + D) + (L + D)^T \) is positive definite since \( D \) is nonzero diagonal matrix, and by Lemmas 2 and 4.

![Cooperative output tracking block diagram.](image)

The following theorem gives a condition under which cooperative output tracking to a fixed reference is achieved for a network of MIMO integrators with directed information flow that is balanced and strongly connected.

**Theorem 2:** Consider a network of MIMO integrators with directed information flow \( G \) that is balanced and strongly connected. Let \( K(s) \) be a strictly negative imaginary feedback controller for each integrator. Then, cooperative output tracking to a fixed reference \( r \) is achieved via control protocol (7) for networked system (4) as shown in Fig. 3 (or in a distributed manner (6) for each system (2)) under any external disturbances \( u_{in}, w_o \in \mathcal{L}_2(0, \infty) \) if and only if \( K(0) < 0 \).

**Proof:** Following similar steps as in the proof of Theorem 1, \([\hat{P}(s), K(s)]\) is internally stable if and only if \( K(0) < 0 \). Subsequently, internal stability of \([\hat{P}(s), K(s)]\) yields \( z \to 0 \) in (7). That is, \( z_i \to 0 \) \( \forall i \in \{1, \ldots, N\} \) in (6). Hence, \( y_i \to y_j \) \( \forall j \in N_i, j \neq i \) with \( d_i = 0 \) and \( y_i \to r \) when \( d_i = 1 \). Consequently, cooperative output tracking to a fixed reference \( r \) is achieved, i.e., \( y_i = y_j = r \) \( \forall i \in \{1, \ldots, N\} \) and \( \forall j \in N_i, j \neq i \).

**Remark 1:** A simple DC gain condition, that can easily be satisfied, guarantees output consensus and tracking via the distributed control law proposed in this paper. This can be considered an advantage over other existing protocols in literature, for example [18] where state space techniques and finding suitable gain matrices to satisfy certain conditions are required in the design.

**V. APPLICATION**

In this section we apply the theoretical results of Section IV-B to achieve rendezvous of nonholonomic WMR.

**A. Robot model**

Consider a group of \( N = 3 \) homogeneous WMR. The kinematic model of the \( i \)th robot is given by

\[
\begin{bmatrix}
x_i \\
y_i \\
w_i
\end{bmatrix} =
\begin{bmatrix}
x_{i+1} \\
y_{i+1} \\
w_{i+1}
\end{bmatrix} +
\begin{bmatrix}
sin \phi_i \\
\cos \phi_i \\
\end{bmatrix},
\]

where \((x_i, y_i)\) is the position of the \( i \)th robot and \( \phi_i \) is its orientation. Also, \( v_i \) and \( \omega_i \) are the linear and angular velocities of the \( i \)th robot respectively. Although we limit the work here to three robots, more robots can be considered without complexity. In this paper, we are interested in the rendezvous problem defined as follows:

**Problem statement 1:** Find a distributed control law \( v_i \) and \( w_i \) for each WMR such that all WMR reach a pre-defined fixed rendezvous position \( (x_r, y_r) \) which is available only to some of the WMR.

In order to apply NI cooperative tracking results of Section IV-B to the WMR, we apply input-output linearisation such that the system between the new input and output is linear (see e.g. [19], [20] for more information). Define two new outputs to be controlled as

\[
\begin{bmatrix}
\tilde{x}_i \\
\tilde{y}_i
\end{bmatrix} =
\begin{bmatrix}
x_i + l \cos \phi_i \\
y_i + l \sin \phi_i
\end{bmatrix},
\]

where \( l \neq 0 \) is the distance from \((\tilde{x}_i, \tilde{y}_i)\) to \((x_i, y_i)\). Using the kinematic model (8), the new dynamics of the WMR is given by

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i
\end{bmatrix} = F(\phi_i)
\begin{bmatrix}
v_i \\
\omega_i
\end{bmatrix},
\]

where \( F(\phi_i) =
\begin{bmatrix}
\cos \phi_i & -l \sin \phi_i \\
\sin \phi_i & l \cos \phi_i
\end{bmatrix}. \) Define new inputs to be \( u_{1i}, u_{2i}. \) Using these two new control variables we get

\[
\begin{bmatrix}
v_i \\
\omega_i
\end{bmatrix} = F(\phi_i)^{-1}
\begin{bmatrix}
u_{1i} \\
u_{2i}
\end{bmatrix},
\]

and the robot’s linearised model becomes

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i
\end{bmatrix} = u_{1i},
\]

\[
\begin{bmatrix}
\dot{x}_i \\
\dot{y}_i
\end{bmatrix} = u_{2i},
\]

\( \forall i \in \{1, 2, 3\} \)
The dynamic of system (12) is linear and decoupled and corresponds to an integrator NI system; i.e. $P(s) = \frac{1}{s}I_2$, which implies that the algorithms of the previous section can be directly applied.

**B. Simulation results**

The initial positions (in metres) and orientation (in degrees) are chosen as $(0.7, 0.4, 0)$, $(0.3, 0.4, 0)$ and $(0.5, 0.1, 0)$ for the three robots. Also, we assume in this simulation that $l = 0.03\, m$. The final rendezvous position (in metres) is $(0.5, 0.3)$. Note that with this approach the orientation is left uncontrolled. The network graph that models the communication links among the three robots is shown in Fig. 4. Also, the reference is available only to system 1. Hence, the Laplacian matrix associated with $G$ and the diagonal matrix $D$ are

$$L = \begin{bmatrix} 1 & 0 & -1 \\ -1 & 1 & 0 \\ 0 & -1 & 1 \end{bmatrix}, \quad D = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$  

An SNI controller for each robot is chosen as $K(s) = \frac{-1s - 2}{s + 1}I_2$ with zero initial condition which satisfies $K(0) = -2I_2 < 0$. Consequently, rendezvous is achieved via the cooperative output position tracking results of Theorem 2 as shown in Fig. 5 without and with external input disturbances.

**C. Experimental results**

To validate the proposed control mechanism using real-robot experiments, miniature mobile robots, Mona [21] which is a low-cost and open-source mobile robot platform, were deployed. Mona has been developed for use in the research of swarm robotics [22]. Experiments were conducted in a rectangular arena with dimensions of $1.4\, m \times 0.9\, m$ which has been developed for study on long-term swarm robotics scenarios [23]. An open-source multi-robot tracking system [24] which tracks both the position and orientation of the robot using an overhead camera was used. Via a unique circular tag attached on the surface of each robot, the position and orientation can be tracked. The position information is sent to the controller via a ROS communication framework.

Three Mona robots where used in the experiment. The initial positions of the three robots were $(0.6942, 0.376)\, m$, $(0.3296, 0.4415)\, m$, and $(0.4409, 0.1194)\, m$. The final rendezvous position was $(0.5, 0.3)\, m$. Also, $l = 0.03\, m$ for the robots. The same network graph of Fig. 4 was used. The controller to each Mona robot was the same as the one designed in Section V-B. Snapshots of the positions of the three Mona robots during the experiment at different time durations is shown in Fig. 6. As can be seen from the figure, the Mona robots rendezvous at the desired reference position.

The position trajectory of the three Mona robots is shown in Fig. 7. Note that in order to avoid collision during the experiment, each robot stops when it is near the rendezvous point (0.05 m range). Finally, the control inputs are shown in Fig. 8.

**VI. CONCLUSION**

A rendezvous problem for multiple WMR was tackled via NI cooperative tracking results proposed in this paper.
Experimental results, using Mona robots, as well as simulation results showed that rendezvous is achieved via the distributed control protocol proposed with communication among the robots being modelled by directed graphs that are balanced and strongly connected. Extending the current work to formation control such as [25], [26] can be considered in future research.
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