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In recent years, a number of significant and unprecedented occurrences have happened on the global stage. For example, in the developed world, these can relate to the events relating to the election of Mr Donald Trump as the 45th President of the United States and to the decision of the British public to pursue an independence from the European Union, following the Brexit referendum in 2016. However, in the developing world, these can be linked to the plight of the Rohingya refugees, the actions of the Nicolás Maduro Moros’s presidency and the prevailing economic war in Venezuela as well as the controversy surrounding Zimbabwe’s recent presidential elections.

All of these events highlight widespread challenges that political actors, institutions and firms face when embarking on international business activities. Therefore, by including three chapters, the aim of the first chapter of this book is to offer a reader a lens to look at those challenges and their possible solutions.

The first chapter (Chap. 1), titled “Legitimacy and Institutional Governance Infrastructure: Understanding Political Risk from a Chinese MNE Perspective” by Xia Han and Xiaohui Liu, seeks to determine how legitimacy affects the international expansion of Chinese multinationals. Using the institutional theory to understand how social acceptance influences perceptions of host-country political risk, the authors draw upon 148 observations to propose that home-country biases affect the legitimacy afforded to Chinese multinationals in host-country environments. They advocate that acceptance from particular host-country stakeholders can act as an alternative mechanism for gaining legitimacy.

Chapter 2, titled “Applying Theory to Understand How Multinational Firms Address Brexit” by Saad Laraqui and Bert J. Jarreau, adopts Dunning’s
eclectic paradigm, alongside other frameworks, to understand a competitive advantage in order to examine and discuss the implications of the UK referendum on leaving the European Union. According to the authors, the economic disintegration of Brexit presents a challenge for economic rationality; hence, in order to overcome this they propose recommendations designed to minimize the damage and to hasten a recovery.

The final chapter (Chap. 3), titled “Bureaucrats in International Business: A Review of Five Decades of Research on State-Owned MNEs” by Asmund Rygh, provides a holistic review of state-owned multinational firms. By examining 137 studies, the author suggests that despite a common domestic bias ascribed to a business model, state-owned enterprises in emerging economies are internationalizing more and have a greater tolerance to political risk. Nevertheless, despite an increasing interest in these types of firms, this paper propagates the need for more empirical work, particularly with regard to multi-country investigations and in contexts other than China, to develop a much deeper understanding.
Legitimacy and Institutional Governance Infrastructure: Understanding Political Risk from a Chinese MNE Perspective

Xia Han and Xiaohui Liu

Introduction

What determines Chinese multinational enterprises’ (MNEs) perceived level of political risk in host countries? Research based on developed-country MNEs’ experiences has examined the effect of the host-country institutional governance infrastructure on Chinese firms’ locational choices, entry strategies, and performance (Ramasamy et al. 2012; Lu et al. 2014). While some studies found that Chinese MNEs have boldly ventured into politically risky contexts (Liu et al. 2016), others reported that these new players have tended to follow their developed-country counterparts by avoiding underdeveloped institutional environments. Given the inconclusive findings of previous research, one may question the extent to which the traditional way of understanding political risk is valid for Chinese MNEs. Yet, little attention has been paid to examining whether the conventional analytical framework focusing on the host-country institutional governance infrastructure can be extended to explain Chinese firms’ perception of political hazards in overseas markets.
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More recent research has recognized that other factors, apart from host-country institutional governance infrastructure, also affect the political perils as perceived by Chinese MNEs. For example, Globerman and Shapiro (2009) suggest that affiliation with the home-country government can augment the political obstacles experienced by Chinese firms in the US. Stevens and Newenham-Kahindi (2017) noted the importance of home-country legitimacy with host-country stakeholders in affecting Chinese MNEs’ survival in East Africa. As extreme hazards, such as direct expropriation, have faded out, emerging-market MNEs, especially Chinese firms, can be exposed to political challenges that go beyond host-country institutional governance conditions (Bremmer 2014). Given their distinctive home-country characteristics, such as heavy state involvement in business operations and the underdeveloped institutional environment, research has pinpointed the need to understand political risk from a broader perspective. However, extant literature has largely been silent regarding the determinants of Chinese MNEs’ perceived level of political risk in global marketplaces.

In this chapter, we draw on the notion of legitimacy from institutional theory to examine (1) whether, and to what extent, the traditional analytical framework focusing on host-country governance conditions can explain the political risk perceived by Chinese firms; and (2) what determines their perceived level of such a risk when venturing abroad. Institutional theory, especially the sociological tradition or neo-institutional theory, has been widely adopted as the theoretical basis in research on emerging markets (Meyer and Peng 2016). A central premise of this perspective concerns the importance of gaining acceptance from institutional constituents in helping organizations to secure their position within an organizational field (DiMaggio and Powell 1983). For firms venturing internationally, they have to receive a ‘social license to operate’ from the broader sociological context to enhance their chances of survival (Kostova and Zaheer 1999).

While research drawn from the institutional perspective has looked at host-country political and regulatory factors, little attention has been paid to the legitimacy judgements of interested stakeholders, such as employees, customers, and professional associations, in shaping firms’ perceived level of political risk. Additionally, a country’s institutional governance framework and its underlying societal values can interact in multifaceted ways (Webb et al. 2009). The legitimacy judgement by interested social groups towards MNEs may either reinforce or constrain the effectiveness of explicitly stated rules (Stevens et al. 2015). By underscoring the importance of gaining (or losing)
social acceptance, this study sheds new light on the factors that shape Chinese MNEs’ perceived level of host-country political risk.

We aim to contribute to a nuanced understanding of political risk in international business literature in two main ways. First, this study departs from existing research that considered whether and how host-country institutional governance factors can influence Chinese firms’ overseas expansion (Liu et al. 2016). Instead, we explore whether such a conventional analytical framework can be applied to explain the political hazards perceived by these new players in overseas markets. We complement extant literature by uncovering the effect of home-country legitimacy in affecting the level of political risk perceived by Chinese MNEs operating abroad.

Second, research has posited that gaining legitimacy from host-country social actors can help firms navigate through a risky political environment, in addition to relying on the institutional governance framework (Darendeli and Hill 2016). We delineate the role of interested host-country stakeholders including government, industrial agencies, and the public. By looking at the interaction between their legitimacy judgements towards MNEs and the effectiveness of the host-country institutional governance framework, we advance research by uncovering the interdependence between explicitly stated rules and implicit social norms in explaining Chinese MNEs’ perceived level of political risk in overseas markets.

Theoretical Background and Hypotheses

The institutional perspective brings together several lines of research with shared interests in the role of contextual factors in shaping firms’ strategies and behaviours (Meyer and Peng 2016). We follow the logic of neo-institutional works by assuming that institutions can provide legitimacy for organizations (DiMaggio and Powell 1983). This line of research has defined institutions as the shared norms and rules that determine the socially acceptable behaviours (Fiaschi et al. 2017). The core idea is that firms that adjust their behaviour to the socially acceptable norms may not guarantee them efficiency, but will grant them the legitimacy needed in a given organizational field (Meyer and Peng 2016).

A country’s institutional environment is composed of explicitly stated rules and implicit social norms (Webb et al. 2009). In addition to demonstrating regulatory compliance, MNEs are subject to the legitimacy judgement of interested host-country social stakeholders (Kostova and Zaheer
Their evaluations towards MNEs are constrained by bounded rationality due to imperfect information which may lead them to use ‘a number of cognitive shortcuts’ (Bitektine 2011, p. 164). By using these cognitive shortcuts, an MNE’s legitimacy is likely to be determined by referring to the legitimacy of others that share similar characteristics, such as firms from the same home country, industry, or class (Kostova and Zaheer 1999). As a result, this can generate a spill-over effect where an MNE can either benefit from the legitimacy or be penalized by the illegitimacy of other similar firms (Lange et al. 2011). While there are many cognitive categories, MNEs’ home country has been one of the most common criteria used by host-country stakeholders to judge a firm’s legitimacy (Stevens and Newenham-Kahindi 2017).

Although previous research has revealed insights into the effect of the home country on MNEs’ acceptance by consumers in host countries, little has been said about the political implications with regard to firms’ success in overseas markets (Cuervo-Cazurra 2011). Unlike MNEs from advanced economies, the home-country environment within which Chinese firms operate typically suffers from regulatory voids and unsophisticated product designs (Luo and Tung 2007). These disadvantages originating from the home country can generate a negative spill-over effect by imposing a legitimacy deficit on Chinese MNEs, and hence reduce firms’ acceptance abroad.

Additionally, a country’s explicitly stated rules and underlying societal norms interact in multifaceted ways (Bruton et al. 2010). Political and regulatory reforms can signal what are deemed legitimate practices by influential social groups (Webb et al. 2009). The institutional governance framework, on the other hand, reinforces a society’s values and individual behaviours (Bruton et al. 2010). Hence, these two streams of institutional forces should be jointly considered when examining factors that shape MNEs’ perceived level of host-country political risk.

Differing from existing research that focuses on host-country institutional governance infrastructure, we examine the role of home-country legitimacy in explaining the political risk perceived by Chinese firms in host countries. The distinctive home-country attributes can influence Chinese MNEs’ acceptance in the host country, thus generating political consequences (Madhok and Keyhani 2012). We suggest that Chinese MNEs’ home-country legitimacy in the eyes of host-country interested social groups may reduce the importance of the host-country institutional governance infrastructure in shaping firms’ perceived political risk.
Hypotheses Development

Direct Effect of Host-Country Institutional Governance Infrastructure

The institutional governance infrastructure of a country infrastructure includes the process by which governments are selected and monitored, governments’ competences to formulate and implement policies, and the extent to which citizens respect the institutions that govern economic and social interactions (Globerman and Shapiro 2003). A strong governance infrastructure or framework is paramount in determining a country’s attractiveness to foreign direct investment (FDI) (Oh and Oetzel 2011). For Chinese MNEs conducting business abroad, we suggest that they may perceive the host-country political environment as less risky when there is a stronger governance framework for two reasons.

First, on the host-country side, a favourable institutional governance infrastructure is conducive to stimulate FDI (Globerman and Shapiro 2003). An effective governance framework involves a transparent legal system that protects property rights, strong enforcement of court decisions, and creditable policy commitments that promote competition among domestic and foreign companies (Lu et al. 2014). The presence of these conditions can provide institutional support to boost MNEs’ operational confidence (Oh and Oetzel 2011). Hence, firms may perceive fewer political perils when a host country has a stronger institutional governance framework. Second, on the home-country side, firms are likely to be granted favourable treatment, such as reduced taxes, when their activities appear consistent with the home-country government’s long-term goals (Stevens et al. 2015). Conversely, political obstacles can be imposed on firms. The ‘institutional escapism view’ has argued that firms respond to the misalignment between their needs and the home-country institutional environment through outward FDI (Luo et al. 2010). The foreign expansion of many Chinese MNEs has been deemed a response to such misalignment (Boisot and Meyer 2008). The burdensome domestic governance environment has made some Chinese firms escape abroad not only in the search of markets, but also more efficient governance conditions (Luo and Tung 2007). Thus, they may perceive the host country as less risky when it features a strong institutional governance infrastructure.

Although some research has reported that Chinese MNEs are prompted to operate in underdeveloped institutional environments (Liu et al. 2016), empirical evidence also suggests that the host-country governance infrastructure matters with respect to these firms’ perceived level of political
risk. The World Investment and Political Risk Report (2009) noted that emerging-market firms, especially Chinese MNEs, are worried most about breach of contract, war and civil turbulence, and transfer restrictions in host countries. Additionally, the peculiarities of China’s domestic governance conditions may provide some arguments for their firms’ overseas investment. Firms in China are facing local protectionism and limited protection of property rights. These constraints have made the costs of doing business at the cross-regional level higher than at the cross-national level (Boisot and Meyer 2008).

**Hypothesis 1** Chinese MNEs tend to perceive the host-country political environment less risky when there is a stronger host-country institutional governance infrastructure.

### The Moderating Role of Legitimacy

Hypothesis 1 highlights the impact of the host-country institutional governance framework on MNEs’ perceived level of political risk. There are some boundary conditions which either strengthen or weaken the impact of the institutional governance infrastructure on Chinese MNEs’ perceived level of political risk in host countries. Two factors need to be taken into account. First, political and legislative efforts may be made to acknowledge the changing norms and trends in a society (Webb et al. 2009). Second, interested social groups may successfully lobby for shifts in a country’s policy framework to reflect their expectations (Ashforth and Gibbs 1990). As a result, a country’s institutional governance framework and the legitimacy judgement by key social stakeholders may jointly shape MNEs’ survival and prosperity.

As Suchman (1995) suggested, legitimacy represents an overall evaluation by some groups of observers towards organizational activities rather than a consensus of opinions within or across these groups. This implies that gaining (or losing) legitimacy from certain institutional constituents can have a more profound influence than others (Darendeli and Hill 2016). The importance of home-country legitimacy with interested host-country social groups has been recognized as it can interact with the institutional governance infrastructure and jointly influence firms’ perceived level of political risk (Stevens and Newenham-Kahindi 2017).

We examine Chinese MNEs’ legitimacy with three sets of interested host-country stakeholders. A central set of stakeholders are host-country governments that possess the power to determine the existence of MNEs
within their borders (Bitektine 2011). A second group of stakeholders are the host-country industrial agencies that set the entry and operational standards for different industries (García-Canal and Guillén 2008). Another vital group of legitimacy-granting actors is the host-country general public which can influence MNEs’ survival through societal values and expectations (Deephouse 1996).

**Chinese MNEs’ Legitimacy with Host-Country Government**

Governments’ actions in signalling socially acceptable practices can be as powerful as codified laws (Marquis and Qian 2014). Their legitimization of MNEs may serve as an alternative institutional device that offsets the importance of the institutional governance framework in shaping firms’ perceived level of host-country political risk. As firms venturing abroad carry the image of their home country, this may generate a legitimacy spill-over effect and political consequences which can impact MNEs’ operations abroad (Fiaschi et al. 2017). The legitimacy judgement of the host-country government towards an MNE can be made by referring to its home country or home-country government (Cuervo-Cazurra 2011). The high degree of legitimacy enjoyed by an MNE’s home-country government with the host-country government because of trustworthy and friendly interstate political relations may generate positive spill-over effects (Stevens and Newenham-Kahindi 2017). As a result, firms may receive preferential access to resources which reduce their reliance on the institutional governance framework. In contrast, a perceived lack of legitimacy of an MNE’s home-country government can cause them to encounter hostile treatment, despite the presence of rules and laws in the host country.

For Chinese MNEs expanding into foreign markets, the image of their home country or home-country government is not always separable from the firms themselves (Madhok and Keyhani 2012). The greater the legitimacy of the Chinese government with certain host governments, perhaps because of their shared views with regard to foreign policies, the more positive the spill-over effects for Chinese firms. Hence, these firms may be granted access to markets and resources that offset the importance of the host-country governance framework. Conversely, the weak legitimacy of the Chinese government as perceived by some host governments due to, for example, a lack of alignment in international political affairs may expose Chinese firms to more stringent regulations (Bremmer 2014).
Hypothesis 2 The importance of the institutional governance infrastructure in shaping Chinese MNEs’ perceived level of host-country political risk will be reduced for those firms gaining a high degree of legitimacy from the host-country government.

Chinese MNEs’ Legitimacy with Host-Country Industrial Agencies

In addition to the macro-level governance framework that applies to all foreign investors, firms have to account for industry-related requirements set by host-country industrial agencies. The political science literature has maintained that governments are not unitary actors but consist of many subunits with varying interests (Kistruck et al. 2015). When a country’s overall governance framework fails to accommodate their goals, they may signal their own standards of legitimacy (Darendeli and Hill 2016). Thus, despite laws established at national level to regulate all foreign MNEs, considerations over the competitiveness of domestic industries may prompt host-country industrial agencies to set policies targeting different sectors.

While industry-specific requirements may affect every sector of the economy, their impact can be particularly salient for firms in regulated industries including natural resources, telecommunications, and utilities (García-Canal and Guillén 2008). Unlike MNEs in more liberalized sectors that compete on the merit of market demands, those in regulated industries primarily depend on munificent industrial policies (Henisz and Zelner 2001). Hence, industry-related requirements set by the host-country industrial agencies may offset the importance of the country’s overall governance framework for firms in regulated sectors.

For Chinese MNEs operating in regulated sectors, the impact of host-country institutional governance infrastructure on the firms’ perceived political risk may be limited due to the presence of industry-related restrictions. Given the role of industrial agencies in setting a wide array of requirements, their assessment about the firms’ influence on the local economy may reduce the relevance of macro-level governance framework.

Hypothesis 3 The importance of the host-country institutional governance infrastructure in shaping Chinese MNEs’ perceived level of host-country political risk will be reduced for those operating in regulated industries.
Chinese MNEs’ Legitimacy with Host-Country General Public

The general public, including local communities, consumers, and media, are important institutional constituents in defining and diffusing what is deemed socially acceptable (Stevens et al. 2015). Firms thus need to meet their expectations to gain the ‘social license to operate’ (Deephouse 1996).

The lack of acceptance by the host-country public may induce political consequences. As governments require legitimacy for themselves from their own constituents, the way that the public reacts to governmental policies targeting a specific group of firms may affect the effectiveness of such regulations (Fiaschi et al. 2017). When the host-country public view an MNE as less legitimate, the government is reluctant to enforce rules in favour of the firm as doing so may trigger public anger and damage the government’s own legitimacy. By contrast, when firms enjoy greater legitimacy with the host-country public, the imposition of unfavourable policies against the business may cause the public to withdraw their support for the government (Stevens et al. 2015). Thus, demands exerted by the host-country public may serve as a competing mechanism that reduces the effectiveness of the host-country institutional governance framework.

The underdeveloped home-country institutional environment of Chinese firms can lead them to encounter ‘adverse institutional attribution’ by the host-country public (Ramachandran and Pant 2010, p. 247). Where China may be judged to have a lower level of economic development, host-country consumers may distrust the quality of Chinese products (Madhok and Keyhani 2012). Moreover, host-country civil societies may be suspicious about Chinese companies because of their weak corporate disclosure (Bremmer 2014). As a result, the host-country public may lobby their government to introduce specific requirements targeting Chinese MNEs despite the presence of the host-country institutional governance framework.

Hypothesis 4  The importance of the institutional governance infrastructure in shaping Chinese MNEs’ perceived level of host-country political risk will be reduced for those firms gaining a low degree of legitimacy from the host-country general public.

Sample and Data

The hypotheses were tested using survey data on Chinese enterprises’ outward FDI collected by the China Council for the Promotion of International Trade (CCPIT) in 2011. The sample contained firms from 16 provinces and
municipalities across China, and hence provided a wide geographical coverage.\footnote{The sample firms are located in Beijing, Shanghai, Tianjin, Chongqing, Shandong, Guangdong, Jiangsu, Zhejiang, Fujian, Henan, Hubei, Hunan, Hebei, Heilongjiang, Yunnan and Shaanxi.} Given cost and administrative constraints, we approached 2000 firms that were the CCPIT’s membership enterprises and also appeared on the Chinese Ministry of Commerce’s (MOFCOM) registration list for their outward FDI activities. The respondents were those in charge of firms’ overseas subsidiary and international strategies. A total of 365 questionnaires were received, which covered 14 industrial sectors. Responses that were either incomplete or inapplicable were eliminated. This provided us with 183 observations. In addition, investments in the British Virgin Islands and Hong Kong were excluded as these locations often serve the purpose of round-tripping investment (Peng 2012). As a result, the final sample contained 148 observations.

**Measurements**

**Chinese MNEs’ Perceived Level of Host-Country Political Risk**

The dependent variable is Chinese MNEs’ perceived level of host-country political risk. It was operationalized by asking the respondents to evaluate the political environment of their companies’ most recently established overseas branch on a 7-point scale (1 = very risky to 7 = very safe) regarding the following items: (i) implementation of rules and laws in the host country, (ii) protection of private property in the host country, (iii) settlement of commercial disputes in the host country, and (iv) control of corruption and bribery in the host country.

**Host-Country Institutional Governance Infrastructure**

To operationalize host-country institutional governance infrastructure, we follow previous research by adopting the World Governance Indicators (WGI) (Globerman and Shapiro 2003). The WGI covers six dimensions: voice and accountability, political stability, government effectiveness, regulatory quality, rule of law, and control of corruption (Kaufmann et al. 2009). The scores spread between $-2.5$ and 2.5, with higher scores indicating better governance quality. For our analysis, host countries’ WGI scores in 2010 were adopted.
Chinese MNEs’ Legitimacy with the Host-Country Government

It has been suggested that the legitimacy of an MNE’s home country can generate a spill-over effect to influence the political risk faced by its firms abroad (Stevens and Newenham-Kahindi 2017). We measure Chinese MNEs’ legitimacy with the host-country government by the perceived strength of interstate political relations. We asked the respondents to evaluate the importance of political relations between China and the host country to their investment on a 7-point scale (1 = very unimportant to 7 = very important).

Chinese MNEs’ Legitimacy in Host-Country Regulated Industries

MNEs in regulated industries including natural resources, telecommunications, utilities, petroleum, and financial services may be subject to a higher degree of political intervention than those in less-regulated industries (García-Canal and Guillén 2008). A dummy variable was created to distinguish Chinese firms operating in the above-mentioned regulated industries (1) and otherwise (0).

Chinese MNEs’ Legitimacy with the Host-Country General Public

Acquiring acceptance from host-country social stakeholders, including interested groups, consumers, and other members of the civil society, critically affects MNEs’ survival abroad (Darendeli and Hill 2016). We measure Chinese MNEs’ legitimacy with the host-country public by asking the respondents to evaluate the host-country public reaction to a firm’s investment (1 = very low degree of negative reaction to 7 = very high degree of negative reaction).

Control Variables

At the country level, we used the marketization index published by China’s National Economic Research Institute to measure variations in regional marketization (Fan et al. 2010). Second, we controlled for Chinese MNEs’ home-government support using six items from the survey: (i) financial access, (ii) simplifying the approval of outward FDI projects, (iii) the provision of insurance services, (iv) simplifying the procedures for demonstrating firms have sufficient capital for FDI projects, (v) investment guidelines by industries, and (vi)
the protection of firms’ rights overseas. The respondents were asked to evaluate these items on a 7-point scale (1 = very low support to 7 = very high support).

At the industry level, we account for the scale of industrial competition in a host country using three items from the survey: (i) difficulties in obtaining raw materials, (ii) technology for innovation, and (iii) completion of upstream and downstream industries in the host country.

At the firm level, we capture firm size as the natural logarithm value of total employees, a firm’s international experience as the number of its overseas branches, and host-country experience by the number of years that a firm has operated in a host country (Wu and Lin 2010). Moreover, we use a dummy variable to control for a firm’s adoption of risk assessment strategies (1 = Yes, 0 = Otherwise) and ownership status (1 = SOE, 0 = Otherwise).

Results

Common Method Bias

As some variables were drawn from the same survey respondents, this may entail a threat of common method bias (CMB) (Podsakoff et al. 2003). In addition to introducing objective measurements, such as the WGI score and China’s marketization index, we dealt with this potential issue by performing the Harman single-factor test. The result indicated that the single-factor model demonstrated a poor fit to the data, which only accounted for 36% of the variance. Therefore, CMB is unlikely to be a major concern in this study.

Construct’s Reliability and Validity

Descriptive statistics and variable correlations are presented in Table 1.1. Variance inflation factors were well below the acceptable level of 10 (Neter et al. 1996). Thus, it suggests no multicollinearity issue. We assessed the reliability of those multi-item constructs by examining their internal consistency with Cronbach alpha. The internal consistency values for all constructs were above 0.70. We further conducted confirmatory factor analysis (CFA) to examine the convergent and discriminant validities of those multi-item constructs. Our CFA model fits the data well, with all indices meeting their respective criteria ($\chi^2 (146) = 247.380; p<0.001; \text{CMIN/DF} = 1.69; \text{CFI} = 0.97; \text{NNLI} = 0.96; \text{RMSEA} = 0.07; \text{SRMR} = 0.05$). Table 1.2 reports the CFA results, which support convergent validity.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Chinese MNEs’ perceived level of host-country political risk</td>
<td>4.57</td>
<td>1.23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Host-country institutional governance infrastructure</td>
<td>0.44</td>
<td>1.17</td>
<td>0.42**</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Chinese MNEs’ legitimacy with host-country government</td>
<td>4.12</td>
<td>1.62</td>
<td>0.01</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Chinese MNEs’ legitimacy in host-country regulated industries</td>
<td>0.49</td>
<td>0.50</td>
<td>0.21*</td>
<td>0.05</td>
<td>0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Chinese MNEs’ legitimacy with host-country general public</td>
<td>3.31</td>
<td>1.44</td>
<td>−0.07</td>
<td>−0.12</td>
<td>0.24**</td>
<td>−0.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Degree of marketization</td>
<td>9.36</td>
<td>1.41</td>
<td>0.10</td>
<td>0.07</td>
<td>0.01</td>
<td>0.16*</td>
<td>−0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Ownership</td>
<td>0.26</td>
<td>0.44</td>
<td>−0.08</td>
<td>0.04</td>
<td>−0.04</td>
<td>−0.29</td>
<td>0.01</td>
<td>−0.16</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. International experience</td>
<td>3.01</td>
<td>5.42</td>
<td>−0.01</td>
<td>−0.10</td>
<td>−0.04</td>
<td>0.11</td>
<td>−0.10</td>
<td>0.05</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Local experience</td>
<td>2.86</td>
<td>2.47</td>
<td>0.01</td>
<td>0.07</td>
<td>0.06</td>
<td>0.05</td>
<td>0.15</td>
<td>−0.12</td>
<td>−0.02</td>
<td>−0.13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Risk assessment</td>
<td>0.70</td>
<td>0.46</td>
<td>0.22**</td>
<td>0.05</td>
<td>−0.09</td>
<td>0.20*</td>
<td>0.00</td>
<td>−0.18</td>
<td>0.08</td>
<td>0.22**</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. Firm size</td>
<td>6.29</td>
<td>2.19</td>
<td>0.10</td>
<td>0.11</td>
<td>−0.14</td>
<td>0.22**</td>
<td>0.00</td>
<td>0.16*</td>
<td>0.29**</td>
<td>0.24**</td>
<td>0.04</td>
<td>−0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. Host-country industry competition</td>
<td>3.21</td>
<td>0.94</td>
<td>0.42**</td>
<td>0.34**</td>
<td>0.13</td>
<td>0.14</td>
<td>0.19*</td>
<td>−0.07</td>
<td>−0.08</td>
<td>−0.26</td>
<td>0.00</td>
<td>0.04</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>13. Home-country government support</td>
<td>4.59</td>
<td>1.09</td>
<td>0.29**</td>
<td>0.10</td>
<td>0.04</td>
<td>0.10</td>
<td>0.16*</td>
<td>0.02</td>
<td>−0.04</td>
<td>0.04</td>
<td>−0.08</td>
<td>0.05</td>
<td>0.13</td>
<td>0.22**</td>
</tr>
</tbody>
</table>

Sample = 148

*P<0.05; **P<0.01
In addition, the variance extracted from our constructs is greater than the threshold of 0.50 and larger than the squared correlations between the two constructs (Hair et al. 2006), providing evidence for discriminant validity (Table 1.3).

### Hypotheses Tests and Results

The results using the ordinary least squares (OLS) regression are presented in Table 1.4. Model 1 in Table 1.4 contains only the control variables. Model 2 introduces the independent variable, host-country institutional governance infrastructure, and the direct effect of moderating variables. Models 3–6 tested the hypothesized interaction effects.

---

**Table 1.2 Measurement model and CFA results**

<table>
<thead>
<tr>
<th>Constructs</th>
<th>Operational measures of construct</th>
<th>Factor loadings</th>
<th>t-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Chinese MNEs’ perceived level of host-country political risk</strong> (Cronbach alpha = 0.940)</td>
<td>Implementation of rules and laws in the host country</td>
<td>0.91</td>
<td>15.18</td>
</tr>
<tr>
<td></td>
<td>Protection of private property in the host country</td>
<td>0.93</td>
<td>15.88</td>
</tr>
<tr>
<td></td>
<td>Settlement of commercial disputes in the host country</td>
<td>0.89</td>
<td>14.68</td>
</tr>
<tr>
<td></td>
<td>Control of corruptions and bribes in the host country</td>
<td>0.85</td>
<td>Fixed</td>
</tr>
<tr>
<td><strong>Home-country government support</strong></td>
<td>Financial and capital access</td>
<td>0.79</td>
<td>13.28</td>
</tr>
<tr>
<td>(Cronbach alpha = 0.938)</td>
<td>Simplifying the approval of outward FDI projects</td>
<td>0.85</td>
<td>15.78</td>
</tr>
<tr>
<td></td>
<td>Provision of insurance products and services</td>
<td>0.81</td>
<td>13.91</td>
</tr>
<tr>
<td></td>
<td>Simplifying the procedures for demonstrating sufficient capital in FDI project</td>
<td>0.83</td>
<td>14.84</td>
</tr>
<tr>
<td></td>
<td>Provision of investment guidelines by industry</td>
<td>0.87</td>
<td>16.79</td>
</tr>
<tr>
<td></td>
<td>Protection of firms’ rights in overseas markets</td>
<td>0.93</td>
<td>Fixed</td>
</tr>
<tr>
<td><strong>Host-country institutional governance infrastructure</strong> (Cronbach alpha = 0.975)</td>
<td>Voice and accountability</td>
<td>0.82</td>
<td>16.55</td>
</tr>
<tr>
<td></td>
<td>Political instability</td>
<td>0.85</td>
<td>18.56</td>
</tr>
<tr>
<td></td>
<td>Government effectiveness</td>
<td>0.98</td>
<td>38.46</td>
</tr>
<tr>
<td></td>
<td>Regulatory quality</td>
<td>0.98</td>
<td>37.79</td>
</tr>
<tr>
<td></td>
<td>Rule of law</td>
<td>0.99</td>
<td>45.50</td>
</tr>
<tr>
<td></td>
<td>Control of corruption</td>
<td>0.97</td>
<td>Fixed</td>
</tr>
<tr>
<td><strong>Host-country industry competition</strong></td>
<td>Difficulty of obtaining raw materials</td>
<td>0.78</td>
<td>6.71</td>
</tr>
<tr>
<td>(Cronbach alpha = 0.766)</td>
<td>Difficulty of obtaining technology for innovation</td>
<td>0.72</td>
<td>6.80</td>
</tr>
<tr>
<td></td>
<td>Completion of upstream and downstream industries</td>
<td>0.69</td>
<td>Fixed</td>
</tr>
</tbody>
</table>

---
For the independent variable, host-country institutional governance infrastructure, its effect on a firm’s perceived level of host-country political risk is positive and statistically significant in all models ($p<0.01$ in Models 2, 4, 5; $p<0.001$ in Models 3 and 6). Thus, it lends support to Hypothesis 1 that Chinese MNEs tend to perceive the host-country political environment as less risky when there is a stronger host-country institutional governance framework. The direct effects of the moderating variables in Model 2 are statistically insignificant.

With regard to the joint effect of the host-country institutional governance infrastructure, and Chinese MNEs’ legitimacy with the host government, the interaction term is negative and statistically significant in Model 3 ($\beta = -0.12$, $p<0.05$) and Model 6 ($\beta = -0.09$, $p<0.05$). This suggests that the importance of the institutional governance infrastructure in shaping Chinese MNEs’ perceived level of host-country political risk will be reduced for those firms gaining a high degree of legitimacy from the host-country government. Thus, Hypothesis 2 is supported.

For the interaction between the host-country institutional governance framework and Chinese MNEs’ legitimacy in regulated industries, the coefficient of the interaction term in Model 4 is negative but statistically insignificant. It remains the same sign in Model 6 ($\beta = -0.26$; $p<0.10$). Thus, Hypothesis 3 does not receive support.
Table 1.4  Result of regression analysis

<table>
<thead>
<tr>
<th>Model</th>
<th>Model</th>
<th>Model</th>
<th>Model</th>
<th>Model</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

**Main variable**

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host-country institutional governance infrastructure</td>
<td>0.28**</td>
<td>0.77***</td>
<td>0.37**</td>
<td>0.63**</td>
<td>1.14***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.20)</td>
<td>(0.11)</td>
<td>(0.18)</td>
<td>(0.25)</td>
<td></td>
</tr>
</tbody>
</table>

**Moderators**

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese MNEs’ legitimacy with host-country government</td>
<td>0.28**</td>
<td>0.77***</td>
<td>0.37**</td>
<td>0.63**</td>
<td>1.14***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.20)</td>
<td>(0.11)</td>
<td>(0.18)</td>
<td>(0.25)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese MNEs’ legitimacy in host-country regulated industries</td>
<td>0.17</td>
<td>0.19</td>
<td>0.26</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chinese MNEs’ legitimacy with host-country general public</td>
<td>0.17</td>
<td>0.19</td>
<td>0.26</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td></td>
</tr>
</tbody>
</table>

**Interactions**

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host-country institutional governance infrastructure * Chinese MNEs’ legitimacy with host-country government</td>
<td>0.28**</td>
<td>0.77***</td>
<td>0.37**</td>
<td>0.63**</td>
<td>1.14***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.20)</td>
<td>(0.11)</td>
<td>(0.18)</td>
<td>(0.25)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host-country institutional governance infrastructure * Chinese MNEs’ legitimacy in host-country regulated industries</td>
<td>0.17</td>
<td>0.19</td>
<td>0.26</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host-country institutional governance infrastructure * Chinese MNEs’ legitimacy with host-country general public</td>
<td>0.17</td>
<td>0.19</td>
<td>0.26</td>
<td>0.22</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td>(0.19)</td>
<td>(0.21)</td>
<td></td>
</tr>
</tbody>
</table>

**Control variables**

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Degree of marketization</td>
<td>0.08</td>
<td>0.05</td>
<td>0.06</td>
<td>0.06</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
<td>(0.06)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ownership</td>
<td>−0.02</td>
<td>0.00</td>
<td>−0.04</td>
<td>−0.01</td>
<td>0.01</td>
<td>−0.04</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.22)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>International experience</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local experience</td>
<td>0.00</td>
<td>0.00</td>
<td>−0.01</td>
<td>0.00</td>
<td>−0.01</td>
<td>−0.01</td>
</tr>
<tr>
<td></td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
<td>(0.04)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk assessment</td>
<td>0.48*</td>
<td>0.43*</td>
<td>0.38I</td>
<td>0.39I</td>
<td>0.48*</td>
<td>0.39*</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.19)</td>
<td>(0.20)</td>
<td>(0.19)</td>
<td>(0.19)</td>
<td>(0.19)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm size</td>
<td>0.02</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
<th>Model 5</th>
<th>Model 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Host-country industry competition</td>
<td>0.51***</td>
<td>0.41***</td>
<td>0.42***</td>
<td>0.39***</td>
<td>0.39***</td>
<td>0.38***</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.11)</td>
<td>(0.10)</td>
<td>(0.11)</td>
<td>(0.11)</td>
<td>(0.10)</td>
</tr>
</tbody>
</table>
In relation to the interaction effect between the host-country institutional governance infrastructure and Chinese MNEs’ legitimacy with the host-country public, their interaction term shows a negative and statistically significant sign in Models 5 and 6 (β = −0.09; p<0.05). Thus, the result is consistent with Hypothesis 4, which posits that Chinese firms’ low degree of legitimacy with the host-country public will reduce the importance of the institutional governance framework in shaping firms’ perceived level of political risk.

In addition to the results from the regression analysis, we follow Brambor et al. (2006) and further examine the marginal effects of the independent variable at different values of the moderators through plotting graphic displays.

Figure 1.1 presents the marginal effect of the host-country institutional governance infrastructure on Chinese MNEs’ perceived level of political risk when firms’ legitimacy with the host government becomes stronger. As shown
in Fig. 1.1, the marginal effect of the host-country institutional governance framework on Chinese MNEs’ perceived political risk diminishes as firms enjoy a higher degree of legitimacy with the host-country government. The downward slope corresponds to Hypothesis 2, suggesting that a high degree of Chinese firms’ legitimacy with the host government reduces the importance of the host-country governance framework. Hence, Fig. 1.1 lends further support for Hypothesis 2.

As shown in Fig. 1.2, there is a downward slope for the marginal effect of the host-country governance framework on Chinese MNEs’ perceived political risk for firms in less-regulated industries and regulated industries. This suggests that the positive effect of the host-country governance framework on firms’ perceived level of political risk tends to be reduced for those in regulated industries. Both the upper and lower bounds of the 95% confidence intervals are located on the same side of the zero line. Thus, the plotting of the marginal effect provides support to Hypothesis 3.

Figure 1.3 depicts the effectiveness of the host-country governance framework becomes negligible when the public see Chinese MNEs’ activities more negatively. The plotting is consistent with the OLS regression, which shows that Hypothesis 4 is supported.

Additionally, we conducted robustness checks, and detailed information is available upon request.
Discussion

This study examines the impact of host-country institutional governance infrastructure on Chinese MNEs’ perceived level of political risk and the extent to which this is subject to firms’ legitimacy with interested host-country stakeholders. We obtained several interesting findings. First, our empirical evidence shows that host-country institutional governance frameworks are important in predicting the level of political risk encountered by Chinese companies. Our finding provides contrasting evidence to previous research which argued that Chinese MNEs are proactive players when operating in an underdeveloped institutional context (e.g. Morck et al. 2008). This may be explained by Chinese firms’ strong political capability in helping them to manage risky political conditions in overseas markets (Ramasamy et al. 2012).

Second, the condition of bounded rationality prompts host-country stakeholders to use cognitive shortcuts when assessing firms’ legitimacy (Stevens and Newenham-Kahindi 2017). Our result indicates that the legitimacy evaluations by a host-country government, industrial agencies, and general public may substitute the role of institutional governance infrastructure in shaping the level of political risk encountered by Chinese firms.
Contributions

This research seeks to make two contributions to the understanding of political risk in international business literature. First, as the image of the home country may travel abroad with firms, it can generate legitimacy spill-over effects (Stevens and Newenham-Kahindi 2017). Chinese MNEs’ underdeveloped home-country institutional governance framework can undermine their acceptance and form a source of political challenge when competing abroad. The weak legitimacy of Chinese firms represents a different type of political risk from that experienced by their developed-country counterparts that has not been systematically considered in previous studies. Our research complements the existing literature by suggesting that the level of political risk encountered by MNEs may arise due to their home-countries’ lack of acceptance in host countries.

Second, our findings suggest that the legitimacy judgements by interested host-country stakeholders represent alternative legitimating channels in affecting firms’ access to resources and the market, hence substituting for the host-country institutional governance framework. We extend current research by uncovering the interdependence between a country’s institutional governance infrastructure and the broader sociological context in shaping the level of political risk perceived by MNEs. By looking at the role of home-country legitimacy and its interaction with host-country governance conditions, our research offers a comprehensive account of the determinants of MNEs’ perceived level of host-country political risk.

Implications

This study provides implications for managers and policymakers. First, we draw attention to the role of home-country acceptance among host-country influential social groups. Our findings indicate that the weak home-country legitimacy of Chinese MNEs with host-country governments, industrial agencies, and public offsets the role of the host-country institutional governance framework. This implies that firms should develop a better understanding of industry-specific policies and engage in legitimacy-building activities, such as corporate social responsibility programmes, to alleviate the negative legitimacy spill-over effect of their home country.

Second, our findings suggest that the underdeveloped home-country institutional environment can undermine Chinese firms’ acceptance in host countries. This implies that MNEs’ home-country policymakers should consider enhancing domestic governance conditions to promote Chinese firms’ legitimacy in abroad.
Limitations

This study has several limitations which present opportunities for future research. First, our study was based on a sample of Chinese MNEs which did not account for variations with firms from other emerging markets. Future research may test the generalizability of our findings for MNEs from other emerging markets. Second, Chinese MNEs’ legitimacy with the host-country government and the public were measured using single survey items. Therefore, more fine-grained measurements of firms’ legitimacy deserve careful attention. Finally, our questionnaires were addressed to Chinese MNEs’ overseas subsidiaries or those responsible for international strategies. The legitimacy judgements were based on Chinese firms’ perceptions of the way they are viewed, rather than directly from host-country stakeholders. This may compromise the objectivity of our measurement. Future research should pay attention to develop measurements which directly reflect host-country stakeholders’ legitimacy judgement regarding Chinese companies.

Conclusion

The political risks associated with Chinese MNEs’ overseas expansion have been a key topic in international business research. While the traditional analytical framework, which focuses on the host-country governance infrastructure, remains important in explaining the political perils perceived by Chinese firms, their distinctive home-country institutional context implies different challenges. Highlighting the notion of legitimacy under the institution-based view, we examine Chinese MNEs’ home-country acceptance in shaping firms’ perceived level of host-country political risk. Our findings reveal the relevance of home-country legitimacy in the host country’s broader sociological context and suggest the need for a deeper understanding of political risk from Chinese MNEs’ perspective.
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Applying Theory to Understand How Multinational Firms Address Brexit

Saad Laraqui and Bert J. Jarreau

Introduction

Britain’s highly successful aerospace and financial services industries face an uncertain future due to Brexit. If a transitional arrangement is not worked out by March 2019 between Britain and the 27 EU member states to preserve the status quo for a few years while a new trade deal is finalized, British businesses in these industries would immediately face a range of tariff and non-tariff barriers.

Anything that interferes with Europe’s highly connected aerospace industry will hurt British companies and their suppliers. For example, consider Airbus, Rolls-Royce, and BAE Systems.

The wings of Airbus civil aircraft, the most technologically intensive part of the plane, are all made and designed in Britain. Airbus UK, which employs 10,000 people, built about 1000 wings for Airbus in 2016. This business depends on the smooth transfer of products and skilled staff to and from Airbus factories in France and Germany. If Britain is outside the EU’s customs union and single market, the supply chain may no longer be sustainable.
Fabrice Brégier, Airbus president and chief operating officer, warned that a “hard Brexit” could mean shifting wing production elsewhere (Symonds 2017).

Airbus is one of the largest customers of Rolls-Royce, the world’s second-largest aero-engine manufacturer located in London. Rolls-Royce has 23,000 workers in the UK and a total of 55,000 worldwide. Tariffs could reduce the advantage it enjoys against its main rival, America’s GE. Also, leaving the European Aviation Safety Agency, which regulates the industry, would cause enormous problems to Rolls-Royce and its suppliers in Britain. Rolls-Royce wants to continue being able to move parts and staff freely between the UK and the EU. Like Airbus, Warren East, CEO of Rolls-Royce, has warned about the perils of a “hard Brexit” (Johnston 2017; Symonds 2017).

BAE Systems, Britain’s largest manufacturing firm and the third-largest arms company in the world, is better insulated from Brexit because it does relatively little business with Europe compared with America, where it derives 36 percent of its sales. However, Brexit could mean BAE being cut out of future European defense programs. BAE Systems is part of a consortium of British and French companies working on an advanced drone, but the project is dependent on the French and British governments’ commitment, which is not guaranteed. Since the election of Emmanuel Macron as France’s president, France and Germany have announced a project to build a European fighter (Symonds 2017).

Similar to the aerospace industry, the financial services industry is nervous about Brexit. The financial services industry has billions invested in London, where international banks employ close to 150,000 staff (Barber 2017).

HSBC pledged to move 1000 jobs to Paris, where it owns a French subsidiary and a banking license (Jenkins 2017). Other international banks doing business in London are looking to relocate operations to Paris’ great rivals, Frankfurt and Dublin. Goldman Sachs is among several banks to choose Frankfurt, while Citigroup and Bank of America picked Dublin for investment banking and markets operations (Barber 2017).

An Ernst and Young study of public statements by financial services companies found that of the 222 groups monitored, 19 had spoken of a move to Dublin, compared with 18 that have mentioned Frankfurt. Luxembourg came in the third place, with 11 mentions (Jenkins 2017).

To help provide understanding to these concerns, this chapter examines international business (IB) theories to help inform multinational enterprise (MNE) investment decisions.
Firm-Specific Assets, Competitive Advantages, Dynamic Capabilities and Ownership–Location–Internalization (OLI) Eclectic Paradigm of MNE Activity

FSAs, Competitive Advantages, and Dynamic Capabilities

Firm-specific assets (FSAs) refer to any tangible or intangible resource available exclusively to the firm, either because they are owned by the firm or are made available by third parties for the firm’s use (Narula et al. 2017). The resource-based theory of the firm, which builds on the seminal contributions of Penrose (1959), postulates that resources that are valuable, rare, and difficult to imitate are the source of the competitive advantages of firms (Barney 2001; Conner 1991; Peng 2001; Wernerfelt 1995). Competitive advantage results from the ownership of FSAs that are efficiently combined in a value-creating strategy, which currently or potentially competing firms cannot implement simultaneously (Narula et al. 2017). A competitive advantage is sustainable when other firms do not manage to duplicate the benefits of this strategy (Barney 1991). The firm’s ability not just to possess, but to grow or acquire more assets of this kind, affords it a sustainable competitive advantage over other firms, and this accumulation process is also reflected in the literature on dynamic capabilities (Dunning and Lundan 2010).

The literature on dynamic capabilities has examined how firms identify and develop new opportunities, how they coordinate the assets required to exploit such opportunities, and how, in the course of doing so, they develop new business models and governance forms (Teece and Pisano 1994; Teece et al. 1997). The dynamic capabilities framework has drawn from several different schools of thought, including transaction cost economics, the behavioral theory of the firm, and evolutionary economics, with the aim of offering an integrative and managerially relevant paradigm that recognizes the challenges related to value appropriation as well as dynamic value creation (Teece 2007; Augier and Teece 2007; Di Stefano et al. 2010).

Dynamic capabilities are second- or higher order capabilities that extend beyond the capabilities required for the firm to carry out its existing value-adding activities. Dynamic capabilities involve the ability of the firm to create new products or services and to restructure its activities to achieve a better fit with the competitive environment (Winter 2003).
OLI Eclectic Paradigm of MNE Activity

The eclectic or OLI paradigm asserts that to engage in cross-border investment, a firm must possess unique and sustainable ownership-specific advantages such as firms of other nationalities. Such advantages consist of asset-specific advantages ($O_A$), particularly those related to property rights and other intangible assets, and those advantages ($O_T$) that arise from the ability of a firm to coordinate multiple and geographically dispersed value-added activities and to capture the gains of risk diversification (Dunning 1988a). It seeks to offer a general framework for determining the extent and pattern of both foreign-owned production undertaken by a country’s own enterprises and that of domestic production owned or controlled by foreign enterprises (Dunning and Lundan 2008b).

Ownership-Specific Advantages ($O$)

Firms develop their ownership advantages based on the mobile and immobile assets of the countries in which they operate (Dunning 1979; Hu 1992, 1993; Nachum 1999; Porter 1990).

Ownership-specific advantages ($O$) refer to the competitive advantages of the enterprises seeking to engage in foreign direct investment (FDI). The greater the competitive advantages of the investing firms, the more they are likely to engage in their foreign production (Dunning 2000).

Many IB scholars have relied on a three-way classification of FSAs (Cantwell and Narula 2001; Dunning 1988b; Dunning and Lundan 2008b; Dunning and Rugman 1985; Narula et al. 2017). The first class is associated with proprietary tangible and intangible assets (asset-type FSA: $O_A$ FSA) such as technologies, intellectual property, systems, and know-how.

The second class is associated with institutional assets (institutional type FSA: $O_I$ FSA). $O_I$ FSA comprise the incentive structure of a particular firm, which comprise internally generated and externally imposed incentives, regulations, and norms. Examples include contracts, covenants, codes, and trust-based relations (Dunning and Lundan 2008b). Institutional advantages ($O_I$) cover the range of formal and informal institutions that govern the value-added processes within firms (Dunning and Lundan 2008a, b). Such advantages are partly endogenous and partly exogenous to the firm. The exogenous element results from the degree to which the informal (and formal) institutions in the firm’s home country, or in important host countries, have impacted the way in which incentives are set within the firm. The endogenous influence
is the result of entrepreneurial or managerial activity, which manifests itself in a particular kind of corporate culture, which may also be encapsulated in the firm’s core values or a mission statement (Dunning and Lundan 2010).

The third class has to do with organizational capabilities to efficiently control, coordinate, and organize intra-firm activities to generate economic rents from O_\Lambda FSA (transaction-type FSA: O_T FSA) (Narula et al. 2017). O_T FSA is largely concerned with managerial expertise of efficiently running a complex organization by creating and coordinating efficient internal hierarchies and markets within the MNE (Dunning and Lundan 2008b; Narula 2014). From the theoretical perspective of the knowledge-based view (e.g., Grant 1996; Kogut and Zander 1992), the MNE’s capability to efficiently transfer O_\Lambda FSAs between geographically dispersed locations constitutes a substantial portion of O_T FSA of the MNE (Narula et al. 2017).

In addition, O_T FSA is associated with the geographical dispersion of operations, as it mirrors “the capacity of MNE hierarchies vis-à-vis external markets to capture the transactional benefits (or lessen the transactional costs) arising from the common governance of a network of O_\Lambda FSAs located in different countries” (Dunning 1988b, p. 2). O_T FSAs are regarded as more home country specific than O_\Lambda FSAs because their development is usually dependent on institutions and relational assets with local actors usually obtained through accumulation of relevant experience (Narula 2002, 2012; Nelson and Winter 1982).

An important aspect of the O advantages of MNEs is that while some of them may be monopolistic in nature, others stem from its dynamic capabilities, that is, the ability to coordinate transactions and to reconfigure assets across borders. As a consequence, dynamic capabilities are relevant to assessing the welfare impact of MNEs on the home and host countries (Dunning and Lundan 2010).

O_\Lambda, O_I, and O_T FSAs are complementary and crucial for rent generation (Narula et al. 2017).

**Location-Specific Advantages (L)**

The spatial distribution of location-bound resources, capabilities, and institutions (L) is assumed to be uneven and, hence, will confer a competitive advantage on the countries or regions possessing them. The O_I advantages are interrelated with all other elements of the paradigm, since they influence both what form (I) and where (L) the MNE will choose to exploit, or add to, its O advantages (Dunning and Lundan 2010).
Location-specific advantages (L) refer to the alternative countries or regions for undertaking the value-adding activities of MNEs. The more the immobile, natural or created resources, which firms need to use jointly with their own competitive advantages, favor a presence in a foreign location, the more the firms will choose to augment or exploit their O-specific advantages by engaging in FDI (Dunning 2000).

For the financial services industry, London has location-specific advantages such as infrastructure, the rule of law, and its time zone to serve Asia (Barber 2017). Although Paris is Europe’s only global city on a par with London, it has earned a reputation as a hostile tax location with onerous labor laws. By contrast, Frankfurt is home to the European Central Bank as well as the financial center for Europe’s biggest economy. Dublin is an established low-tax banking center (Jenkins 2017).

Internalization-Specific Advantages (I)

FDI will take place when the enterprise perceives it to be in its best interest to add value to its O advantages rather than to sell them, or their right of use, to independent foreign firms. The market internalization (I) advantages reflect either the greater organizational efficiency or superior incentive structures of hierarchies, or the ability of (large) firms to exercise monopoly power over the assets under their governance (Dunning and Lundan 2010). Internalization-specific advantages (I) refer to how firms organize the creation and exploitation of their core competencies. The greater the net benefits of internalizing cross-border intermediate product markets, the more likely a firm will prefer to engage in foreign production itself rather than license the right to do so (Dunning 2000).

The eclectic paradigm has evolved throughout the life of Professor John Dunning and it developed in the following five stages as described in Dunning and Lundan (Dunning and Lundan 2008a, b):

**Mark I**—Focused on why firms invest overseas rather than through arm’s-length mechanisms such as trade and licensing, and what the determinants of the amount and composition of international production are.

**Mark II**—Brought within the O, L, and I the development and application of the eclectic paradigm to macro/country-level/development issues, applications to different industries, and incorporating and clearly defining the role of geography.

**Mark III**—Brought within the fold of the eclectic paradigm the understanding and application of alliance capitalism.
Relational Assets

Professor John Dunning (2002, 2003, 2004), over almost half a century ago, stood as one of the most significant in providing a theoretical framework to analyze the nature, significance, and governance of relational assets to examine their relevance in explaining the growth, structure, and form of MNE-related activity. Professor Dunning argued that social capital plays a critically important role in business strategy and performance, where social capital consists of resources that are embedded in networks of relationships. He focused on the concept of relational assets, which he viewed as a dimension of social capital. The core idea is that relational assets comprise an actor’s ability to form and govern beneficial relationships with other actors, including other firms and individuals within a firm. Firms and individuals use their relational assets to gain access to other actors’ assets and to coordinate the use of their partners’ assets with the focal actor’s own resources. Relational assets emphasize attitudinal attributes such as values, honesty, trust, cultural sensitivity, and reciprocity. They range from firm-level measures such as alliance experience and reputations to country-level measures such as corruption and civic engagement. The basic idea is that the ability to leverage resources that other actors control arises from the ability to engender trust in one’s own judgment and intentions.

Professor Dunning placed relational assets in the context of his OLI eclectic paradigm of MNE activity (Dunning 2002, 2003, 2004). Relational assets provide ownership advantages through superiority in coordinating the use of functional assets; locational advantages through superiority in business infrastructures; and internalization advantages by providing linkages to many other assets. He suggested that MNEs tend to have more relational assets than domestic firms, owing to a greater number and intensity of linkages. Professor Dunning proposed that a firm’s ability to create and use relational assets will lead to an increase in MNE-related business activity. He suggested that international business theory needs to give greater attention to relational assets as key sources of firm advantage; business managers need to develop greater skills in creating relational assets; policy makers need to improve social capital and relational assets within their environments; and supra-national agencies...
need to foster international respect for the underpinnings of relational assets, such as trust and reciprocity.

Relational assets are a combination of O₂ FSAs, O₁ FSAs, and O₇ FSAs. Using the OLI eclectic paradigm of MNE activity (Dunning 1980), and especially relational assets, help explain how MNEs such as Airbus, Rolls-Royce, BAE Systems, HSBC, Goldman Sachs, Citigroup, and Bank of America go about assessing their investment decisions regarding Brexit.

**Relationship-Specific Competitive Advantages**

**Social Capital**

Social capital refers to the competitive advantage that is created based on the way an individual is connected to others (Arena and Uhl-Bien 2016). Professor Dunning argued that social capital plays a critically important role in business strategy and performance, where social capital consists of resources that are embedded in networks of relationships. He focused on the concept of relational assets, which he viewed as a dimension of social capital. The core idea is that relational assets comprise an actor’s ability to form and govern beneficial relationships with other actors, including other firms and individuals within a firm. Firms and individuals use their relational assets to gain access to other actors’ assets and to coordinate the use of their partners’ assets with the focal actor’s own resources. Relational assets emphasize attitudinal attributes such as values, honesty, trust, cultural sensitivity, and reciprocity. They range from firm-level measures such as alliance experience and reputations to country-level measures such as corruption and civic engagement. The basic idea is that the ability to leverage resources that other actors control arises from the ability to engender trust in one’s own judgment and intentions (Dunning 1980, 2002, 2003, 2004).

**Competitive Advantage Theoretical Frameworks**

Both the resource-based view and the relational view serve as theoretical frameworks to explain firms’ competitive advantages (Mesquita et al. 2008). In traditional perspectives on competitive advantage, such as the resource-based view (Barney 1991; Dierickx and Cool 1989; Penrose 1959; Wernerfelt 1984), where the firm is seen as a pool of resources, including vital intangible resources, which can create competitive advantage and superior profits, schol-
ars have envisioned firms as independent entities. Consequently, these perspectives have provided only a partial account of firm performance in view of the accumulated evidence of the proliferation and significance of interfirm alliances (Lavie 2006).

Relational view of competitive advantage scholars explain that competitive advantages arise not from the firm but from interfirm sources of advantage (Dyer and Singh 1998; Gomes-Casseres 1984; Lavie 2006; Smith et al. 1995). The relational view assumes that the sources of competitive advantage may span firm boundaries, just as interdisciplinary and cross-functional strengths lead to a competitive advantage within the firm. It is assumed that interfirm networks may be more efficient arrangements for achieving a resource-based advantage than single firms (Dyer and Nobeoka 2000). In addition, the relational view focuses on networks as units of analysis, where advantages that are difficult to replicate by rivals are created through investments in special assets among firms, exchanging knowledge, complementary resources, and building effective governance mechanisms (Mizuki 2014).

In his seminal work, Lavie (2006) reformulated the resource-based view for an interconnected firm by suggesting that a firm’s competitive advantage comes from three main sources: first, the firm’s internal resources generate “internal rent”; second, “appropriated relational rent” results from deliberately recombining, exchanging, and co-developing idiosyncratic shared resources between the firm and its partners; and, third, a firm may also receive unintended benefits owing to both shared and non-shared resources of partners due to an “inbound spillover” effect.

Asset augmentation of the firm primarily originates from the recombination of complementary assets both within the firm’s existing asset portfolio and those of other economic actors, and that recombinant firm-specific assets (RFSAs) are an essential element for doing so (Hennart 2009; Narula et al. 2017; Verbeke 2013). The MNE’s capability to tap into multiple locations and create value by recombining a variety of knowledge assets dispersed across the MNE network has been widely recognized as a prime source of competitive advantage (Doz et al. 2001; Meyer et al. 2011; Rugman and Verbeke 2001; Teece 2014; Verbeke 2013).

Whether or not a firm will be able to recombine assets efficiently will depend on the firm’s absorptive capacity (Cohen and Levinthal 1990). The higher a firm’s absorptive capacity, the higher the likelihood that a firm will be able to exploit RFSAs efficiently (Narula et al. 2017).

Because the MNE network integrates not only internally generated competences but also externally based location-specific assets (Kogut and Zander 1992; Narula 2014; Verbeke 2013), network recombination is primarily rel-
evant to mature MNEs that have substantial operations (i.e., subsidiaries) across many different locations (Narula et al. 2017).

Social Capital Theory

Social capital theory (Putnam 1995) explores the benefits and costs derived from social ties and relationships. One of the most widely cited frameworks for examining social capital is the conceptual model proposed by Nahapiet and Ghoshal (1998), which focused on the relationships between social capital and the level of access to parties for the purpose of combining and exchanging intellectual capital. Intellectual capital refers to the knowledge and knowing capability of a social collectivity, such as an organization, intellectual community, or professional practice (Nahapiet and Ghoshal 1998).

Corporate social capital concerns social structures such as networks and ties and their associated norms and values as they affect the firm and its performance. A firm’s internal social capital is embedded in the relationships between the organization’s members—for example, relationships based on reciprocity and norms of teamwork, and openness and willingness to exchange information help individuals to access resources within an organization and to develop their own knowledge and skills. A firm’s external social capital is embedded in relationships beyond the boundaries of the firm, for example, relationships with customers, suppliers, and external organizations such as universities, banks, venture capitalists, and governmental bodies make possible achieving ends that would otherwise not be attainable and at lower costs (Andrew and Klaus 2009).

Andrew and Klaus (2009) integrated the role of corporate social capital in the resource-based view of the firm. They argued that social capital figures prominently among such intangible resources and showed that an explicit inclusion of the role of social capital further strengthens the analytical powers of the resource-based view in relation to the relative merits of firms and markets as organizational forms, the rationale of interfirm networks as an alternative to spot-market exchanges and coordination by a single centralized authority, and the role of social capital as a governance mechanism in such interfirm networks.

Discussion of a Dynamic Framework

The authors propose an analytical framework for examining and evaluating the main relationships between MNEs operating in the UK and their respective governments. This dynamic representation, presented in Fig. 2.1, draws
on some ideas first set out by Lecraw and Morrison (1991) and later by Dunning and Lundan (2008a, b), but extends their analysis by incorporating the relationship-specific advantage (Dunning 2002, 2003, 2004) as an enabler in transforming a static model into a dynamic model. The framework is essentially grounded on the interaction between the O advantages of firms and the L advantages of countries and how these, in turn, affect the I advantage of MNEs and their organization of cross-border, value-added activities. The revisited configuration of the OLI contains eight components, or stages, which may precede some course of action, or set of actions, taken by governments through an embedded relationship-specific advantage.
The schema is essentially dynamic in its approach. It assumes that, at a given moment of time, and within a particular global economic environment:

1. MNEs possess a set of O-specific advantages and constraints and, according to their goals, and their opportunity sets and organizational structures, will pursue certain strategies to advance those goals.
2. Likewise, nation-states possess a set of L-specific advantages and constraints which, according to their goals and opportunity sets, will lead them to take certain actions.
3. Such actions between the O and the L—as directed toward MNEs—refer to how firms organize the creation and exploitation of their core competencies. The greater the net benefits of internalizing cross-border intermediate product markets, the more likely a firm will prefer to engage in foreign production itself rather than license the right to do so (Dunning 2000).

The particularity of this Mark I configuration of the OLI is that the I remains an outcome of the interaction between the O and the L but the I is also an initial phase of an iterative process. This initial phase can also be an application of the eclectic paradigm to macro/country-level/development issues, applications to different industries, and incorporating and clearly defining the role of geography as described on Mark II of the OLI paradigm.

The main feature of this dynamic framework is the rotating effect between bargaining/negotiating and R-specific advantage. This is an element that provides an impetus similar to an engine. This impetus is drawn from Mark III of the eclectic paradigm with an application of alliance capitalism as well as from Mark IV with a strategy dimension as it relates to the eclectic paradigm.

The UK economic architecture of the UK economy will necessarily go through a transformative phase to absorb the shock of Brexit, then regain a level of competitiveness of the pre-Brexit vote. Based on key determinants of competitiveness, our assumption is that Brexit may have impacted negatively the three tenets as they relate to the UK, its industries, and firms—namely, ownership-specific advantage, location-specific advantage, and internalization-specific advantage.

These ownership-specific, location-specific and internalization-specific advantages can shed light on how Brexit can be rationalized, and a road map can be unfolded leading to a recovery strategy. All five marks of the eclectic paradigm can lead us out of a deadlock where traditional economic models or frameworks cannot provide a rational explanation of the new direc-
tion taken by the UK to engage in a reversal of its economic integration with the EU.

While it can be theorized that all three UK tenets of the eclectic paradigm (O, L, and I) may have suffered from Brexit as an economic shock, it can be assumed that in the long run the O-, L-, and I-specific advantages will recover. How it is going to happen in the realm of the eclectic paradigm is worth exploring to shed light on how the UK should redistribute its resources and reshape its policies. As suggested by Dunning (2001), the eclectic paradigm allows for differences in the strategic response of firms to any given configuration of OLI variables.

The following is discussed in Dunning (2001) and is still relevant to our dynamic framework:

At a given moment of time, the extent and pattern of MNE activity represents a point on a set of trajectories towards (or, for that matter, away from) their internationalization path. That trajectory itself is set by the continuous and iterative interaction between the OLI configuration over successive time periods and the strategy of firms in response to these configurations that, in turn, will influence the OLI configuration in a subsequent moment of time. Let OLI_{t_0} be the OLI configuration in time _t_0, OLI_{t_1} the OLI configuration in time _t_1, S_{t-n} the past (i.e., pre _t_0) strategies of firms still being worked out, and ΔS_{t_0→t_1} any change in the strategic response of firms to that configuration between time _t_0 and _t_1. Then, ceteris paribus:

\[
OLI_{t_1} = f\left(OLI_{t_0}S_{t-n}\Delta S_{t_0→t_1}\right)
\]  

(2.1)

If we extend the analysis to a second time period _t_2, then:

\[
OLI_{t_2} = f\left(OLI_{t_1}S_{t-n}\Delta S_{t_1→t_2}\right)
\]  

(2.2)

This analysis further suggests that S_{t-n} and S_{t_0→t_2} determine the path of the movement from OLI_{t_0} to OLI_{t_2}.

The strategic response is, of course, just one of the many endogenous variables which might affect the OLI configuration of firms (mainly by its impact on O and I advantages). Others include: technological and/or organizational innovations; changes in the composition of senior management; increases in labor productivity; new marketing techniques; mergers and acquisitions; and so on. No less significant are exogenous changes, such as changes in: population; raw material prices; exchange rates; national gov-
ernment policies; actions taken by international agencies; and so on. If we take all endogenous variables other than strategy to be $EN$, and all exogenous variables to be $EX$, and we assume that changes in $EN$ and $EX$ do not affect the firms’ strategies, then we can rewrite Eq. (2.1) as:

$$\text{OLI}_{t1} = f\left(\text{OLI}_{t0}, S_{t-n}, \Delta_{S_{t0} \rightarrow t_0}, \Delta_{EN_{t1} \rightarrow t_1}, \Delta_{EX_{t0} \rightarrow t_1}\right)$$  \hspace{1cm} (2.3)$$

Equation (2.2) can be similarly reconstructed, and it is easy to incorporate any change in strategy which embraces the response to $\Delta_{EN}$ and $\Delta_{EX}$ if it occurs before $t_1$ is reached by adding * to $\Delta S_{t_0 \rightarrow t_1}$ in the equation.

All O-specific advantages—asset-type $O_A$, transactional-type $O_T$, and institutional-type $O_I$ will experience a reorganization at the firm level that will necessitate the UK firms to deploy new types of relations with the rest of the world outside the EU. The authors believe that a relationship-specific advantage will be at play in the recovery of the $O_A$ and $O_T$ at the firm level as well as a new $O_I$ resulting from an evolution of the institutional apparatus of the UK at the country level.

The UK’s L-specific advantage is probably the most impacted tenet of the eclectic paradigm as the UK negotiates a soft Brexit. The UK needs to provide an internally coherent paradigm that integrates effectively transaction costs economics (TCE) and resource-based view (RBV) components to make its location attractive outside of market-seeking FDI.

The UK’s I-specific advantage recovery will result from a strategic blending of Coasean and Penrosean thinking. The UK firms will need to figure out a new alignment of its assets. The R-specific advantage may be at play in positioning UK firms’ interest with other nations.

The UK seems to be inclined to pursue a new path leading them to favor bilateral agreements and shy away from multilateral cooperative agreements. Those motives are mostly political and contrast with traditional motives of the activities in the IB literature.

According to John Dunning, the following are the basic motives for economic integration (Dunning and Lundan 2008b; Dunning and Robson 1987):

- To increase efficiency or resource usage and to increase the economic and strategic (including political) strength of region and member countries.
- To overcome structural market distortions (e.g. tariff barriers, subsidies) and to encourage competition.
• To reduce imperfections in foreign exchange, capital, and labor markets.
• To facilitate the possibility of product and process specialization of firms within the region and promote trade in intermediate products.
• To facilitate the conduct of optimal policies and to secure gains from policy coordination in circumstances of structural and policy interdependence.
• To develop economic and strategic strength by the adoption of a common policy toward non-member countries.
• To increase market size and improve the technological capability of member countries.

Based on the above key motives of economic integration, most economists find it difficult to rationalize or justify the decision of the UK to reconfigure their regional integration stand. When it comes to the cost and benefit of economic integration, it is generally accepted that the cost of economic integration is upfront, while its benefits are downward. Reversing the process of economic integration raises questions about balancing its cost and benefit and how it is going to impact inward and outward FDI in the UK as well as the competitiveness of its industries.

Is the cost of reversing economic integration mostly downward? Is its benefit mostly upfront? The authors propose to study this phenomenon in a follow-on study. At the same time, they will assess the relationship-specific advantages of MNE activities in the UK by analyzing the inward and outward FDI and key economic indicators.

The key challenge facing the UK is to maintain its competitiveness at the country level and of its main industries while not losing all the benefits generated by many decades of transformation of its economic fabric in the context of EU integration.

As a follow-on to this chapter, the authors will investigate and shed light on how the UK may or may not continue realizing the objectives underlined by the above motives for economic integration. Maneuvering backward from a UK economy integrated into the EU market is going to impact the allocation of resources and force UK MNEs to reconsider how their activities are distributed around the world. Using the OLI paradigm and bringing its fourth leg, the relationship-specific advantage, into play, the authors will assess the viability and potential of the UK to enter into a new role or position in the world economy.

Most countries around the world are engaged in one form or the other in economic integration. The integration of major blocs is a prerequisite for a full integration of the world market. The past few decades have demonstrated this phenomenon and have shown an acceleration of a long-term trend toward
greater economic interdependence not only between countries but also between economic blocs. This acceleration was noticeably revealed in the 1990s by the economic and political shakeups that took place in Central and Eastern Europe, the achievement of the internal market of the EU, and the beginning of the North American Free Trade Agreement (NAFTA) between the US, Canada, and Mexico. However, today with the Brexit vote and President Trump’s “America First” movement, the global economy has entered a new era undermining economic integration.

As a follow-on to this chapter, the authors will analyze at the firm level whether corporate integration will become necessary for UK firms to compete:

- Efficiency-seeking FDI will strengthen the O-specific advantages of firms; and
- Strategic-asset-seeking FDI will strengthen the I-specific advantages by providing firms with increased agility.

At the industry level, where an industry is as competitive as its supply chain’s weakest link, the authors will analyze if the UK’s highest performing industries will gain O- and I-specific advantages.

And last at the country level, the authors will analyze if the L-specific advantages of the UK will deteriorate and if the UK’s R-specific advantage through increased bilateral economic agreements will mitigate a weakening L-specific advantage of the UK.

The authors wish to gather feedback on the validity of their hypothesis as well as how to select some key determinants and factors to comprehend and measure the phenomenon of reversing economic integration in the UK.

Policy Recommendations

Brexit will have a major impact on FDI in the UK and creates major challenges for the UK to attract FDI, especially in the actual period where the negotiation is taking place, which generates additional economic and political uncertainty.

Our underlying premise is that FDI in the UK is inevitably going to decline throughout the revitalization of all three tenets of the eclectic paradigm. However, O-specific advantage remains a prerequisite for the recovery of the UK economy before it can lead to a significant positive change in the L-specific advantage, as well as the I-specific advantage. Greenfield investments will be
particularly hit hard, while existing foreign investors in the UK and new foreign investors via mergers and acquisitions (M&A) and non-equity form of investment will become more important components in the mix of FDI coming into the UK.

As the UK will strengthen its O-specific advantages, the UK location will need to become more attractive. As such, the UK needs to consider reconfiguring its new investor strategy to focus on the highest potential sectors and markets, put more resources into supporting existing foreign investors, and consider expanding their mandate to encompass M&A and strategic alliances as key pillars of UK FDI strategy.

Given the regional UK diversity, L-specific advantage should take into consideration centralized and local governments in the UK to maintain or increase investment promotion activities, expanding services for existing investors, which is critical to retaining investment and jobs in the UK and ultimately influencing a new I-specific advantage.

Conclusion

Like a thriller, a lot of suspense is keeping the business community waiting for a verdict that has a potential to impact the competitiveness of major industries all over Europe and beyond. The UK aerospace and financial services industries are both examples of what is awaiting to soon unravel and trigger a redistribution of resources through inward and outward FDI.

The wings of Airbus civil aircraft may end up being trimmed and thousands of UK jobs displaced or shredded. Some of the most technologically intense supply chains may no longer be sustainable as their weakest link may be worsened by an unfavorable Brexit outcome. Similarly, the future of the European fighter may be jeopardized.

However, we may hope that the rivalry among Paris, Frankfurt, and Dublin may lead to a stronger EU that is less bureaucratic and more agile.

The UK’s ability to form and govern beneficial relationships with other actors, including other non-EU firms and individuals within a firm, may provide the UK economy an opportunity to strengthen its competitiveness at the global level. UK MNEs will be recombining, exchanging, and co-developing idiosyncratic shared resources between its own firms and its new foreign partners leading UK firm’s internal resources generate greater “internal rent” (Narula et al. 2017).

The performance of UK firms is at stake and it remains to be seen if the firms’ external social capital will free UK firms from the EU bureaucracy of its
institutions and ultimately lead UK MNEs to higher level of competitiveness.

UK firms’ $O_A$ and $O_I$ are fully engaged in a spin that is accelerating as the uncertainty between a hard and soft Brexit still hangs above the UK economy. The UK government needs to slow down this “spin” and start working toward providing the strongest $O_I$ to its own MNEs as well as facilitating the reconfiguration of its industry’s supply chains’ I-specific advantages. The question will remain how much UK R-advantages (Dunning 2002, 2003, 2004) will bring back the UK economy to its golden age.
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Introduction

The World Bank’s (1995) report *Bureaucrats in Business* demonstrated the enduring role of state ownership despite the previous decade’s extensive privatisation efforts. Two decades later, state-owned enterprises (SOEs) are in focus due to their international expansion. United Nations Conference on Trade and Development (UNCTAD) (2017) identify almost 1500 state-owned multinational enterprises (SOMNEs) that have 86,000 foreign affiliates and originate in a wide range of developed and emerging markets and operate across many industries. Substantial research and policy-maker interest has followed (Cuervo-Cazurra et al. 2014; Shapiro and Globerman 2012).

Although SOMNEs may seem a novel issue, already Dresang and Sharkansky (1965) studied SOEs jointly owned by several governments in the East African Community. In the 1970s, US business scholar Lamont raised concerns regarding European SOMNEs (Lamont 1973, 1979). A milestone in the literature was Mazzolini’s extensive studies of European SOEs (Mazzolini 1979a, b, 1980a, b, c, d). Moderate research interest in SOMNEs continued into the 1980s (e.g., Aharoni 1986; Laux 1983, 1984; Vernon 1979; Negandhi et al. 1986; Monsen and Walters 1983; Anastassopoulos et al. 1987), including some attention to emerging market SOMNEs (Kumar 1981). Then, however, while the end of the Cold War and
massive privatisations spurred great research interest in privatisation and state ownership (see Megginson and Netter 2001), interest in SOMNEs all but disappeared, with few exceptions (Wettenhall 1992, 1993), some related to internationalisation in (de)regulated industries (García-Canal and Guillén 2008; Colli et al. 2014; Alonso et al. 2013). Only recently have SOMNEs again become a research topic in their own right, explained in large part by SOMNEs from emerging markets, in particular China. This literature has expanded rapidly (e.g., Knutsen et al. 2011; Cui and Jiang 2012; Shapiro and Globerman 2012; Estrin et al. 2016) with notable special issues and books (see Cuervo-Cazurra et al. 2014; Xie and Redding 2018; Cuervo-Cazurra 2018). Although most recent studies focus on China (Martin and Li 2015), there are also some studies in other contexts, including multi-country studies (Götz and Jankowska 2016).

This chapter is the so far most comprehensive (albeit not exhaustive) review of literature on SOMNEs. We do not restrict the review to a particular set of journals or particular keyword search results (as in a typical systematic review), and an important aim has been to also include less accessible but key contributions on SOMNEs in books, book chapters, and reports by reputable international organisations. However, we limit the review to published studies in English and omit a discussion of sovereign wealth funds, previous socialist MNEs (Gwiazda 1985), and state-influenced enterprises without state equity.

The overview in Fig. 3.1 highlights the notable literature in the late 1970s and 1980s, while also illustrating the strong recent growth as the last 15 years alone produced about two-thirds of the reviewed studies. Figure. 3.1 also indicates the importance of “grey literature” (books, chapters, and reports) on SOMNEs.

The 134 studies reviewed demonstrate effects of state ownership on key international business strategies such as foreign market entry modes and location decisions. Yet, specific results are mixed and context seems to play a key role. We also find surprisingly little evidence on SOMNEs’ international performance and on home and host-country effects of SOMNE activities.

The next section briefly reviews key characteristics of SOEs and their motives and resources for internationalisation mentioned in the literature. The following four sections discuss, respectively, literature on the effects of state ownership on foreign market entry, on host-country location choice, on international performance, and on home and host countries. The chapter ends with some brief concluding remarks.
Characteristics of SOMNEs

Economic theory suggests state ownership can address market failures such as natural monopoly, externalities, or public goods (see e.g., Cuervo-Cazurra et al. 2014). Other goals cited in the SOE literature include redistribution, industrial policy (Negandhi et al. 1986), controlling “strategic” sectors of the economy such as energy, besides motivations such as ideology or nationalism (Cuervo-Cazurra et al. 2014). This mix of economic and non-economic goals (Negandhi and Ganguly 1986; Negandhi et al. 1986; He et al. 2016a) may also affect SOE internationalisation. Many studies argue that internationalisation is less likely for SOEs (Mazzolini 1979b; Rapp 1986; Estrin et al. 2016). Based on case studies of European SOEs, Mazzolini (1979b) noted that when SOEs pursue domestic social goals, international activities are usually less relevant. For this reason, SOEs may pay less attention to international opportunities and be less able to exploit them. Politicians seeking re-election may also prefer domestic projects that visibly benefit voters (Boyd 1986; Strange 2018), while unions tend to be stronger in SOEs and often oppose international expansion (Monsen and Walters 1983). However, these arguments may need modification when studying autocratic SOMNE home countries where politicians are more autonomous in their decisions (Strange 2018; Clegg et al. 2018).
On the other hand, SOEs may internationalise to pursue industrial policy goals such as securing natural resource access (Noreng 1981; Franko 1975; Mazzolini 1979b; Khandwalla 1986; Kaynak 1989; Bass and Chakrabarty 2014) or upgrading and diversifying the domestic economy (Rudy et al. 2016; Karolyi and Liao 2017). Furthermore, SOMNEs pursue foreign policy goals. SOMNE managers interviewed by Mazzolini (1979a) considered SOE foreign direct investment (FDI) an unobtrusive way to establish links between countries. Examples of cross-border cooperation through SOEs are numerous (Katz and Kosacoff 1983; Mascarenhas 1989; Vernon 1979). For Chinese FDI (dominated by SOEs until recently), studies demonstrate links to diplomacy and foreign policy (Kaplinsky and Morris 2009; Wang 2002). Some SOMNEs are jointly owned by two or more governments (Anastassopoulos et al. 1987) allowing countries to pool resources (Dresang and Sharkansky 1965), achieve economies of scale (Kumar 1981), and address cross-border market failures (Rygh 2018). To achieve such goals, governments may support SOE internationalisation in various ways (Hennart et al. 2017; Landoni 2018).

While SOMNEs theoretically can address market failures at home or even market failures in other countries’ territories (Cuervo-Cazurra et al. 2014), one could imagine contracting with private MNEs to provide such services. Rygh (2018) reviews theoretical arguments on conditions under which state ownership may be optimal, based on agency theory (risk aversion and financial constraints) and incomplete contracting (non-contractible quality and credible commitments). Rygh (2018) finds corresponding arguments may also apply to international operations, although the incomplete contracts rationale becomes more complex when SOEs operate in other governments’ jurisdictions. The notion that state ownership may imply less risk aversion and a longer time horizon is found also in other studies (Hveem et al. 2012; Vernon 1979; Knutsen et al. 2011; Musacchio and Lazzarini 2018).

However, SOE internationalisation is not always directed by the home government (Mazzolini 1979b; Anastassopoulos et al. 1987). Studies based on agency and public choice theory identify particular governance issues in SOMNEs related to multilayered and complex governance involving politicians and SOE managers who may pursue private interests (Aharoni 1982; Musacchio and Lazzarini 2018; Knutsen et al. 2011; Morck et al. 2008). Internationalisation can even be a strategy for SOEs to gain more autonomy (Aharoni 1981; Choudhury and Khanna 2014). Conversely, SOE internationalisation may result from the SOE becoming more autonomous (Hafsi and Koenig 1988; Hafsi and Thomas 1988). Often, partial private ownership has supported SOMNE internationalisation (Hennart et al. 2017; Musacchio and Lazzarini 2018). The relationship may also be dynamic, with successful
SOMNEs experiencing renewed intervention by the home government (Rodrigues and Dieleman 2018).

Finally, absent government non-economic objectives, SOE internationalisation may depend on firm-specific or industry-specific factors similarly as for private firms (Florio 2013; Anastassopoulos et al. 1987; Collins 1986; Alonso et al. 2013). Indeed, home governments could have financial motivations for SOMNEs. Jones and Wortzel (1982) argue that foreign exchange earned by SOEs allows governments to reduce taxes or increase welfare spending at home. Kostecki (1981) argues state trading companies can be used as part of strategic trade policy, pointing out that using state trading monopolies may be more politically acceptable at home than direct tariffs (Negandhi and Ganguly 1986).

Studies also consider the particular resources (as compared to private MNEs) that SOMNEs may build on for their internationalisation. This may include financial resources such as explicit or implicit subsidies and softer budget constraints from the home government (Nielsen 1981; Morck et al. 2008; Buckley et al. 2007; Kowalski et al. 2013) or political resources in the form of home government political and diplomatic support (Kumar 1981; Mazzolini 1979b; Knutsen et al. 2011; Duanmu 2014). On the other hand, following conventional arguments on inefficiencies of state ownership, SOEs may lack technical and managerial resources to undertake internationalisation (Rugman and Li 2007). Therefore, Li and Oh (2016, 780) and Gao et al. (2015) call state ownership a “double edged resource for firms’ international investments.”

As discussed above, SOMNEs internationalise with widely different motivations and resources. Indeed, SOMNEs are likely as different as governments, and the following review of studies on SOMNEs’ international strategies suggests that contextual factors play a key role, as proposed by Aharoni (2018).

Foreign Market Entry

A key international business research topic is the choice of mode for operating in foreign markets (i.e., exports vs FDI, wholly owned subsidiary vs joint venture, and greenfield investment vs acquisition). The discussion of SOE’s motivations suggested that SOEs, when they do internationalise, may often prefer the mode of exports to FDI. The domestic bias of European SOEs demonstrated in Mazzolini’s (1979b) case studies is confirmed by recent statistical studies (Majocchi and Strange 2012; Benito et al. 2011; Hobdari
Several early studies also noted a lower propensity among resource sector SOEs to integrate vertically across borders (Rodrik 1982; Vernon and Levy 1982; Radetzki 1989).

However, this is not always true for more recent studies on emerging markets. Wang et al. (2012a) find state ownership increases FDI volume by Chinese firms. Hong et al. (2014) also find state ownership promotes Chinese FDI, an effect moderated by various firm level and industry factors. Hu and Cui (2014) find no effect for Chinese firms. Xia et al. (2013) argue that SOEs, given stronger (political) resources in their home market, are less prone than privately owned enterprises (POEs) to respond to inward FDI by conducting outward FDI, finding empirical support for this. Huang et al. (2017) develop an argument based on resource dependence theory that manufacturing firms’ internationalisation will be hindered by state ownership. Their empirical analysis using Chinese firms confirms this effect. He et al. (2016b) find a curvilinear relationship with the highest level of international diversification at intermediate levels of state ownership, reflecting contradicting effects between goal conflicts and SOE resource support. Moreover, this curvilinear relationship is positively moderated by institutional ownership among the private co-owners.

Few studies of emerging market SOMNEs exist beyond China (Martin and Li 2015). Kalotay and Sulstarova (2010) find state ownership increases Russian outward FDI. Lien et al. (2005) find state ownership promotes Taiwanese outward FDI, except for FDI to China. Cahen (2015) finds, based on a case study of Brazilian Petrobras, that SOEs do not hesitate to enter international markets. Using a multi-country sample, Estrin et al. (2016) find state ownership deters outward FDI, but this effect becomes less important when the home-country institutional environment improves and there is less scope for politicians to keep SOE assets domestic for rent-seeking. In contrast, Clegg et al. (2018) find that SOMNEs from autocratic countries are more likely to make foreign acquisitions, suggesting acquisitions may be different. Wang et al. (2012b) find a higher government affiliation level implies a more positive effect on outward FDI. However, Huang et al. (2017) find the opposite result. Liang et al. (2014) find political connections promote Chinese firms’ degree of globalisation (DOG) before institutional reform, while state ownership control has a positive effect on DOG after reform.

Further FDI choices relate to the establishment mode (acquisition vs greenfield) and the level of ownership (wholly owned subsidiary vs joint venture). Mazzolini (1979b, 1980d) found SOEs tended to carry out greenfield investments rather than make acquisitions when going abroad. Interviewed SOE managers stated that at home SOEs were expected to contribute to new eco-
onomic activity and employment (i.e., through greenfields), and this practice was brought abroad. SOEs’ propensity to choose greenfields was also mentioned by UNCTAD (2013). Again, however, more recently this result seems to reverse for some emerging market countries like China, whose SOMNEs prefer acquisitions (Meyer et al. 2014).

Studying the choice between full ownership or joint venture, Cui and Jiang (2012) argue a higher level of state ownership increases the resource dependence of the firm on its home state, and also negatively influences the firm’s host-country image. The latter implies that SOMNEs seek to conform to host-country institutional pressures to choose joint ownership. Using Chinese FDI data, the authors find support for their hypotheses. Also Lee et al. (2014) find state ownership to be associated with lower equity levels, ascribing this, however, to the Chinese state’s reluctance to commit SOE assets abroad.

Meyer et al. (2014) study jointly the decisions of greenfield versus acquisition and the degree of control in the investment object. They argue foreign SOEs face special institutional pressures in host countries and choose lower control levels in acquisitions in order to appear more attentive to local interests. These effects are stronger in more liberal economies (where SOEs are argued to be perceived as less legitimate) and in high-technology economies (where host-country national security concerns are argued to be greater). While state ownership could lead to a greater “liability of foreignness” (Gaur et al. 2011), opposition to SOMNEs also depends on factors such as the similarity between countries (Shi et al. 2016).

Li et al. (2014) theoretically disaggregate the effect of state ownership in the Chinese context, arguing that centrally owned SOEs are used as political instruments, while locally owned SOEs focus on economic efficiency. Due to this, the latter type of SOEs is more able and willing than centrally owned SOES to accommodate host-country interests through joint ownership and greenfields.

Considering deal characteristics, Bass and Chakrabarty (2014) find that petroleum SOMNEs tend to target more long-term exploration resources. Del Bo et al. (2017) find that M&As involving SOEs are characterised by a greater amount of assets involved, higher solvency ratios, broader experience of deals, and closer proximity to the targets of the acquirers.

Finally, studies explore how state ownership moderates the effects of important entry mode determinants. Pan et al. (2014) argue SOEs’ higher risk tolerance and the additional support SOEs receive from their home government make SOEs less concerned about potential transaction costs. Pan et al. (2014) find state ownership negatively moderates the relationship between host-country risk and ownership control in the subsidiary. Li and Xie (2013)
find SOEs are less affected by variables related to information asymmetry in cross-border acquisitions such as target technology level, unrelatedness of industry, and cultural distance, consistent with a lesser focus on minimising transaction costs.

**Location Decisions**

As noted above, SOE investment may be linked to natural resource seeking, industrial policy, and foreign policy. Buckley et al. (2007) studied host-country factors attracting Chinese SOE FDI. While they did not find Chinese FDI was asset-seeking, an interesting finding was that Chinese FDI seems undeterred by host-country political risk. Explicitly comparing Chinese SOEs with POEs, Ramasamy et al. (2012) find POEs are market seekers, while SOEs’ FDI goes to natural resource rich and politically risky environments. Amighini et al. (2013) find Chinese private MNEs are attracted by large markets and strategic assets, while being averse to economic and political risks. In contrast, SOEs invest more in natural resource sectors and are less concerned about host-country political and economic conditions. Lin and Farrell (2013) and Duanmu (2012) also find a higher SOE political risk tolerance. The lesser risk aversion of SOEs is confirmed for Spanish MNEs in regulated industries by García-Canal and Guillén (2008) in terms of policy and macroeconomic risk, and for Norwegian MNEs by Knutsen et al. (2011) for political risk and corruption risk, indicating this risk tolerance effect is not unique to Chinese SOMNEs.

The notion that state ownership protects against political risk is found already in early studies (Mazzolini 1979b; Kumar 1981; Anastassopoulos et al. 1987). Buckley et al. (2007) noted that Chinese SOE FDI may benefit from political connections between home and host countries. Later studies make related arguments (Cui and Jiang 2012; Knutsen et al. 2011; Duanmu 2014). Duanmu (2014) finds the effect of state ownership in reducing Chinese MNEs’ aversion to political risk depends on the political relationships between the countries, and on the degree of economic dependence of the host country on China. Jandhyala and Weiner (2014) find evidence that state ownership reduces the role of international investment agreements (IIAs) in protecting cross-border investments, due to stronger political support as well as potentially less protection from IIAs. Finally, Clegg et al. (2018) find that SOMNEs from autocratic countries are more likely to carry out M&As in other autocratic countries.

However, alternative explanations exist for SOMNEs’ political risk tolerance. Buckley et al. (2007) also note Chinese SOEs may simply lack risk man-
agement capabilities, while Knutsen et al. (2011) point to potential moral hazard problems, whereby SOE managers expect the home government to come to their rescue if they get into trouble. Alternatively, in line with Vernon (1979), Knutsen et al. (2011) speculate the government owner, being highly diversified, might have higher general risk tolerance than private owners. Also Eliassen and Grøgaard (2007) suggest SOEs could have a greater risk tolerance based on their discussion of the internationalisation of telecommunications firms. Finally, García-Canal and Guillén (2008) argue managers of partially SOMNEs will display the highest propensity to take risks, since they do not have the protected positions of fully SOMNE managers, while also needing to cater to private shareholders.

Focusing on Chinese cross-border M&As, Yang and Deng (2015) find M&As are more numerous in host countries with large market size, abundant natural resources and strategic assets, high economic freedom, and low government effectiveness, while state ownership in the investing Chinese MNEs strengthens these effects. Karolyi and Liao (2017) find government-related acquirers more likely come from autocratic countries and countries with large foreign currency reserves, and tend to target natural resource-rich countries and opportunities for diversification of the home economy.

Sometimes, SOE location choices seem contrary to home government interests. Substantial Chinese FDI goes to tax havens (Buckley et al. 2008). Although one would expect tax planning to be less prevalent in SOEs (Shapiro and Globerman 2012), some studies found evidence of SOMNE tax planning (Laux 1984; Mazzolini 1979b). Ding (2000) argues that members of the Chinese elite use SOE FDI for “informal privatisation” of public assets. Other examples of apparently lacking home government control of SOE international location include British Petroleum’s (BP) disregard of the British boycott of Rhodesia (Wettenhall 1992, 1993).

Finally, Young et al. (1996) suggest Chinese SOMNEs “leapfrog” stages by going directly to developed country markets, and that a longer-term perspective leads to acquisitions as the preferred mode. Wei et al. (2015) find the internationalisation of Chinese SOEs does not conform to the Uppsala model in terms of the role of psychic distance, and that the government speeds up the internationalisation of SOEs.

**International Performance**

Despite the focus on economic performance differences in the general SOE literature (Megginson and Netter 2001), besides anecdotal evidence (Aharoni
very little systematic evidence exists on SOMNE performance. Some early studies claimed SOEs generally had poor international performance (Kumar 1981; Kaynak 1989). However, Miroudot and Ragoussis (2013) find no differences between SOE and POE foreign affiliates in terms of productivity or export performance, although SOE affiliates tend to have more employees, higher labour costs, and a higher capital stock. Guo and Clougherty (2015) claim Chinese SOEs are less able than POEs to realise synergy and competitiveness gains from cross-border acquisitions. Guo et al. (2016) argue Chinese SOMNEs overpay more in acquisitions than private MNEs. Bernard and Weiner (1996) find no evidence that petroleum SOEs perform less well on export pricing.

Using market-based measures of performance, Chen and Young (2010) and Ning et al. (2014) find international investors react negatively to SOMNE cross-border M&As, expecting principal-principal conflicts relating to the potentially different goals of state and private owners. Du et al. (2015) and Du and Boateng (2015) find the opposite for investor reactions on Chinese stock exchanges, while Tao et al. (2017) confirm the negative result also in China. Using a global sample, Karolyi and Liao (2017) indicate less positive market reactions for targets to SOMNE acquisitions are influenced by selection bias: Controlling for target characteristics, they find SOMNE acquisitions to instead have better performance.

Zhang et al. (2011) find state ownership in Chinese MNEs hinders completion of foreign acquisitions, which is ascribed to opposition in host countries. However, Li et al. (2017) find that state ownership does not affect the completion rate of M&As, although deals take longer to complete.

Xiao et al. (2013) find incorporated firms (including state-owned ones), privately owned firms, and foreign owned firms to benefit more from internationalisation than (unincorporated) state-owned firms and collective enterprises. The authors also find centralised state ownership to positively moderate the internationalisation-performance relationship. Benito et al. (2016) study Norwegian publicly listed enterprises, finding some evidence that SOEs benefit more from internationalisation than do POEs.

**Home and Host-Country Effects**

Despite current concerns in many host countries about SOMNEs, related to “unfair competition” and “national security” concerns, and leading to high-profile cases such as CNOOC and Dubai Ports’ failed acquisition attempts in the US (Shapiro and Globerman 2012; Reddy et al. 2016), and concerns
about SOMNEs’ effects on international trade (Kowalski et al. 2013), very little systematic evidence exists on their host-country effects. Interestingly, current debates resemble those in the US in the 1970s. Lamont (1979) proposed, among other things, to create US SOEs in resource industries, while Monsen and Walters (1983) suggested a review unit for foreign SOE investments. Various host-country responses to SOMNEs were also discussed by Aharoni and Seidler (1986). Interestingly, Prasad (1986) found American business leaders were little concerned about competition from foreign SOMNEs. Aharoni (1980) reminded that many private firms also receive substantial support from their governments. Also, costs associated with various government objectives (Anastassopoulos et al. 1987) imposed on an SOE may be equivalent to a tax (Kowalski et al. 2013) counteracting any subsidies they receive.

Strikingly, little is known even about home-country effects of SOMNEs, despite potential theoretical benefits (Rygh 2018) and the apparent willingness of home governments to support SOMNEs. A single study of this question found that SOE social objectives may be weakened in favour of profit objectives when SOEs go abroad (Clifton et al. 2016).

Concluding Remarks

This review covering five decades has demonstrated that state ownership often has effects on international strategies. However, such effects seem to depend on contextual and historical factors such as the home country’s economic development level and institutions (see also Aharoni 2018; Colli et al. 2014). A domestic bias and preference for greenfields of European SOMNEs contrast with the key role of state ownership and a preference for acquisitions by emerging market MNEs, in particular from China. However, even for China there seem to be indications of change as private MNEs play an increasingly important role in the home economy. Improved SOMNE governance and greater focus on financial outcomes may play a role (Musacchio and Lazzarini 2018), although similar arguments were made regarding European SOMNEs already by Lamont (1979). Also, little is known about SOMNE international performance or home and host-country effects.

Future reviews could explore in more detail these results and their implications. The much stronger linkages to core international business theories in recent literature, despite early theory-driven studies such as Collins (1986), are another interesting aspect. Finally, although comprehensive, our review is not exhaustive. Future reviews could consider further SOMNE research top-
ics including transparency (Cannizzaro and Weiner 2018), responsible investments (Vasudeva 2013), local responsiveness (Wei and Nguyen 2017), and role in global value chains (Horner 2017). New studies continuously emerge in this vibrant research area and an updated review will soon be needed.
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Part II

Paths to Performance and Current Perspectives on Emerging Markets

Much of the received wisdom in international business is based upon studies focusing on developed economies. However, emerging economies have also become increasingly important. As such, it is necessary for both researchers and practitioners to understand the internal and external dynamics of doing business within these markets.

Although emerging markets are economically, politically and institutionally different they possess the potential for high rewards for companies regardless of their size. After all, such markets offer a significant pool of a growing global demand as well as an availability of highly skilled and cost-competitive labour force.

Such advantages drive the growing need to understand the factors that influence firm’s behaviour as well as performance in and from emerging markets within the international business context. Therefore, by including five chapters, the aim of the second chapter is to provide a reader with an insight into the paths to performance and current perspectives on emerging markets.

The first chapter (Chap. 4) titled “Contextual Transfer Barriers, Social Interaction, and Innovation Transfer Performance” by Olivia H. Kang and Pao T. Kao provides a meaningful discussion into the topic of transfer barriers that exist in organizations. Using a mixed method approach from 25 Swedish multinational companies and their R&D centres in China, the authors show that knowledge shared within multinational companies is impacted by contextual barriers and that social interactions between sending and receiving such knowledge play a vital role in helping to overcome contextual barriers.
Chapter 5, titled “Equity Ownership Strategy in Greenfield Investments: Influences of Host Country Infrastructure and MNE Resources in Emerging Markets”, by Ahmad Arslan, Jorma Larimo and Desislava Dikova, provides an interesting discussion concerning equity ownership strategies in 922 green-field investments by Nordic multinational companies in emerging markets. Using resource dependence theory as their theoretical underpinning and a secondary data, the authors demonstrate that host country investment experience moderates the effect of physical infrastructure on equity ownership strategy.

Chapter 6, titled “The Value of Local Externalities in Country-of-Origin Clusters: Evidence from China” by Berrbizne Urzelai and Francisco Puig, highlights the perceptions of the role that country-of-origin clusters play in a sample of 24 managers from European small and medium enterprises’ subsidiaries located in China and suggests that the higher value of the externalities is perceived in the dimensions of networking and legitimacy as well as when the subsidiary pursues simultaneously efficiency and legitimacy in their investments.

Chapter 7, titled “Acquirer’s Country of Origin and Target Firm’s Performance”, by Jinlong Gu, Yong Yang and Roger Strange, addresses ambiguity in the literature pertaining to foreign acquisitions and target firm performance by examining the relationship between the type of acquisition and performance between foreign and domestic acquisitions from 45 economies between 2004 and 2013. Theoretically anchored on internalization theory, this work suggests that the acquisition type does impact target firm performance and that firms acquired by foreign organizations perform better than those acquired by domestic organizations.

The final chapter (Chap. 8), titled “Human Rights Reporting of BRIC and Non-BRIC MNEs: An Exploratory Comparative Analysis” by Stefan Zagelmeyer, examines the issue of international business and human rights through the lens of non-financial, corporate reporting practices in order to better understand the similarities and divergences of human rights reporting across countries and between multinational enterprises from BRIC and non-BRIC countries. Using a secondary data and drawing on a randomly selected multinational companies, the author finds that human rights reporting will dissipate when multinational companies within emerging economies mature.
Contextual Transfer Barriers, Social Interaction, and Innovation Transfer Performance

Olivia H. Kang and Pao T. Kao

Introduction

When multinational corporations (MNCs) intend to share knowledge and transfer innovation to their overseas subsidiaries as well as partners (e.g., suppliers and customers), there are often barriers to hinder their efforts. There are direct barriers, such as lack of willingness to send or receive (Katz and Allen 1982; Michailova and Husted 2003), as well as insufficient capability to transfer or absorb new knowledge (Allen 1977; Cohen and Levinthal 1990; Szulanski 1996). Typically, these barriers exist in sending organizations, receiving organizations, or both, and can prohibit the knowledge sharing process.¹

There are also barriers presented in the context where knowledge sharing processes are taken place (Ambos et al. 2006; Gupta and Govindarajan 1994; Simonin 1999; Szulanski 1996). For instance, there can be strong difference in cultural and institutional settings in senders and receiver’s respective countries (Ado et al. 2016; Busse et al. 2016; Ho et al. 2017; Lin et al. 2008). Additionally, the technological standards adopted by senders and receivers

¹We use senders and receivers in this chapter to simply refer to the two organizations involved in the transfer. We are aware that the use of sender-receiver could bring out an assumption that there is a specific communication channel involved (Noorderhaven and Harzing 2009), and we do not hold this assumption in this study.
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can also be varied in different parts of the world (Dyer and Hatch 2006). Lastly, the markets where senders and receivers are located can also be in different stages of development and condition (Buckley et al. 2003; Busse et al. 2016). These contextual barriers exist in the surrounding environment, rather than in the organization per se. As such, despite being aware of these contextual barriers and their potential influence on the process of knowledge sharing (Busse et al. 2016), it is rather difficult for MNCs to alter or change them directly.

While past studies have tended to focus on the transfer barriers that exist in the organizations, the influences of contextual barriers on knowledge sharing process have received relatively limited attention. Particularly for the transfer within an organization, scholars tend to look for factors internally hindering the transfer process such as sender’s motivation and involvement (Björkman et al. 2004; Ciabuschi et al. 2011; Gupta and Govindarajan 2000); receiver’s motivation and capability (Gupta and Govindarajan 2000; Lane et al. 2001), as well as receiver’s autonomy (Ciabuschi et al. 2012; Noorderhaven and Harzing 2009; Szulanski 1996). The contextual barriers are rather overlooked, as literature generally assumes external obstacles do not matter much particularly when knowledge is shared within MNCs (Szulanski 1996). Yet, studies have shown that, in a mature stage of a joint venture, contextual barriers still play a relative important role affecting knowledge sharing process. Hence, there is a lack of understanding and gap in literature on MNCs handling contextual barriers during the process of sharing knowledge and innovation transfer.

In this study, we want to fill this gap by investigating contextual barriers’ influence on MNCs innovation transfer process. More specifically, we aim to answer following questions: How MNCs address contextual barriers through social interactions? And what effects these social interactions have on innovation transfer performance? Social interactions, that is, interpersonal connection building and social network developing, are proved to be an effective tool for knowledge sharing and innovation transfer within MNCs (Maurer et al. 2011; Noorderhaven and Harzing 2009; Vahlne and Johanson 2017).

Social interactions describe a range of activities held between senders and receivers, for instance, face-to-face meeting, temporary task team, and workshop and conference. Participating individuals establish and develop social relations during these occasions, and create social capital (Adler and Kwon 2002). With social capital, a collaborative and a supportive environment can be sustained and enable MNCs to address contextual barriers and facilitate knowledge sharing and innovation transfer (Inkpen and Tsang 2005; Kostova and Roth 2003).
Therefore, we adopt a sequential mixed-method research design integrating survey and interview data to understand the impact of social interactions on the contextual barriers and transfer performance. Our findings show that, in contrast to conventional wisdom, knowledge sharing within MNCs will be impacted by contextual barriers. Social interactions between sending and receiving units play a vital role for MNCs to overcome contextual barriers. Yet, there is a price to pay in terms of the efficiency of the transfer, as social interaction may take time to organize and can be costly. Hence, our study contributes to the continue discussions of knowledge sharing within MNCs, and shed light on the double-edge role of social interaction in innovation transfer.

The chapter is organized as follows: the next section reviews the literature on social interactions and contextual transfer barriers. The method section covers a mixed-method research design, operationalization of variables, and data collection. This is followed by analysis, result, and discussion. Lastly, a concluding remark, implications for management, and topics for future research is presented.

**Literature Review and Conceptual Framework**

**Contextual Transfer Barrier and Transfer Performance**

Literature has long been argued that MNCs enjoy a competitive advantage on sharing knowledge within the boundary of the firm relatively uncomplicated and easy manner (Kogut and Zander 1993; Zander and Kogut 1995). Innovation invented in the headquarters or subsidiaries can be transferred to other part of the corporation across the international border (Bartlett and Ghoshal 1989; Gupta and Govindarajan 2000). Although the view on MNCs has gradually shifted from a centrally and hierarchically constructed organization (Buckley and Casson 1976; Dunning 1980) to a dispersed network with units embedded in various environments (Ghoshal and Bartlett 1990; Forsgren et al. 2006), the ability to facilitate and coordinate knowledge flow remain to be a core advantage of MNCs, and an important research topic for management scholars (Ambos et al. 2006; Björkman et al. 2004; Ciabuschi et al. 2011, 2012).

Knowledge sharing is not easy even if it is within MNCs, and it has been widely discussed in the International Business literature (see a review by Hutzschenreuter and Matt 2017). While most of the researches focus on factors resided in either or both sending and receiving units, we find very little
attention paid to the contextual barriers affecting the process and performance of knowledge sharing in MNCs. It might be the case that MNCs are assumed to be an entity with strong shared organizational culture, and therefore the transfer made within should not be interfered much by the factors outside the organizations (Ambos et al. 2006; Szulanski 1996).

However, MNCs and their subsidiaries are embedded in home and host countries with significant difference in institutional environment (Eden and Miller 2004; Xu and Shenkar 2002). The institutional distance has a clear impact on the success of transferring routines within MNCs (Kostova and Roth 2002; Zaheer 1995). In fact, subsidiaries of MNCs in respective host countries are influenced by distinctive socialization process based on local and national context (Kostova et al. 2008; Phillips and Tracey 2009). These differences can pose contextual barriers and challenges to the knowledge sharing process (Forsgren 1997).

Contextual barriers are defined as factors that exist in the environment which hinder the flow of knowledge between sending and receiving units (Ambos et al. 2006; Busse et al. 2016; Gupta and Govindarajan 1994; Simonin 1999). Contextual barriers are difficult to change, as they exist in the external environment of the organizations. Culture differences are found to be a major obstruction to the communication, which can make knowledge sharing challenging (Busse et al. 2016; Lin et al. 2008). Individual involved in knowledge sharing may misread cues and cause misunderstandings because of their ignorance of the counterpart’s culture (Busse et al. 2016). Different institutions can have great variety of organization routine and management control system. Knowledge or innovation may need to be translated or interpreted so that it can be understood from a receiving unit’s point of view (Gupta and Govindarajan 1994; Ho et al. 2017).

Additionally, technological standards adopted by sending and receiving units can also be varied in different parts of the world. Although modification may not be difficult, it will still take extra effort to do so (Dyer and Hatch 2006). Lastly, the market condition where sending and receiving units are located may also be distinctive. It will be problematic for sending unit to impose certain innovations that simply is susceptible to market conditions (Buckley et al. 2003; Busse et al. 2016). We propose these following hypotheses:

*Hypothesis 1a* Contextual barriers are negatively related with the efficiency of innovation transfer

*Hypothesis 1b* Contextual barriers are negatively related with the effectiveness of innovation transfer
Social Interaction and Social Capital

Past studies show that social interactions facilitate knowledge sharing within MNCs (Björkman et al. 2004; Noorderhaven and Harzing 2009). Hansen (1999) and Amesse and Cohendet (2001) show that direct contacts between individuals are vital in achieving an effective knowledge sharing process. Particularly for knowledge that is tacit and abstract in nature, social interactions are necessary for the process of sharing (Dhanaraj et al. 2004; Lawson et al. 2008; Noorderhaven and Harzing 2009). Since tacit knowledge tends to be context specific (Polanyi 1967), it makes even more subjective to the influence of contextual barriers during the transfer process.

MNCs can encourage social interactions between sending and receiving units to help information flow, knowledge sharing, and overcome contextual barriers. Two-way information exchanges in the social interactions can increase the transparency of the information in the sharing process (Lawson et al. 2008), and avoid transmission losses (Noorderhaven and Harzing 2009). Besides, non-verbal and visual cues can be carried out in social interactions, which will enrich communication and enable individuals to develop rapport between each other (Gupta and Govindarajan 2000; Dhanaraj et al. 2004; Kraut et al. 2002). Through the activities in these social interactions, individuals can connect and develop ties that allow information to pass through (Granovetter 1973, 1983).

Gupta and Govindarajan (2000) found that a subsidiary can build a linkage to the rest of MNCs through social interactions, thus facilitating knowledge flow. Björkman et al. (2004) also shows that interaction between managers within MNC units lead to knowledge sharing. Social interactions in MNCs can take place in the form of team meetings, cross-functional teams, joint workshops, and temporary or permanent task forces (Bresman et al. 1999; Gupta and Govindarajan 1994; Noorderhaven and Harzing 2009). Contacts and relationship can be built through interactions on the individual level, which allow the development of trust, share norms, as well as common identification (Inkpen and Tsang 2005; Mäkelä et al. 2007).

We suggest these social ties between individuals create sufficient social capital to help overcome the contextual barriers existed in the knowledge sharing process. Social capital is defined as an aggregated resource “embedded within, available through, and derived from the network of relationship possessed by an individual or social units” (Nahapiet and Ghoshal 1998, p. 243). Social capital in this broader definition accommodates both the private and public good perspective (Adler and Kwon 2002; Inkpen and Tsang 2005; Kostova
and Roth 2003), and the resources (e.g., knowledge) is included in its notion. As social ties develop, the resources become more available to the member of these connected relationship (Oh et al. 2004).

Ongoing social interactions enable the accumulation of social capital, which facilitate the continuing flow of information and knowledge sharing (Gooderham et al. 2011; Inkpen and Tsang 2005; Kostova and Roth 2003; Nahapiet and Ghoshal 1998). Through social capital, individuals are bridged and connected despite the presence of contextual barriers (Oh et al. 2004). New information and knowledge can be easier to share and adapt within cooperative environment (Noorderhaven and Harzing 2009; Lynskey 1999). However, Maurer et al. (2011) caution for striving quantify of ties to create stronger social capital, and suggest it is the strength of ties facilitate the transfer tacit and complex knowledge. Hence, we postulate the following hypotheses:

_Hypothesis 2a_ Social interaction mediates the relationship between contextual barriers and the efficiency of innovation transfer.

_Hypothesis 2b_ Social interaction mediates the relationship between contextual barriers and the effectiveness of innovation transfer.

**Methodology**

We adopted a sequential mixed-method research design to first examine the relationship between variables and then provide rich information to support our findings. By the term “sequential,” we mean there are two phases of data collection and analyses (Creswell 2014). Doing so, we give priority to the quantitative data collected and analyzed in the first phase, and use qualitative data to provide support and contextualize our findings (Birkinshaw et al. 2010; Bresman et al. 1999).

**Quantitative Survey Data Collection**

In the first phase, survey was conducted to collect quantitative data. This survey was part of a broader research project focusing on MNCs’ technology development and transfer. While the overall questionnaire was developed to collect data on both aspects, we carefully selected questions that specifically related to the theoretical concepts in this study. These questions are anchored
in the literature and asked informants to respond in a seven-point Likert scale. The standardized questionnaire was pretested through pilot interviews to revise ambiguous questions.

The survey was administrated through face-to-face interviews with project and R&D managers and engineers involved in the innovation transfer process. More often than not several respondents were present at the interview, having been responsible for different aspects of the innovation development and transfer. The respondents were encouraged to elaborate on their answers, while at the same time carefully selecting the most appropriate answer in the questionnaire. Each survey took about two to four hours to complete. The research method employed for the data collection offers the advantage of providing high-quality data, by reducing the missing data for individual questions to a minimum and ensuring that the objectives of the questions are met (cf. Fowler 1993). To have more than one respondent in these surveys also enable us to avoid respondent bias due to memory loses, as the answers from other respondents can be used for the purpose of validation and triangulation.

Data was collected from 25 participating MNCs in different manufacturing industries, for example, paper and pulp, machinery and equipment, electrical machinery, and motor vehicles. The final sample contains a total of 173 observations of transferring a new technology, relating to 87 different innovations. These technology transfer projects were all completed but not more than ten years at the time of our interview. All these MNCs are located in advance economies, and these technology transfer projects are predominately taken place in Europe (77.7 percent), Asia (18.8 percent), and North America (3.5 percent).

**Qualitative Interview Data Collection**

In the second phase of the research, we collected qualitative data to build up an illustrating case to assist our understanding of the use of social interaction in technology transfer projects. Qualitative data was collected through face-to-face semi-structured interviews and onsite observations (Cassell and Symon 2004). These interviews and onsite observations provide first-hand description by the informants on how social interactions are purposely adopted by the focal firm in transferring technology to customers (King 2004; Kvale 1996). Each interview lasted about one to one-and-half hour, and the observations took place during a meeting between the focal firm and their customer. Our interviews were designed to probe further what social interac-
tions were utilized, how and where they took place, and the potential influence over the transfer process (Yeung 1995; Yin 2009). The insights obtained from the qualitative data provided a context that is not available to quantitative studies, which enable us to approach the research phenomenon with a reflective and holistic view (Silverman 2010).

We chose to focus on the technology transferred between a Swedish iron powder manufacture (HG), their R&D center in China (C-R&D), and their customers (DX) in automobile part and component manufacturing. Iron powder is widely used in the automobile industry to manufacture parts and components. HG is one of the world’s leading suppliers of iron powder, and owns factories producing iron powder in Sweden and the United States. We approached HG and requested interviews with managers in headquarter in Sweden, regional headquarters and R&D center in China. We also gain access to one of their tech workshops with customers DX held in Shanghai to shadow and observe their interactions. In total, five interviews and one onsite observation were conducted.

Operationalization of Variables

The independent variable, Contextual Barriers, refers to factors that will potentially create difficulties in the transfer process between sending and receiving units. Following Busse et al. (2016), we include three items, that is, difference in market condition, technology standard, and culture.

The dependent variable, Transfer Performance, measures both efficiency by looking at the cost and the speed of the transfer (Teece 1977; Hansen et al. 2005; Pérez-Nordtvedt et al. 2008), and effectiveness on the implementation and adaptation of the transfer (Zander and Kogut 1995; Szulanski 1996; Pérez-Nordtvedt et al. 2008).

The moderating variable, Social Interaction, is measured by the extensive-ness of the communication between individuals in sending and receiving units. This variable is indicated by the use of face-to-face meetings (Bresman et al. 1999), the use of temporary trainings (Barner-Rasmussen and Björkman 2005), the use of cross unit teams and project groups (Ghoshal et al. 1994), as well as the use of conferences and workshops.

Lastly, we control for four variables that may have an impact on the dependent variable. Age of Relationship looks at the duration of the relationship between sending and receiving units. Level of Previous Relationship takes into account the intensiveness of the relationship between sending and receiving units. One may expect when relationship between parties is in a more matured
stage and more intensive, there may be existing routines developed to facilitate the transfer (Nelson and Winter 1982; Szulanski 1996). In addition, stronger trust and attachment can also be formed when both parties worked together in the past (Gulati 1995; Inkpen and Beamish 1997). Additionally, we control for Relevance of Technology, as there may be stronger incentives from either sending or receiving units to achieve a better transfer performance when they perceive the technology is more valuable, or important to the organization (Schulz 2003). Moreover, Knowledge Tacitness is adopted to control the level of transferability, since tacit knowledge is associated with great transfer challenges. Tacit knowledge is less codified, which can cause difficulties for sending units to share and for receiving unit to adapt (Kogut and Zander 1993; Zander and Kogut 1995; Szulanski 1996).

The Appendix lists the variables and their indicators used in the questionnaire, measured in a seven-point Likert scale except for the age of relationship. All variables showed high inter-item reliability with Cronbach’s alpha above the recommended threshold value of 0.70 (Hair et al. 2006), except for the Transfer Efficiency variable (Cronbach’s alpha 0.67). However, when there are a small number of items in the scale (fewer than ten), the mean inter-item correlation (MIC) value can be used to further support the reliability of the items. Optimal MIC values range from 0.2 to 0.4 (recommended by Briggs and Cheek 1986). The MIC value for the Transfer Efficiency variable was 0.39 which is within the range of optimal MIC values. We further take Herman’s factor analysis to examine the extent of common method bias (Podsakoff and Organ 1986). The result shows five factors with eigenvalues greater than 1.0, and together they accounted for 65.7 percent of the total variance explained with first two factors are loaded 17.7 and 15.2 percent, respectively. This indicates that common method bias is not a significant problem.

**Analysis and Findings**

**Quantitative Analysis**

We first adopt Fishbein’s (1963) equation for basic multi-attribute measurement model before analyzing the data in OLS regression. Descriptive statistics and the correlation matrix of the variables can be seen in Table 4.1. Some significant correlations exist between variables; however, a rule of thumb is above 0.7 (cf. Hair et al. 2006) and none of the correlations were high enough to indicate potential multicollinearity. To check for further multicollinearity
Table 4.1 Descriptive statistics and correlations

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>SD</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Transfer efficiency</td>
<td>3.79</td>
<td>1.29</td>
<td>–</td>
<td>0.62**</td>
<td>−0.34</td>
<td>−0.27**</td>
<td>0.06</td>
<td>−0.11</td>
<td>−0.07</td>
<td>−0.07</td>
</tr>
<tr>
<td>2 Transfer effectiveness</td>
<td>5.03</td>
<td>1.49</td>
<td>0.62**</td>
<td>–</td>
<td>−0.41</td>
<td>−0.11</td>
<td>0.14</td>
<td>0.08</td>
<td>0.04</td>
<td>−0.18*</td>
</tr>
<tr>
<td>3 Contextual transfer barrier</td>
<td>2.36</td>
<td>1.36</td>
<td>−0.33**</td>
<td>−0.40**</td>
<td>−0</td>
<td>0.09</td>
<td>−0.22**</td>
<td>−0.16*</td>
<td>0.06</td>
<td>0.08</td>
</tr>
<tr>
<td>4 Social interaction</td>
<td>3.89</td>
<td>1.53</td>
<td>−0.27**</td>
<td>−0.11</td>
<td>0.09</td>
<td>–</td>
<td>0.04</td>
<td>0.12</td>
<td>−0.02</td>
<td>−0.01</td>
</tr>
<tr>
<td>5 Age of relationship</td>
<td>17.96</td>
<td>17.07</td>
<td>0.06</td>
<td>0.14</td>
<td>−0.22**</td>
<td>0.04</td>
<td>–</td>
<td>0.43**</td>
<td>−0.13</td>
<td>0.03</td>
</tr>
<tr>
<td>6 Previous relationship</td>
<td>4.74</td>
<td>1.57</td>
<td>−0.11</td>
<td>0.08</td>
<td>−0.16*</td>
<td>0.12</td>
<td>0.43**</td>
<td>–</td>
<td>0.09</td>
<td>−0.16*</td>
</tr>
<tr>
<td>7 Relevance of innovation</td>
<td>5.15</td>
<td>1.31</td>
<td>−0.07</td>
<td>0.04</td>
<td>0.07</td>
<td>−0.02</td>
<td>−0.13</td>
<td>0.09</td>
<td>–</td>
<td>0.18*</td>
</tr>
<tr>
<td>8 Tacit knowledge</td>
<td>2.50</td>
<td>1.55</td>
<td>−0.07</td>
<td>−0.18</td>
<td>0.08</td>
<td>−0.01</td>
<td>−0.03</td>
<td>−0.16*</td>
<td>0.18*</td>
<td>–</td>
</tr>
</tbody>
</table>

N = 173
**P < 0.01; *P < 0.05
All two-tailed tests
in moderating variables, the variance inflation factor (VIF-values) were calculated. A common cut-off threshold for VIF-value is 10 (cf. Hair et al. 2006, p. 230), none were greater than 1.43 thus multicollinearity does not appear to pose any severe problems.

Moreover, Kolmogorov-Smirnov test was carried out to check for normal distribution. The result shows that all variables but the dependent variable contextual barriers have significance value greater than 0.06 (less than 0.05 will indicate a tendency of non-normality). To further examine the actual degree of departure from normality, a normal probability plot was carried out, and all the variables were normally distributed (Hair et al. 2006). Lastly, heteroscedasticity and non-linearity diagnosis were made by plotting the studentized residual against the predicted dependent variable. There seems to be no heteroscedasticity and non-linearity problem.

The first regression analyses using the transfer efficiency as a dependent variable (see Table 4.2) showed that there was no significant effect on the transfer efficiency by the control variables (model 1: $F$-value 1.75 and adjusted $R^2$ 0.02). Model 2 ($F$-value 4.03 at $p < 0.01$ and adjusted $R^2$ 0.12) showed that the contextual transfer barrier has a negative effect on the transfer efficiency. As well as social interaction showing a negative effect on the transfer efficiency (model 3: $F$-value 2.65 at $p < 0.05$ and adjusted $R^2$ 0.08). In model 4 ($F$-value 3.74 at $p < 0.001$ and adjusted $R^2$ 0.15), the

<table>
<thead>
<tr>
<th>Table 4.2 Results of OLS estimations$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable: transfer efficiency</strong></td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
</tr>
<tr>
<td>Age of relationship</td>
</tr>
<tr>
<td>Previous relationship</td>
</tr>
<tr>
<td>Relevance of innovation</td>
</tr>
<tr>
<td>Tacit knowledge</td>
</tr>
<tr>
<td>Contextual transfer barrier</td>
</tr>
<tr>
<td>Social interaction</td>
</tr>
<tr>
<td>Barrier * Social interaction</td>
</tr>
<tr>
<td>$R^2$</td>
</tr>
<tr>
<td>Adjusted $R^2$</td>
</tr>
<tr>
<td>$F$-value</td>
</tr>
</tbody>
</table>

$^*$All two-tailed tests
$^a$Standardized coefficients with $t$-values in parentheses

$^{***}P < 0.001; ^{**}P < 0.01; ^*P < 0.05; ^+P < 0.10$
interaction effect showing the usage of social interaction to overcome contextual transfer barriers showed no significance. The results indicate that contextual transfer barriers deter transfer efficiency and the social interaction also does not lead to efficient transfer. This is due to the fact that social interaction is costly and time consuming. Accordingly, hypothesis 1a is supported. However, the moderating effect of social interaction on contextual transfer barrier showed no significance; therefore hypothesis 2a is not supported.

In the regression analyses with transfer effectiveness as the dependent variable (see Table 4.3), the control variables explained very little of the variance (model 1: $F$-value 2.17 at $p < 0.10$ and adjusted $R^2$ 0.03). In model 2 ($F$-value 8.30 at $p < 0.001$ and adjusted $R^2$ 0.21), contextual transfer barrier showed negative effect on transfer effectiveness. Thus, hypothesis 1b is supported. However, social interaction showed no significance on transfer effectiveness (model 3: $F$-value 2.47 at $p < 0.05$ and adjusted $R^2$ 0.05). In line with the prediction for hypothesis 2b, model 4 ($F$-value 12.01 at $p < 0.001$ and adjusted $R^2$ 0.36) showed that social interaction used to overcome contextual transfer barriers will have a positive effect on the transfer effectiveness indicating that social interaction is an effective tool when considering the transfer effectiveness. Consequently, hypothesis 2b is supported.
Qualitative Analysis

We analyzed qualitative data in order to construct an illustration case to understand how social interaction helps companies to ease the contextual barriers hindering the innovation transfer. We coded the interviews based on the key constructs, and presented in Fig. 4.1.

HG is a world leading iron powder producer based in Sweden. It entered China and formed a wholly own sales subsidiary in the late 1990s. As Chinese automotive industry was taking off after China’s accession to WTO in 2001, HG realized that China has become an important market for automobile globally, and established an R&D centered in Shanghai (C-R&D) in 2005. While some of the customers from HG are foreign-owned, most of them are purely local and they need assistance applying iron powder in producing auto parts and components.

HG’s C-R&D is designed to assist customers with know-how on applying iron powder to accommodate the demand from automakers to localize the auto supply chain. C-R&D is equipped with a metallography lab similar to its other R&D facilities in Sweden and the United States. The aim of C-R&D is mainly to support and educate local customers through organizing powder metallurgy school, specific training programs, and workshops. Approximately 180 people attend these training courses annually. Even though automotive industry is not a small community in China, HG is well known.

In addition, C-R&D center worked with customers during product development stage, which could extend over a period of three to four years in

“Social activities cannot be separated from business... we do invite customers for dinner and have a good time together” (President in Asia Region, HG China).

“Most of our Chinese customers are operated in a very traditional management style, and we pay extra attention to their hierarchy and decision makers” (CEO, DX China).

“Developing relationship takes time; so does developing a new car, which will normally take a long cycle…” (President in Asia Region, HG China).

“In China, there is a Chinese way doing business. But in other country, there is another way doing business” (President in Asia Region, HG China).

“We all make mistakes. If you don’t have a foundation of trust, then a mistake can take you out of the market for many years” (President in Asia Region, HG China).

“You cannot just rely on one person; we have frequent interactions with decision makers, middle management, sales, purchase department, design engineers, and technicians” (CEO, DX China).

Fig. 4.1 Results of qualitative data
automotive industry. During this period, HG, C-R&D, and customer like DX, and possibly end customer (e.g., automaker) interacted frequently. These interactions contain both business and social components, and people from multiple fields, such as R&D, production, sales and commercial side, and management all work in parallel. For HG, it is important to broader contacts with customers so that not all the relationship is dependent on one person.

Both HG and DX consider that business culture in China, technical requirement, and market demand are quite different from elsewhere. These differences can hinder the communications between various actors, and affect the process of sharing knowledge and transferring technology. Social interactions can help to ease these differences, but it will take time and effort for a company to prove trusting relationship to the customer.

Discussion

The findings from our quantitative and qualitative data seem to point out a consistent theme—contextual barriers indeed influence the performance of transfer in terms of efficiency (cost and speed) and effectiveness (implementation and adaptation). While social interaction can help MNCs overcome the presence of the contextual barriers and improve the effectiveness of transfer, it does not address the issue of transfer efficiency. These results show support to most of our hypotheses (H1a, H1b, H2b), and we believe the rejection to H2a is not entirely surprising.

As social capital will take time and resource to accumulate, multiple social interactions may be needed. Social interactions like team meetings, workshops, and temporary or permanent task forces can be costly, and they may need to be repeated again and again to achieve a certain effect (Maurer et al. 2011). In other words, social interactions will not be a quick fix if it is going to be done properly to create social capital (Oh et al. 2004). The interview data of our focal case firm, HG, also shows the same pattern. Social interactions should be taken as a long-term strategic solution with the aim to establish mutual exchange relationship between parties.

Contextual barriers are shown to have an impact on both transfer performance and they deserve more attention from management scholars. MNCs do not exist in a vacuum, and they are very much subject to the institutional norm and culture tradition of the countries where units are located (Kostova et al. 2008). Despite the knowledge based view suggesting the reason for MNCs’ existence is because their capability to share knowledge across borders efficiently (Kogut and Zander 1993), MNCs cannot escape the influ-
ence from the external environment on their internal actions (Forsgren 1997).

Our findings also suggest that a balanced view is needed when it comes to quality of transfer, and transfer cost and speed. Like in most of the management issues, it might be very tricky to strive for high-quality result on the one hand, and fast speed and low cost on the other hand. Therefore, how to achieve a balance is a strategic challenge. An occasion to prioritize quality over cost and speed could be when the knowledge in question is novel and unique, and then it may worthwhile for MNCs to make sure the transfer is done properly.

Concluding Remark, Future Research and Application to Managers

Contextual barriers play an important role in influencing knowledge sharing and innovation transfer within MNCs and as well as between partners. Our findings support past studies that social interactions between sending and receiving units help achieve transfer effectiveness when contextual barriers are presented, but has no effect on transfer efficiency. Our studies contribute to the ongoing discussion on the facilitating effect of social interactions in knowledge sharing process (Gupta and Govindarajan 2000; Björkman et al. 2004; Maurer et al. 2011; Noorderhaven and Harzing 2009).

For managers in control of knowledge sharing process, our studies suggest that social interactions are valuable to assimilating knowledge particularly when sending and receiving units are located in very different countries. Yet, these social interactions are costly endeavor. Therefore, the question arises “Is the knowledge being transferred worth its cost?” Hence, the identification of those novel and unique knowledge or technology becomes part of the strategic decision to transfer implementation.

Future studies may want to examine and identify appropriate type of social interactions in relating to contextual barriers, as well as characteristic of knowledge and technology. There may be a combination of social interactions, contextual barriers, and type of knowledge that can maximize both transfer effectiveness and efficiency. Additionally, with digital communication technology being advanced significantly, face-to-face interactions do not necessarily have to take place in person. Would a virtual task team constitute the social interactions needed to accumulate social capital? Future research can explore the alternatives for social interactions and how they can assist in knowledge sharing process.
# Appendix: Dependent, Independent, Moderation, and Control Variables

<table>
<thead>
<tr>
<th>Dependent variables</th>
<th>Operationalization (indicator)</th>
<th>Question(s) in the questionnaire</th>
<th>Cronbach’s alpha</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transfer efficiency</td>
<td>Cost of this particular Speed of this particular transfer</td>
<td>The actual cost of technology transfer was higher than expected (reverse coded) The speed of technology transfer was faster than expected</td>
<td>0.67 MIC-0.39</td>
</tr>
<tr>
<td>Transfer effectiveness</td>
<td>Quality of adaptation in this particular transfer</td>
<td>This receiver adopted the technology very quickly This receiver adopted the technology easily</td>
<td>0.73</td>
</tr>
<tr>
<td>Independent variable</td>
<td>Operationalization (indicator)</td>
<td>Factors existed in sender’s and receiver’s environment that may influence this particular transfer</td>
<td>Cronbach’s alpha</td>
</tr>
<tr>
<td>Contextual transfer barriers</td>
<td>Market condition differences in sender’s and receiver’s countries make transfer problematic Technological standard condition differences in sender’s and receiver’s countries make transfer problematic Cultural and institutional differences in sender’s and receiver’s countries make transfer problematic</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Moderation variable</td>
<td>Operationalization (indicator)</td>
<td>Extensiveness of the communication between individuals from sending and receiving units in this particular transfer</td>
<td>Cronbach’s alpha</td>
</tr>
<tr>
<td>Social interaction</td>
<td>Question(s) in the questionnaire Face-to-face meetings Temporary trainings Cross unit teams and project groups Conferences and workshops</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td>Operationalization (indicator)</td>
<td>Question(s) in the questionnaire</td>
<td>Cronbach’s alpha</td>
</tr>
<tr>
<td>Dependent variables</td>
<td>Operationalization (indicator)</td>
<td>Question(s) in the questionnaire</td>
<td>Cronbach’s alpha</td>
</tr>
<tr>
<td>---------------------</td>
<td>--------------------------------</td>
<td>-----------------------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Age of relationship</td>
<td>The age of relationship between your unit and the unit receiving this particular transfer</td>
<td></td>
<td>0.72</td>
</tr>
<tr>
<td>Level of previous relationship</td>
<td>To what extent have you previously cooperated together with this particular receiving unit?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>To what extent have you previously shared knowledge with this particular receiving unit?</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>To what extent existing routines of sharing knowledge with this particular receiving unit drove the transfer?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Relevance of technology</td>
<td>The technology is important to your unit</td>
<td></td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>The technology is important to the division</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>The technology is important to the whole company</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tacit knowledge</td>
<td>The technology is easily codified</td>
<td></td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>The technology is rather explicit</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Equity Ownership Strategy in Greenfield Investments: Influences of Host Country Infrastructure and MNE Resources in Emerging Markets

Ahmad Arslan, Jorma Larimo, and Desislava Dikova

Introduction

Foreign direct investment (FDI) establishment mode strategy is typically viewed as the multinational enterprises’ (MNE) choice whether to acquire an existing local enterprise (acquisition) or to establish a start-up from scratch (greenfield investment) (Dikova and Van Witteloostuijn 2007; Slangen and Hennart 2008; Slangen 2011; Arslan et al. 2015). Cross-border mergers and acquisitions (M&As), as a specific entry strategy have received increasing attention of IB researchers (see, e.g. Chen 2008; Contractor et al. 2014; Arslan and Dikova 2015; Ahammad et al. 2017; Dikova et al. 2017). Despite their popularity, M&As are not always among the strategic options of MNEs especially when investing in emerging markets (EMs), where suitable acquisition targets often lack. Under such circumstances, MNEs must choose to
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establish presence in EMs through greenfield investment. In fact, greenfield investments account for the majority of global FDI flows, that is, 63% (UNCTAD 2015).

Earlier research has established that greenfields can offer specific investment advantages. For example, it is relatively easier to transfer MNE practices to greenfield subsidiaries compared to acquired ones, thereby, making their integration into MNE’s global strategy relatively smooth (Meyer and Su 2015; Ayden et al. 2017). Greenfield subsidiaries can also offer access to the sectors and industries, where the possibility to acquire local firms is limited due to certain restrictions (Chang et al. 2012; Lee et al. 2014; Arslan and Larimo 2017). It therefore comes as a surprise that greenfield investments, as a specific establishment mode, have received far less research attention compared to cross-border M&As. The specific ownership decisions taken in the context of greenfield investments have received even less research attention.

In this study, we investigate the role of local context on the equity ownership strategy in greenfield investments undertaken in EMs. Recently Arslan and Larimo (2017), considered the role of local context by analyzing the influences of institutional distance and international trade freedom on ownership strategy in greenfield investments. Local context, however, goes beyond institutional framework and often influences the extent of resource dependency of MNEs in EMs. Related research has found that physical infrastructure is a key determinant of FDI flows as access to utilities (electricity, gas, and water), along with good transportation network and connectivity, make a location attractive to manufacturing FDI (e.g. Erdal and Tatoglu 2002; Bellak et al. 2009; Blonigen and Piger 2014; Tate et al. 2014; Lee et al. 2016). In case of greenfield investments, host country’s physical infrastructure can be expected to significantly influence equity ownership strategy. As this aspect has not been addressed in earlier studies specifically, we aim to fill this gap in the literature.

We use resource dependency theory (RDT) which focuses on resource exchange and represents a political economy model of organizational and inter-organizational behavior. The primary focus of RDT is on the environment and organizational behavior is seen as a strategic reaction to perceived and potential constraints imposed by the environment. The main gist of this chapter is the notion that because organizations differ in size and experience, they may be able to reduce the resource dependence (Hutchinson et al. 2007; Leonidou et al. 2007). Hence, we argue that a relatively well-developed local infrastructure can motivate foreign MNEs to commit higher equity ownership in their EM greenfield subsidiaries, even in cases when they are of relatively small size or lack host country specific investment experience.
Furthermore, earlier research on greenfield investments has mostly analyzed equity ownership as a dichotomous/binary choice (full vs. partial ownership) (e.g. Arslan and Larimo 2017). However, the IB literature has clearly established that management dynamics varies significantly in different partially owned subsidiaries—that is, in cases of minority or majority owned ventures (e.g. Lu et al. 2014; Dikova et al. 2017). We also incorporate this aspect in our empirical analysis by considering a wider range of equity options, that is, greenfield WOS versus greenfield joint ventures (JV), and majority greenfield JV versus minority greenfield JV.

The empirical sample is based on greenfield investments undertaken by the MNEs from open and highly internationalized Nordic economies (Denmark, Finland, Norway, and Sweden) in selected EMs located in different geographical regions. The share of EMs is constantly increasing in international FDI flows, and reached to about 30% (UNCTAD 2016). Although, EMs are generally viewed as being in process development of market economy institutions (e.g. Khanna and Palepu 2010; Arslan and Dikova 2015), their infrastructures have improved significantly in last twenty-five years, and now some rank quite high in the global rankings of infrastructure (World Bank 2018; WEF 2018). A key reason for this has been the prominence of certain EMs which by increasing their attraction as a location choice for manufacturing FDI achieved economic development and growth (e.g. Gorodnichenko et al. 2014; Lee et al. 2016). Therefore, we believe that our empirical setting offers an interesting context to test the study hypotheses.

The rest of chapter is organized as follows. The next section offers theoretical discussion leading to study hypotheses development. After that, we briefly explain data sources and variable operationalization. The chapter concludes with presentation of study findings, implications, and future research directions.

**Theoretical Background**

Traditionally, services like telecommunications, supply and distribution of electricity and water, and construction of roads, airports, ports, and railways have been considered a public-sector responsibility. Shortages of clean water, electricity outages, traffic congestions, frequent breakdowns of telephone landlines, and insufficient transport capacity for reliable trade are common features for most EMs (Sader 2000). Regardless of the critical importance of infrastructure for economic advancement, only a limited strand of research examined the effect of infrastructure development on the inflow of FDI. Using
annual data for Malaysia for the period from 1960 to 2005, Ang (2008) found that expansion of infrastructure expenditure increased the inflow of FDI into the host country. Analyzing data from 71 countries and the number of telephones per 1000 inhabitants as a measure of infrastructure development, Asiedu (2002) found that, while a better infrastructure increased the flow of FDI to non-Sub-Saharan African countries, it had no significant impact on the FDI inflow to Sub-Saharan countries. Studying 293 foreign firms that invested in Turkey in 1995, Deichmann et al. (2003) found no evidence that infrastructure development attracted multinational firms to invest in Turkey. Nourzad et al. (2014) added to this inconclusive research by reporting that the relationship between FDI and infrastructure depends on the size of the recipient’s economy.

We build on this research but shift the focus away from FDI flows and focus on a specific type of FDIs, namely, greenfields or investments from scratch. We start from the widely accepted premise that greenfields are relatively risky establishment modes for several reasons. Greenfields are new firms and hence suffer from a liability of newness (Pennings et al. 1994), they entail resorting to unproven combinations of inputs and lack relationships with local stakeholders (Slangen and Hennart 2008). Given the elevated risk of greenfields in general and specifically the risk pertaining to greenfields in EMs, we consider greenfield investment ownership stake assumed by foreign investors as a means of reducing investment risk. We use resource dependency theory (RDT) to explain possible links between infrastructure and greenfield investments.

According to RDT, no organization is entirely self-sufficient hence inter-organizational exchange of resources is necessary (Pfeffer and Salancik 2003). For any given organization, the need for resource acquisition creates dependencies between the organization and other organizations in its environment. Several factors would appear to exacerbate this dependence, for example, the importance of the resource(s) in question to the focal organization, the relative scarcity of the resource(s), and the degree to which the resource is concentrated in the environment (Pfeffer 2005). While an MNE making a greenfield investment is indeed able to mold the subsidiary by choosing its location and hiring its labor force (Hennart and Park 1993), greenfield investments in EMs often suffer from implementation delays, contract cancellations, drawn-out legal disputes and lack of qualified labor. In addition, infrastructure in EMs may well add additional degree of investment risk. There is often dissatisfaction with the quality and quantity of infrastructure service provision by state-owned enterprises. While public utilities struggle to maintain inadequate infrastructure systems, demand pressures in EMs continue to build (Sader
Due to technology and innovation, an increasing number of EMs have opened these sectors to private and foreign investors. In telephony for example, cellular networks created a viable alternative to fixed-wire telephony without the technological need for monopolistic market structure (Sader 2000). The extent of MNE’s dependency on underdeveloped infrastructure systems in EM would determine the likelihood of the multinational involvement in the provision of infrastructure services.

RDT deals with strategies used by organizations to address and negotiate relationships of dependence. Given that MNEs seek to reduce the uncertainty surrounding the flow of needed resources in EMs, the intent of such strategies is to increase the certainty associated with this flow by linking the organization with exchange partners, competitors, and regulators. Although each strategy varies in terms of the strength and stability of the exchange relationship, several linking (bridging) strategies have been identified in the resource dependence literature (Snell 1992; Pfeffer and Salancik 2003). For example, organizations attempt to reduce dependence either partially through cooperation, that is, via JVs, contracting, the movement of executives and other personnel across organizations, resource diversification, and so on, or more completely through mergers, officer/directorate interlocks or co-optation. In this chapter, we consider greenfield JVs and different types of shared-ownership greenfields as a means of reducing the uncertainty surrounding the flow of needed resources in EMs by tackling infrastructure deficiencies. It has been established that organizations differ in size and modus operandi (Cavusgil 1984; Katsikeas and Morgan 1994). Because of these differences, some organizations may be able to reduce resource (host market) dependence (Hutchinson et al. 2007; Leonidou et al. 2007). In the next section, we develop our arguments on the relationships between host country infrastructure quality and greenfield ownership stake assumed by MNEs, considering the boundary effects of MNE size and experience.

Study Hypotheses

Host country physical infrastructure elements relevant to FDI decisions of MNEs include transport, communication (including roads, rail network, and telecommunication), energy production, and transmission (e.g. Wheeler and Mody 1992; Tate et al. 2014; Lee et al. 2016). Earlier studies have found significant correlation between amount of FDI flows received in manufacturing sectors in relation to above-mentioned infrastructure elements (e.g. Wheeler and Mody 1992; Gorodnichenko et al. 2014). Moreover, some researchers
have analyzed individual elements of infrastructure including logistics like air, rail, and road infrastructure (Deardorff 2001; Tate et al. 2014; Lee et al. 2016), and telecommunications (e.g. Leibrecht and Riedl 2010) in relation to FDI flows. Other studies have focused on aspects of energy availability and transmission (e.g. Bellak et al. 2007; Riedl 2010; Malhotra 2017), and their results also showed positive influences of these infrastructure elements on FDI inflows received in a specific country or region.

It is important to mention that even though greenfield FDIs may have different motivations (e.g. resource seeking or market seeking), they are affected by infrastructure conditions. For example, for resource-seeking FDIs, access to natural resources and transportation network (rail, road, and air) are important. On the other hand, for market seeking greenfield FDIs are influenced by opportunity to establish useful manufacturing (retail) sites, and are influenced by infrastructure elements like electricity, gas, and water as well as transportation network for transfer of manufactured goods. Earlier FDI studies have found all these infrastructure elements to influence choice and flow of FDIs (Leibrecht and Riedl 2010; Kaur et al. 2016). In case of greenfield FDIs, many western MNEs invest in manufacturing sector in EMs to not only serve local market, but also export products to other international markets (e.g. Aggarwal 2002; Mijiyawa 2017). To assure global competitiveness and well-functioning global value chain operations, MNEs often equip EM greenfields with the latest technology and machinery, which also requires training local labor accordingly. In manufacturing industries in particular, those of substantial investments that are likely protected by high-level (full) ownership. Earlier research shows that MNEs prefer control in local subsidiaries so that organizational practices and strategies can be easily transferred and implemented in the new units (e.g. Lin 2014). Good local infrastructure can facilitate meeting the productivity potential of the operation and ensure higher profitability in the long run of that greenfield manufacturing unit, without further (immediate or future) resource commitment on the side of the MNE. Hence, availability of good infrastructure in host EM is likely linked to MNEs’ higher equity ownership in the greenfield subsidiary. Based on this discussion, we hypothesize that:

Hypothesis 1 Host EM physical infrastructure is positively associated with high equity ownership strategy in EM greenfield investments by the Nordic MNEs.

We also established earlier that in order to assure global competitiveness and well-functioning global operations, MNEs often equip EM greenfields with the latest technology and machinery, which are in turn protected by
high-level (full) ownership. We suggested that the availability of good local infrastructure can both facilitate meeting the productivity potential of the operation and ensure higher profitability in the long run of that greenfield manufacturing unit, without further (immediate or future) resource commitment on the side of the MNE. What happens in the case of infrastructure deficiency in the EM where the MNE considers establishing a (manufacturing) greenfield subsidiary? Many MNEs may choose to invest additional resources in developing the local infrastructure to the extent necessary for the smooth operation of their subsidiary. However, investment in infrastructure development is both costly and particularly risky in EM due to inadequate institutional development to guarantee the protection of MNE’s investments and interests, local government corruption or mere asymmetric information concerning such projects, which may elevate initially committed resources and raise costs substantially. We argue that the key boundary condition in the context of the link between EM quality of infrastructure and desired (high/full) greenfield ownership is MNE size. MNE size has been referred to in earlier IB studies as a key indicator of the availability of both tangible and intangible organizational resources (e.g. Bloodgood 2014). MNE size has been found to influence strategic decisions of MNEs including equity ownership in their foreign subsidiaries because it is directly linked with availability of financial resources associated with foreign market entry, which can be expensive in many cases (e.g. Ang et al. 2015; Dikova et al. 2017). In case of greenfield manufacturing investments in EMs with deficient local infrastructure, irreversibility of such investment (i.e. impossibility to divest manufacturing plant or unit without making big losses) means that investing MNE may need to commit even more financial resources than other modes under different circumstances. This would only be possible for large MNEs, while we expect MNEs of smaller size to opt for lesser equity ownership when the host EMs do not have an infrastructure of sufficient quality. Therefore, large MNE size can be expected to moderate the influences of host EM infrastructure on equity ownership strategy. Based on this discussion, we hypothesize that:

Hypothesis 2 MNE size moderates the relationship between greenfield equity ownership strategy and Host EM physical infrastructure, that is, large MNEs are likely to choose high equity ownership even in host EMs with relatively low physical infrastructure quality while small MNEs are likely to choose lower equity ownership in host EMs with relatively low physical infrastructure quality.

Investment experience of MNEs has been referred as a major resource during internationalization by a number of IB researchers (e.g. Jung et al. 2010;
Surdu and Mellahi 2016). It is important to further mention that earlier studies analyzing influences of international investment experience of MNEs have yielded conflicting results. Some studies have found general international investment experience to results in choice of high equity ownership in some international markets (e.g. Desai et al. 2004; Jung et al. 2010). However, some studies have found general international experience to be a non-significant determinant for equity ownership especially in case of EMs (e.g. Li and Meyer 2010; Arslan and Dikova 2015). Such studies have argued that specificities of EMs make them significantly differ from developed markets and as a result generic international investment experience becomes ineffective while devising strategies fitting to that context (Li and Meyer 2010; Dikova et al. 2017). Therefore, host country investment experience is significantly important for MNEs, as it enriches them with important knowledge of local institutional and market dynamics (Ascani et al. 2016; Powell and Rhee 2016) as well as of key players and networks in the industrial sectors where they operate (Vance et al. 2014; Dikova et al. 2017). In many EMs, there is a lack of firm specific information due to variance in reporting standards and information disclosure practices (e.g. Lattemann 2014; Moumen et al. 2015). In such situations, host country investment experience can further offer useful information to investing MNEs about well-established and attractive local firms (e.g. Arslan and Dikova 2015), which can be useful in situations of necessary investments in local infrastructure projects. In case of certain EMs of Africa, Asia, and Latin America, several players in key sectors of economy are still state owned (e.g. Bruton et al. 2015; Estrin et al. 2016), and can yield significant economic and political influences. However, MNEs with host country experience can opt for high equity ownership as they can manage practical contingencies associated with greenfield start-up based on their prior knowledge of both formal and informal institutional dynamics (Powell and Rhee 2016; Arslan and Larimo 2017). MNEs with high host country experience can potentially offset some disadvantages associated with low-quality physical infrastructure in certain host EMs based on their prior knowledge of good locations for manufacturing sites, as well as dealing with contingencies of energy connections and managing logistical network. Therefore, we expect host country experience to moderate the impacts of host EM physical infrastructure on equity ownership strategy in greenfield investments. Based on this discussion, we hypothesize that:

Hypothesis 3  MNE host country investment experience moderates the relationship between greenfield equity ownership strategy and Host EM physical infrastructure,
that is, host country experienced MNEs are likely to choose high equity ownership even in host EMs with relatively low physical infrastructure quality while inexperienced MNEs are likely to choose lower equity ownership in host EMs with relatively low physical infrastructure quality.

Empirical Research Design and Methodology

Data Sources

The study uses Nordic MNEs’ manufacturing sector FDI database that has been developed and constantly updated in the course of about 30 years by one of the authors. It has been developed using company annual reports, corporate websites and stock release information, and articles from leading business magazines (e.g. Kauppalehti, Talouselämä, Dagens Industri, Veckans Affärer, and Borsen). Moreover, historical reports published by national investment agencies like FINNFUND, SWEDFUND, and IFU (Denmark) were used in compiling and updating the dataset. The data has further been supplemented with information drawn from the Thompson One database. The database is unique and representative of the FDIs made by Nordic MNEs in the manufacturing sector.

This internal database is used for the dependent variables of the study, that is, greenfield entry mode (i.e. greenfield JV vs. greenfield WOS and majority greenfield JV vs. minority greenfield JV), as well as independent variables of study include MNE size, and MNE host country investment experience. Moreover, the control variables of the study, including industry R&D intensity, MNE international experience, and MNE product diversity, are also derived from the same internal database. Finally, the independent variable of EM physical infrastructure is operationalized using World Economic Forum’s Global Competitiveness Reports, which is also a reliable data source, and used in many economics studies as explained later. The operationalization of study variables is presented in the following section.

Operationalization of Study Variables

Dependent Variable

The first dependent variable of the study is a greenfield entry mode, which is coded 0 for greenfield JVs (94% or less equity at time of investment) and 1 for greenfield WOSs (95% or more equity ownership at time of investment).
As mentioned earlier, we aim to analyze equity ownership dynamics of greenfield investments in-depth, so we use other dependent variable greenfield JV for sub-sample analysis. This variable is coded 1 for majority greenfield JV (51% to 94% equity ownership at time of investment) and 0 for minority greenfield JV (50% or less equity ownership at time of investment). For the sake of simplicity in analysis, we consider 50-50 JVs as minority JVs, as there are rather few such cases.

**Independent Variables**

**Host EM Physical Infrastructure**  We use the country scores from the Global Competitiveness Reports published by World Economic Form in second pillar of rating which is infrastructure (WEF 2018). The scores in this pillar are based on both transport (road, rail, and air) infrastructure and electricity/telephony; thereby appropriately incorporating aspects of physical infrastructure being analyzed in our study. Global Competitiveness Reports are a reliable data source, which has been extensively used in IB, economics and management studies, earlier.

**MNE Size**  We use natural log of global sales of the investing firms in the year preceding to the investment changed to Euros (e.g. Hennart and Park 1993; Arslan et al. 2015).

**MNE Host Country Experience**  We operationalize host country experience using the number years of presence in host country calculated from the first manufacturing investment in that particular market (e.g. Hennart and Park 1993; Dikova et al. 2017).

**Control Variables**

In line with past literature, the study uses a number of control variables at the country, industry, and firm level, in order to enhance the validity of the study findings. We explain the operationalization of these control variables as follows.

**Industry Unrelatedness**  We use a dummy variable where 0 means that the greenfield investment is undertaken in a related industry (the four-digit SIC code of the investment is the same as the industry where the firm already operates) and 1 which means that the greenfield investment was undertaken in an industry that is new for the firm, that is, unrelated investment (e.g. Contractor et al. 2014; Dikova et al. 2017).
Industry R&D Intensity We use a classification of various four-digit SIC industries into four categories (Low Tech, Low-Medium Tech, Medium Tech, and High Tech) based on value added figures of investing firms (e.g. Dikova et al. 2017).

MNE International Experience We measured international experience of investing MNEs by a number of earlier investments undertaken by investing firms in different international markets, as done in several earlier studies (e.g. Kaynak et al. 2007; Dikova et al. 2017).

MNE Product Diversity We use a number of four-digit SIC codes of the products in which investing firm has been operating based on the annual reports and websites of the firms (Chang et al. 2013; Dikova et al. 2017).

Host Country Ownership Freedom We operationalized host country ownership freedom based on country scores in item of foreign ownership/investment restrictions from economic freedom of the world annual reports (e.g. Arslan and Larimo 2017).

Host Country Economic Growth We use percentage of GDP growth in host country of in the preceding the investment based on UNCTAD data (e.g. Brouthers and Brouthers 2001; Arslan et al. 2015).

Host Country Risk We use Euromoney country risk ratings for this variable. It is operationalized by subtracting country score from 100, in the year of investment or nearest available year (e.g. Arslan et al. 2015; Dikova et al. 2017).

Sample Description

The study sample consists of 921 greenfield investments made only in the manufacturing sector by Nordic MNEs in EMs located in Africa, Asia, Europe (Central and Eastern Europe), and Latin America during 1990–2015. The main aspects of study sample are summarized in following Table 5.1.

Statistical Analysis Method

The dependent variables of this study are dichotomous (i.e. greenfield JV vs. greenfield WOS and majority greenfield JV vs. minority greenfield JV). Therefore, we use binary logistic regression analysis to analyze the impact of
the study variables on the equity ownership strategy of Nordic MNEs. Binary logistic regression has been used as a reliable statistical analysis technique in a number of past IB studies addressing different aspects of foreign market entry strategies of MNEs. The binomial logistic regression model is formally expressed as

\[ P(y_i = 1) = \frac{1}{1+ \exp(-a - X_i B)} \]

Where \( y_i \) is the dependent variable, \( X_i \) is the vector of independent variables for the \( i \)th observation, \( a \) is the intercept parameter and \( B \) is the vector of regression coefficients (Amemiya 1981). The recent version of SPSS, that is, PASW 24 is used for the binomial regression analysis in this study.

### Study Results

A bivariate correlation analysis was conducted before logistic regression tests (see Table 5.2) in order to detect any multicollinearity among the independent variables. Following Pallant (2007), additional multicollinearity diagnostic tests (tolerance and variance inflation factor (VIF)) were also conducted. According to Wetherill (1986), the VIF value should not exceed 10. In the current study, the VIF values are lower than 5 and consequently, the potential collinearity among variables is not expected to influence the results of logistic regression analysis.

Table 5.3 displays the results of binomial regression analysis for the full sample of study, while Table 5.4 presents binomial regression results for sub-sample of greenfield JVs. The explanatory power of all the statistical models of
Table 5.2 Descriptive statistics and Pearson correlations

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std. dev</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Industry unrelatedness</td>
<td>0.4</td>
<td>0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. R&amp;D intensity</td>
<td>2.24</td>
<td>0.99</td>
<td>−0.078</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. MNE international experience</td>
<td>36.01</td>
<td>42.15</td>
<td>−0.152*</td>
<td>0.086</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. MNE product diversity</td>
<td>9.92</td>
<td>11.69</td>
<td>0.493*</td>
<td>−0.147*</td>
<td>−0.124*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Host country ownership freedom</td>
<td>6.02</td>
<td>1.32</td>
<td>−0.034</td>
<td>−0.028</td>
<td>−0.029</td>
<td>−0.015</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Host country economic growth</td>
<td>5.73</td>
<td>5.48</td>
<td>−0.083</td>
<td>0.121*</td>
<td>0.072</td>
<td>−0.61</td>
<td>−0.063</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Host country risk</td>
<td>56.85</td>
<td>13.31</td>
<td>−0.030</td>
<td>0.065</td>
<td>0.054</td>
<td>−0.038</td>
<td>0.085</td>
<td>0.508*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Host country infrastructure</td>
<td>3.73</td>
<td>0.52</td>
<td>−0.042</td>
<td>0.043</td>
<td>−0.050</td>
<td>0.020</td>
<td>0.046</td>
<td>0.126*</td>
<td>0.267*</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. MNE size</td>
<td>7.79</td>
<td>2.47</td>
<td>−0.359*</td>
<td>0.082</td>
<td>0.481*</td>
<td>−0.305*</td>
<td>−0.007</td>
<td>0.093</td>
<td>0.069</td>
<td>−0.067</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. MNE host country experience</td>
<td>5.68</td>
<td>6.83</td>
<td>−0.057</td>
<td>0.073</td>
<td>0.430*</td>
<td>−0.121*</td>
<td>0.065</td>
<td>0.027</td>
<td>0.062</td>
<td>0.056</td>
<td>0.519*</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>11. Greenfield ownership mode</td>
<td>0.37</td>
<td>0.48</td>
<td>0.124*</td>
<td>0.069</td>
<td>0.101</td>
<td>−0.143*</td>
<td>0.026</td>
<td>−0.030</td>
<td>−0.062</td>
<td>0.083</td>
<td>0.108*</td>
<td>0.112*</td>
<td>1</td>
</tr>
</tbody>
</table>

*Correlation is significant at the 0.01 level (2-tailed)
Table 5.3  Binomial logistic regression estimates full sample (greenfield WOS = 1)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1: control variables</th>
<th>Model 2: independent variables</th>
<th>Model 3: moderating influences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry unrelatedness</td>
<td>−1.036</td>
<td>−0.909</td>
<td>−0.877</td>
</tr>
<tr>
<td>Industry R&amp;D intensity</td>
<td>0.110**</td>
<td>0.100*</td>
<td>0.107*</td>
</tr>
<tr>
<td>MNE international experience</td>
<td>0.004</td>
<td>0.002</td>
<td>0.001</td>
</tr>
<tr>
<td>MNE product diversity</td>
<td>−0.024**</td>
<td>−0.025**</td>
<td>−0.0022**</td>
</tr>
<tr>
<td>Host country ownership freedom</td>
<td>0.054*</td>
<td>0.060*</td>
<td>0.064**</td>
</tr>
<tr>
<td>Host country economic growth</td>
<td>−0.006</td>
<td>−0.004</td>
<td>−0.005</td>
</tr>
<tr>
<td>Host country risk</td>
<td>−0.011*</td>
<td>−0.018***</td>
<td>−0.014**</td>
</tr>
<tr>
<td>Host country infrastructure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNE size</td>
<td></td>
<td>0.019*</td>
<td></td>
</tr>
<tr>
<td>MNE host country experience</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNE size × host country infrastructure</td>
<td></td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>MNE host country experience × host country infrastructure</td>
<td></td>
<td>0.064**</td>
<td></td>
</tr>
</tbody>
</table>

N (greenfield WOS) 921 (337) 921 (337) 921 (337)
Model $\chi^2$ 39.376*** 54.765*** 58.517***
−2 log likelihood 1170.341 1154.952 1151.201
Nagelkerke $R^2$ 0.157 0.179 0.18
Correctly classified (%) 73.2% 74% 74.1%

Levels of significance: *$p \leq 0.1$; **$p \leq 0.05$; ***$p \leq 0.01$

Table 5.4  Binomial logistic regression estimates sub-sample JVs (majority greenfield JV = 1)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1: control variables</th>
<th>Model 2: independent variables</th>
<th>Model 3: moderating influences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industry unrelatedness</td>
<td>−0.047</td>
<td>−0.231</td>
<td>−0.186</td>
</tr>
<tr>
<td>Industry R&amp;D intensity</td>
<td>0.398***</td>
<td>0.403***</td>
<td>0.408***</td>
</tr>
<tr>
<td>MNE international experience</td>
<td>0.010**</td>
<td>0.013**</td>
<td>0.013**</td>
</tr>
<tr>
<td>MNE product diversity</td>
<td>−0.020*</td>
<td>−0.030**</td>
<td>−0.029**</td>
</tr>
<tr>
<td>Host country ownership freedom</td>
<td>0.129*</td>
<td>0.132*</td>
<td>0.134*</td>
</tr>
<tr>
<td>Host country economic growth</td>
<td>0.036</td>
<td>0.034</td>
<td>0.036</td>
</tr>
<tr>
<td>Host country risk</td>
<td>−0.012*</td>
<td>−0.012*</td>
<td>−0.014*</td>
</tr>
<tr>
<td>Host country infrastructure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MNE size</td>
<td></td>
<td>−0.083</td>
<td></td>
</tr>
<tr>
<td>MNE host country experience</td>
<td></td>
<td>0.884*</td>
<td></td>
</tr>
<tr>
<td>MNE size × host country infrastructure</td>
<td></td>
<td>−0.018</td>
<td></td>
</tr>
<tr>
<td>MNE host country experience × host country infrastructure</td>
<td></td>
<td>0.013</td>
<td></td>
</tr>
</tbody>
</table>

N (majority greenfield JV) 584(227) 584(227) 584(227)
Model $\chi^2$ 72.545*** 74.954*** 75.854***
−2 log likelihood 707.689 704.460 704.359
Nagelkerke $R^2$ 0.158 0.163 0.167
Correctly classified (%) 76.6% 76.8% 76.9%

Levels of significance: *$p \leq 0.1$; **$p \leq 0.05$; ***$p \leq 0.01$
the study is good, as their chi-square \( (\chi^2) \) values are significant at \( p < 0.01 \) level. The results show that in high R&D intensity sectors, Nordic MNEs preferred high equity ownership strategy (i.e. greenfield WOSs in the full sample and majority greenfield JVs in the sub-sample analysis). Moreover, it is further visible from the result that highly diversified MNEs preferred low equity commitment at time of market entry (like minority JVs) as they lack product specific knowledge and insights from local partner are highly useful. Host country ownership freedom is positively associated with high equity ownership strategy, while firms tended to opt for low equity commitment in host countries representing high risk at the time of entry. An important aspect visible from the results concerns influence of general international experience. It is not significant for full sample analysis but becomes significant in the sub-sample of JVs. Therefore, it can be argued that general international experience of MNEs may not offer much benefits for choice of WOSs especially in EMs as discussed earlier as well. However, it can still be useful for making decisions concerning level of equity commitment in a JV (i.e. minority vs. majority JV).

The study results show that host country infrastructure, MNE size, and host country experience are all significant determinants of equity ownership strategy in full sample. Nordic MNEs tended to prefer greenfield WOSs in host EMs with relatively good physical infrastructure, and when they had large size and host country experience. Moreover, the results also show that host country experience moderates the influences of EM physical infrastructure on equity ownership strategy. Therefore, we get support for the Hypotheses 1 and 3 in the full sample analysis. However, we do not get support for the Hypothesis 2 concerning moderating influences of MNE size. The analysis of JVs sub-sample shows that key independent variable of investing MNE size is not significant determinant of equity ownership strategy of Nordic MNEs. We do not get support for both moderating hypotheses in sub-sample analysis. These findings can be explained by referring to specificities of JV equity ownership strategy, because in specific context of EMs, mere availability of more financial resources (i.e. large MNE size) is not enough to motivate MNE for high equity ownership. Due to uncertainty caused by institutional and economic factors, investing MNEs may prefer low equity ownership strategy in greenfield investments in order to share significant costs associated with the start-up of greenfield manufacturing plant.
Discussion, Implications, and Limitations

The findings of current study offer useful implications for both managerial and academic audience. A key theoretical implication of this chapter relates to use of RDT (Pfeffer and Salancik 2003; Pfeffer 2005) in IB studies. Based on RDT, we hypothesized that use of shared-ownership greenfields (i.e. JVs) as a means of reducing the uncertainty surrounding the flow of needed resources in EMs with infrastructure deficiencies. This argument received support for both full and sub-sample analysis. Moreover, we further hypothesized that based on differences in investing MNEs size and experience, they may be able to reduce host country resource dependence including infrastructure. The results depicted partial support for boundary effects of MNE size and experience on the relationship between host country physical infrastructure and greenfield ownership strategy. The current study is one the first to perform such an analysis in context of greenfield investments, and future studies can build on it to further explore this research area using RDT as a theoretical basis.

The current study also established the importance of host EM physical infrastructure as an important determinant of equity ownership strategy of MNEs in their greenfield investments undertaken in EMs. This aspect needs attention from both managers of MNEs aspiring to internationalize to EMs, as the current debate mostly focuses on the role of institutional infrastructure, neglecting the fact that physical infrastructure is the key for establishing a successful manufacturing facility. Therefore, its different aspects including road and railways infrastructure, telecommunications, energy supply and access to required materials, should be carefully considered by the managers while deciding on an optimal site for their greenfield investment especially in EM context. The current study has further strengthened the argument presented by some earlier studies regarding the importance of host country specific investment experience for equity ownership strategy in EMs (e.g. Arslan and Dikova 2015; Dikova et al. 2017). The results showed that host country experience moderated the impact of physical infrastructure and was a significant determinant of equity ownership in the context of greenfield JV investments. MNE managers can rely on prior experience in host country while deciding on optimal equity ownership strategy for their greenfield investments. The current study showed interestingly that general international investment experience is significant determinant for equity ownership strategy in JVs sub-sample. It can be argued that general international investment experience may not offer much insights when MNEs opt for greenfield WOSs in EMs as that
choice requires dealing with significant amount of resource commitment, as well as dealing with legal considerations concerning full ownership in a context where regulations have been developing slowly. However, for the choice between minority and majority JV, general international experience is useful, as prior dealing with JV partners in other international markets including EMs can equip investing MNEs with negotiation and management tools helpful to deal with complex JV relationships (e.g. Yan and Luo 2016; Hollender et al. 2017). Therefore, MNE managers can use insights from their international investment experience while devising equity ownership strategy in a collaborative venture in EMs experiencing infrastructure deficiencies.

Our study has certain limitations as well. Firstly, we address host country physical infrastructure as a holistic construct in this study. However, different components of host country physical infrastructure like roads and railways, telecommunications, access to ports and raw materials, and so on, can influence equity ownership strategy differently. It would be interesting if future studies carry forward this aspect and delve more into detailed analysis concerning influences of different elements of physical infrastructure on greenfield investments undertaken by MNEs. Moreover, this chapter focused on physical infrastructure of EMs only. However, the statistics concerning physical infrastructure reveal that even in developed economies, it is not always in best shape as well as there are significant regional differences in this aspect in both developed and emerging markets. The current study did not address this regional variance. Future studies can enrich IB research by focusing on this regional variation within large countries, as well as addressing influences of physical infrastructure in developed economies on the greenfield investments. Finally, the type of greenfield investment being undertaken (i.e. resource seeking or market seeking) can potentially result in different types of physical infrastructure elements influencing equity ownership strategy. This also remains an avenue for future studies.
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The Value of Local Externalities in Country-of-Origin Clusters: Evidence from China

Berrbizne Urzelai and Francisco Puig

Introduction

The current global environment is drawing attention to the increasing presence of multinational small-medium enterprises (SMEs) from all over the world. These firms face a number of location-specific disadvantages, as compared with national firms, when they enter a new foreign market (Hymer, 1960). This is commonly referred to as liability of foreignness (Zaheer, 1995) and is rooted in the psychological, cultural, and institutional distance between the home and the host country. Besides, these firms face other barriers linked to their size or other factors (liabilities of smallness and newness).

To surpass these liabilities one of the main strategies followed by a foreign direct investment (FDI) option is to co-locate (or collocate) and interact with other firms in specific areas to benefit from externalities and gain advantages from local institutional linkages (positive externalities). However, there are financial costs and risks associated to doing business in clusters due to rivalry, congestion or imitation (negative externalities) that discourage firms to adopt this location mode decision. In other words, the decision to co-locate and grow through networking and clustering has implications for the performance and
survival of the subsidiary (Almodovar and Rugman, 2015; Peng and Luo, 2000).

For an effective acquisition and exploitation of these spillovers and to control negative externalities these firms need to concentrate their efforts not only on their internal development but also on the configuration and adoption of business models that best link the FDI with firms located in the same area (Lambert and Davidson, 2013). Our research analyzes the role played by the location mode by analyzing the sign and scope of the externalities that arise from country-of-origin clusters. This is approached from a multidimensional perspective and utilizing a sample of 24 FDI European SMEs localized in China. We compare subsidiaries that are located in country-of-origin clusters in a specific location (Kunshan, Jiangsu, and China) with isolated subsidiaries. China is an investment destination where European firms still face many challenges (Bao et al., 2012) and a country with high institutional distance and instability, which creates an uncertainty that firms compensate through business network knowledge (Hilmersson and Jansson, 2012).

The chapter is organized as follows. In the next section, we provide an overview of the difficulties faced by foreign investors, especially SMEs, and a brief review of agglomeration literature. The subsequent section discusses the methodology, followed by the results. The final section discusses some of the contributions and implications at different levels: academic, managerial, and political.

Theoretical Background

The Challenge of Internationalization for an SME

As various Free Trade Agreements have been implemented and new information and communication technologies have been developed, the competitive landscape of companies has become more turbulent and globalized. To face this new scenario, most companies have reconfigured their corporate, competitive, and functional strategies. SMEs, characterized for having less resources and knowledge, also have to adapt to this process of internationalization, either alone or by establishing links and collaborations with other agents (Paul et al., 2017). Successful global companies used to be large multinational corporations with many divisions and product lines but adopting a global strategy is as important for large firm as it is for SMEs or small organizations.
SMEs are increasingly integrated into the global economy and have gone further than what is often considered the first step of internationalization, that is, exporting and importing (Puig et al., 2018). For many firms, internationalization is a challenge from which the new models (i.e. Johanson and Vahlne, 2009) go beyond the traditional gradual approach in which the company increases its resources and its involvement abroad as it gains experience in the market. In fact, nowadays we can observe different realities characterized by an accelerated internationalization, a high commitment in foreign markets and a prompt global orientation. Within the last 20 years, many SMEs have also accelerated their international commitment by investing in distant countries despite limited market knowledge, limited use of networks, and scarred international experience of the entrepreneurs and managers (Kalinic and Forza, 2012; Puig et al., 2018).

However, as Hollenstein (2005) argued SMEs have to face several barriers within their internationalization process that can be internal limitations of resources (financial, informational, managerial, etc.) and/or external barriers such as laws and regulations. According to Carlos (2011) SMEs have found new ways to deal with smallness and newness but due to their lack of experience, skills, know-how, governance structures, limited capital and management, time or information resources, SMEs are typically constrained in their efforts to reach international markets.

Which aspects drive companies to expand their activities abroad, and which ones are linked to a better international performance? According to the literature, those aspects could be linked to the membership or attachment in territorial networks (i.e. Pla-Barber and Puig, 2009). Various studies have shown that interorganizational relationships are associated with company competitiveness (Powell and Brantley, 1992; Uzzi, 1996). In fact, interorganizational relationships appear to be influential in many internationalization issues as the follows: foreign market selection, market servicing, dynamics of entry, international market development, time of internationalization, or strategic choices and performance. Generally speaking, cooperation can be considered a way to stimulate the development of enterprises in terms of reducing risk, extending markets, introducing new technologies, and so on. So, cooperation can be a strategy for SMEs not only to grow but also to enhance other types of development (Havnes and Hauge, 2004).

Due to a lack of local knowledge, foreign firms are expected to encounter the so-called disadvantage of alien status in host economies (He, 2003), so they find higher benefits from locating in existing clusters of foreign enterprises (Dunning, 1998). In this line, the identification and exploitation of opportunities, the liabilities that firms have due to their size or the lack of
market information could be better faced from being a member of a cluster (Tan and Meyer, 2011). Therefore, the relationship between investment and clusters can be seen no longer with clusters as the outcome of FDI, but as the precondition or determinant for attracting FDI (De Propris and Driffield, 2006).

**Country-of-Origin Clusters and Co-location Externalities**

The literature on geographic agglomeration defines agglomerations as organizational groups that interact, in an economic sector and in a geographically limited territory, where the cooperation and exchange of information and knowledge among the organizations favor growth and regional development (Porter, 1998). These interactions are fostered by the (geographical and cognitive) proximity and the active participation of the companies that are part of that social network (cluster). Therefore, industrial clusters are made up of a variety of nodes (people, institutions, and businesses) and relationships (formal and informal) that allow the generation of various synergies that increase their competitive advantage.

Since the 1980s, the phenomenon associated with clustering attracted the interest of economists, geographers, sociologists, and so on. Within this approach, different but not exclusive lines of research have studied issues such as the origin, structure, evolution, and conceptual clarification (Martin and Sunley, 2011). Business literature highlights the study of the geographical delimitation/mapping and conceptual clarification, the analysis of the effect that these agglomerations have on the strategic behavior, the performance of companies and the diagnostic of the determinants by which these territorial entities exhibit a heterogeneous performance (Molina-Morales and Martinez-Fernandez, 2004). All this has been translated into a vast scientific production that, from different research approaches, has tried to structure and characterize that literature, as shown by Gonzalez-Loureiro et al. (2018).

In today’s international scenario, we can identify new organizational realities that depend on their actors and the members, where they share (a) a national sectorial platform (cluster initiatives), (b) an economic activity in a given territory (industrial clusters), or (c) a foreign territory and ethnic and cultural ties (country-of-origin/compatriot/ethnic clusters). These realities (Table 6.1) are the object of research of this chapter.

Clusters “in origin/at home” can serve as a platform in the early stages of internationalization of the firms, for example, to increase their exports. Cluster organizations and initiatives also serve as platform for the members to
cooperate and improve their internationalization. These organizations provide services in exchange for a fee, establish relationships that facilitate the creation of business opportunities with external partners, and organize trade missions, among others (Jankowska et al., 2017). Being a member of an industrial cluster could increase the firms’ exports through the network that the cluster offers to position and promote those firms in foreign markets, to increase their global strategic capacity, to advise on financial support for internationalization, or to facilitate access to new business opportunities or entry modes (distributors, agents, etc.) (Pla-Barber and Puig, 2009).

On the other hand, in a more advanced phase of the internationalization process, companies invest in foreign markets through entry modes that require a higher commitment (FDI) (Shen et al., 2017). Country-of-origin clusters or groups of firms from the same or country-of-origin provide a supportive environment to, among other things, acquire legitimacy and negotiation power in the target market, reduce uncertainty and

<table>
<thead>
<tr>
<th>Belonging factors</th>
<th>Cluster initiatives</th>
<th>Industrial clusters</th>
<th>Country-of-origin clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus Objectives</td>
<td>The product and/or the market</td>
<td>The processes and/or knowledge of the value chain</td>
<td>Cultural and ethnic factors</td>
</tr>
<tr>
<td>Establishment mode</td>
<td>Sectorial/multisectorial Representation in the country of origin</td>
<td>Sectorial Interrelation among firms and development and implementation of joint actions.</td>
<td>Multisectorial Lobby and negotiation power in the host country</td>
</tr>
<tr>
<td>Effects</td>
<td>Export, alliances</td>
<td>Acquisitions</td>
<td>Greenfield</td>
</tr>
<tr>
<td>Generated resource</td>
<td>Counseling services, and access to business opportunities and entry modes</td>
<td>Propensity to internationalize; intensity and export diversification</td>
<td>Coordination of resources, knowledge and mutual support for the expatriates</td>
</tr>
<tr>
<td>Examples</td>
<td>Explicit knowledge about internationalization support and mechanisms</td>
<td>Access to commercial networks</td>
<td>Tacit market knowledge</td>
</tr>
<tr>
<td></td>
<td>Beauty cluster in Catalonia, Spain</td>
<td>Textile cluster in Alcoi-Ontinyent, Spain</td>
<td>Basque firms in Kunshan, China</td>
</tr>
</tbody>
</table>

Source: Own elaboration

Table 6.1 Different types of clusters
opportunism, or facilitate tacit knowledge sharing and a mutual support ecosystem (Urzelai and Puig, 2018).

**Co-location and Entry Reasons**

Researchers and academics have come up with different classifications that explain the reasons why firms go international and invest in foreign markets. Authors such as Dunning (1988) classified entry reasons into (1) natural resource seeking (available resources), (2) market seeking (exploit markets, follow customers, etc.), (3) efficiency seeking (availability and costs factors to gain economies of scale and scope), and (4) strategic-asset or innovation seeking (acquire technology, knowledge, etc.).

Jain et al. (2016) found that when a firm wants to exploit their resources they internationalize with a market-seeking or resource-seeking reasons, whereas they are likely to explore new resources with an asset-seeking motive. Country-of-origin cluster has been taken as a strategy-seeking choice where firms are attracted to locate nearby firms from the same country (Mucchielli and Yu, 2011). However, some empirical studies show that these types of clusters are also attractive for firms with other investment reasons. Looking at 31 Spanish firms in China, Puig et al. (2017) found that manufacturing firms were more associated with clustered locations than trading-service firms were. More specifically, Shen and Puig (2017) evidenced that smaller Chinese investors in Germany, with a state background or those that seek market expansion (market seeking) tend to co-locate with their compatriots in the host country, while investors who seek strategic assets (strategic seeking) are more likely to tap into industry clusters. Therefore, it is not clear whether firms that go into country-of-origin clusters follow a single reason when entering that host market.

**The Value of Country-of-Origin Clusters**

As we have argued before, the influence of clusters on the generation and development of social networks between firms is reasonable, since the social process of interfirm learning works best when partners are close enough to allow a frequent interaction and real exchange of information. Cooperation finds in clusters a proper space for its development, since it is within that context where the basic conditions for its existence are met (geographical and/or cognitive proximity). Social networks and connections are especially useful
for cases in which internationalization needs a high degree of mutual trust among the partners (Chang and Park 2005). An efficient functioning of the network limits the coordination cost and minimizes the risk of opportunistic behavior. Thus, geographic proximity, along with the interaction and cooperation, makes these networks generate information and knowledge externalities for their members (Guillén 2002).

As Breschi and Malerba (2005) distinguish, agglomeration drivers for any given sector are location specific and generate agglomeration benefits due to dynamic increasing returns to concentration (e.g. ex ante “intrinsic” differences across territories and cross-sectoral spillovers that cumulatively act upon the existing concentration patterns). On the other hand, agglomeration drivers that are entirely sector specific could promote concentration across all territories (e.g. thanks to economies of agglomeration forces that are intrinsically related to the way knowledge is accumulated, innovations are generated).

So, if clustering and networking are so efficient, why have some clusters disappeared and why have some initiatives based on that relational model failed? We think that this is because there are different types of clusters that can bring different types of advantages to international companies. There are inter and intra-cluster differences due to the life cycle of the sector, the absorption capacity of the companies or the characteristics of its participants, which allow to identify a wide and diverse range of combinations and evolutionary stages. For example, if we accept that a Colombian textile cluster will differ from an Italian one due to their different competitive environment (size of companies, customers, suppliers, etc.), and that, due to their differences in origin, a cluster of Chinese compatriot firms in Germany will differ from a cluster of Spanish compatriots in China, then we could accept that a cluster initiative will not have the same effect on all the member firms, as they differ in terms of their abortion capacity or experience, among other factors.

Investors who enter for the first time in a market, and on their own, experience a greater degree of marginality and face more difficulties. In addition, the more tacit the shared knowledge of the network is, the more important the geographical and cognitive proximity will be. For example, as argued by Belderbos and Zou (2009), imagine a group of Japanese companies that decide to establish in India. New investors will have a greater need for local knowledge than those already there. This need will drive them to look for a country-of-origin or ethnic agglomeration. After the initial stage of the activity, an intense social process that is fostered by a shared culture among all these companies will be developed.

In other words, proximity facilitates formal and informal interaction, facilitating the information exchange and potential collaboration (Larson 1992). The value of these networks is the differential between benefits and costs. The
benefits can be related to information externalities, reduction of consumer search costs, increased reputation, knowledge and information spillovers or specialized labor and infrastructure (Tan and Meyer 2011). Costs on the other side could be derived from congestion and competition in input and output markets within the cluster (Henderson 2003). However, as we have previously argued, these aspects could be moderated by the strategic reasons of the firms when entering a new market.

Research Methodology

Data was collected through questionnaires and constant emails and visits to the companies in China from March to June 2013. The researcher also spent time with the expatriates during lunch, spare, and traveling time. This is part of a broader research where other areas were also analyzed (challenges faced in China, social capital generated in country-of-origin clusters, etc.). It is important to mention that conducted a pilot study that helped redefine the questionnaire in order to increase its validity.

The sample used for the analysis is formed by 24 subsidiaries: 12 subsidiaries in MKIP (Mondragon Kunshan Industrial Park), 4 subsidiaries in KGIP (Kunshan German Industrial Park), 3 subsidiaries to enter MKIP in 2013, and 5 Basque isolated subsidiaries located in the same city. All the subsidiaries are SMEs that established in Kunshan from 2005 to 2013. In terms of the activity, 96% of the firms are industrial, 87% are related to manufacturing, and 57% to machinery, equipment, furniture, and recycling sector. Most of the subsidiaries analyzed are subsidiaries that are or will be located in industrial parks. Most of the firms are small (62%) and 54% of the firms are on rented facilities. In terms of size, the factories/offices are of less than 5000 square meter and with more direct than indirect workers. Half of the subsidiaries of the sample entered in China due to market-seeking reasons, 21% due to resource and efficiency-seeking reasons, and the rest due to a combination of strategic, market, and resource-seeking motives. It is important to highlight that all the subsidiaries are WFOEs or greenfield investments.

To analyze the value of the country-of-origin cluster as a platform, we have used different variables related to the location, reasons of establishment in China and externalities.

Given that there is no single technique to define when a firm is located in a cluster or not (Alcácer and Zhao, 2016), we decided we could measure the firms’ belonging to a cluster. Then, with visual mapping techniques, this information was contrasted. As a result of it we define the location mode as:
1. Co-located: subsidiaries that are located inside an industrial park (cluster) where they have a membership status.
2. Isolated: subsidiaries that are not members of any industrial park.

Some prior studies have shown that the reason of establishment has a significant impact on MNEs’ location preference (Alcácer and Chung, 2013). Following these authors, we distinguished two types of investment motivations in the sampled firms: production/manufacturing or efficiency seekers (coded as 1) and trading/services or market seekers (coded as 2). The reason makes reference to the availability of resources or to costs factors that facilitate economies of scale and scope. The latter includes activities related to overseas market expansion, either by wholesaling or retailing products or services, and other sales-support activities. A third category was created for those firms with a mixed objective for their investments, taking the value of “3,” implying the double motivation of seeking efficiency and markets. Therefore, we distinguished:

1. Firms searching for cheaper or more available productive factors (resource seeking).
2. Firms searching for market expansion or following the clients (market seeking).
3. Firms with mixed reasons for their investments, implying a double motivation of seeking efficiency as well as markets.

Given that externalities are multidimensional constructs, we have measured the cluster effect by using six areas of analysis, based on different authors in the literature. Besides, we used Cronbach’s Alpha and item-total correlations to check the reliability of the scale and improve the quality of those constructs.

1. Local market knowledge and resources (LMK): this area considers factors such as the knowledge about the establishment process and to surpass country entry barriers, about how to adapt and transform the management routines and business practices to the local setting, or knowledge about the legal environment or local culture (Tan and Meyer, 2011).
2. Industry-specific knowledge and resources (ISK): this area includes factors such as the knowledge about the industrial forecast or technology trends, the suppliers’ behavior, the capacity to find specialized goods and labor, or the access to productive inputs (Makino et al., 2002).
3. Legitimacy and reputation (LEG): this area considers different types of legitimacy (normative, pragmatic, and cognitive), the knowledge on how to achieve local legitimacy, or the firms’ visibility and representation (Lin et al., 2009).

4. Networking and social interaction (NET): this area considers factors such as the access to tacit knowledge, the cooperation on social and professional activities, or the capacity to surpass the liability of outsidership (Chung and Tung, 2013).

5. Market conditions (MARK): this construct embraces variables related to customers, competitors, knowledge about the customers or access to new sales opportunities and business partners (Almeida and Kogut, 1997).

6. Costs (COST): this last area considers the cost of transportation, transaction costs, qualified workers, infrastructure, or financial resources among others (Tan and Meyer, 2011).

The question given to the interviewees to analyze the perceptions was: *To what extent does your localization mode (co-located or isolated) positively influence the following factors.* We used a Likert scale of 5 point to collect the responses (1 not at all/2 limited extent/3 not sure/4 certain extent/5 large extent).

As the aim was to analyze the association between the cluster effect variables and the co-location mode of the firms or their entry reasons a comparison of means was used to identify and visualize the relations between variables.

### Research Findings

Table 6.2 presents the correlations between variables. The correlations between the variables were generally not lower than 0.5, which indicates that there were no serious problems of multicollinearity (Hair et al. 2006), except for justifiable reasons the ones between collocation and NET (0.56), ISK (−0.51), and COST and LEG (0.59).

Table 6.3 shows the average values and standard deviations of externalities classified by the localization mode and entry reason, as estimated with SPSS-20. The average values give us an indication of how the perceptions about those externality dimensions are evaluated, and the standard deviation values indicate the agreement level of the managers’ perceptions.
In general and on an average, none of the factors seems to be very relevant for the firms, which make us think that the location may not be the only factor to explain the externalities gained by the firms. The factor that, individually analyzed, has been punctuated more positively has been NET (3.60) and the lowest factors is MARK (2.21). In a context like China, this might be explained by the fact that the tacit knowledge about how to operate in the country and the support that a firm obtains from other firms and managers are more important than other market related reasons, especially when firms (in this case European subsidiaries) have not much experience in the market.

On one side, in terms of the location mode of the subsidiaries in China, we observe that the factors that were more positive and differently evaluated by two types of location mode were those related to NET (3.53). Moreover, if we analyze other values of isolated firms, we can observe that the higher values are on ISK (3.70) and MARK (3.13). It is remarkable that the isolated firms have a quite high consensus (standard deviation of 0.87) in how their isolated location does not contribute to gain externalities on networking (2.12). Figure 6.1 shows graphically these results.
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<tr>
<th>Table 6.2 Descriptive statistics and correlation coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
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<td></td>
</tr>
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Note: *p < 0.10; **p < 0.05
Source: Own elaboration

<table>
<thead>
<tr>
<th>Table 6.3 Average punctuations by type of subsidiary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location mode</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>Externaties</td>
</tr>
<tr>
<td>MARK</td>
</tr>
<tr>
<td>ISK</td>
</tr>
<tr>
<td>COST</td>
</tr>
<tr>
<td>LMK</td>
</tr>
<tr>
<td>LEG</td>
</tr>
<tr>
<td>NET</td>
</tr>
</tbody>
</table>

Source: Own elaboration
*Standard deviations are shown in parentheses()
On the other side, when studying the externalities by the entry reasons, we notice at least two important aspects: (1) on an average the higher values for the externalities are from firms seeking mixed reasons in China (market and efficiency) and (2) that the highest punctuations are on NET for market-seeking firms (3.44), and NET (3.40) and LEG (3.52) for mixed entry reason. Besides, it should be noted that although firms with mixed entry reasons have higher positive effects on most of the dimensions, industry-specific knowledge and resources (ISK) is higher for resource-seeking firms (Fig. 6.2).
Our results extend the previous work done on the net effect of agglomeration by nationality on innovation (Kim, 2014) by classifying the clustering effect into different and various areas such as networking, industry-specific knowledge or legitimacy. Besides, this research argues, that the co-location status or entry reasons of the firms can also influence these perceptions. Moreover, it is important to notice that firm’s entry reasons also influence diverse opinions on how their location mode provides market benefits. As compared to market-seeking firms, those that enter seeking resources or have mix reasons to enter that market tend to perceive higher significant benefits on market factors. Specifically, market-seeking firms have lower benefits on legal knowledge, the speed of reaction to the market and competitors, or higher cost of qualified workers. Resource-seeking firms get less personal support but higher market knowledge or lower costs of qualified workers. On the other hand, firms with mixed entry reasons have higher benefits on legal knowledge, personal support, speed of reaction, or market knowledge. This is a remarkable finding that relates the entry reasons with externalities. Considering the current managerial concerns about the cost increase in China, cost factors could be the crucial element that makes firms prefer isolated location modes in the future. However, as firms increase their willingness to tap the local Chinese market, they would also look for areas with high connectivity, so both situations can act as centrifugal and centripetal location factors.

To summarize, we can say that co-location per se does not have a positive or negative influence on subsidiaries, but that influence depends on the strategic motives why firms entered in China and the expectations of their investments there. These factors have shown that a heterogeneity exists regarding the benefits of the country-of-origin clusters and the perceptions of the managers.

Conclusions

To face globalization and the liberalization of markets, business cooperation through clustering is essential, especially for the internationalization process of SMEs. As interactions within these clusters can be diverse in nature (formal, temporary, collaborative, etc.), pursue different objectives, and adopt different modalities, we propose that those platforms adopt different modalities: cluster initiatives, country-of-origin clusters, and sectorial clusters. In these interorganizational geographic networks firms are simultaneously
interconnected productively, socially, and commercially in origin and destination, and through different types of interactions. In other words, these organizational realities act as platforms for internationalization.

In this work, we argue that country-of-origin clusters in emerging countries can be studied as a platform of relationships that provide the key resources (tangible and intangible) necessary to meet the challenge of internationalization of SMEs successfully. However, due to their origin and participants, we also believe that there is a heterogeneity in the role played for the clustering, which needs further research on organizational (the entrepreneur, the size, etc.), informational (needs), and institutional (host country) issues that characterize these clusters.

From the analysis made we can say that the country-of-origin cluster is perceived as a strategic asset that gives members access to information, resources, markets, and knowledge. Specifically, the co-location is providing the members with externalities related to market and host country knowledge, fostering information sharing about suppliers, financial conditions, HR practices, IP protection methods, legal issues or bureaucracy. They relate proximity and daily interaction (informal meetings, etc.) with the exchange of tacit knowledge (based on experience). Member companies find it important not only the geographic proximity but the social and cognitive proximity. In other words, our study suggests that the role of clustering and the value of the location on externalities are bigger in the dimensions of networking and for the companies established for mixed or various reasons (seeking efficiency as well as markets). However, opposite to what we expected, we could not validate that a general higher positive perception is associated to co-located firms. This could be due to some limitations derived from the size of the sample or the methodology used. We also need to acknowledge the limitation of collecting data from a single manager (the general manager of the subsidiary).

Summarizing, while the research on social networks and multinational SMEs is still scarce on the IB literature, our research offers a new insight suggesting that the country-of-origin cluster may contribute positively in the internationalization in distant markets (China). From a practical point of view this research helps firms to take decisions regarding the location mode that allow them reduce risks and share knowledge key in the process. At a political level, the research can enlighten the design and implementation of policies by stimulating the geographical clustering and facilitating the creation of these types of business agglomerations abroad.
References


Introduction

An acquirer’s country of origin plays an important role in enhancing a target firm’s performance. For instance, the internalisation of intangible assets allows multinational enterprises (MNEs) to exploit their ownership advantage in overseas markets. The transfer of knowledge-based firm-specific advantage from the acquirer enhances the target firm’s competitiveness, leading to the target firm’s improved performance (Buckley and Casson 1976; Chidlow et al. 2009; Park and Ghauri 2011). Moreover, several empirical studies have documented a positive relation between acquisition and performance of target firms (Conn and Connell 1990; Cheng and Chan 1995; Ning et al. 2014).

Although the existing studies have made important contributions, one weakness of this literature is that it generally has not distinguished different acquirers’ country of origin (international vs domestic) and has ignored the role of differences across the acquirer-target linkage characteristics. The cross-border acquisitions typically show remarkable heterogeneity in several variables, such as the characteristics of the acquirer-target industry and ownership linkages, which are believed to be imperative determinants of a target firm’s success. In this context, one important research question for scholars and managers is whether the foreign acquisition premiums
differ with regard to the acquirer’s industry relatedness with target and ownership shares of the target. In particular, we intend to discover whether the additional performance gain from foreign acquisitions in the same industry differs from that in different industries, as well as whether this additional performance gain in high ownership mode differs from that in low ownership mode. This can be achieved by our analysis of a multi-country data set, which contains 3152 firm-year observations from 45 economies.

The acquirers may prefer to locate their acquisition investment in the same industry in order to maximise the synergies from resource similarity with the target and minimise risk of resource misallocation. This advantage tends to be magnified when the target is acquired by foreign rather than domestic acquirer; this is because the former owns stronger firm-specific advantage and resources to compete in foreign markets (Rumelt 1982; Palich et al. 2000).

Targets with high ownership shares owned by acquirers tend to have a stronger performance in the case of foreign acquisition rather than domestic acquisition. The effective transfer of knowledge-based firm-specific advantage from acquirer to target relies on the effective control and protection of the acquirer’s intangible assets, such as technology. Therefore, target firms benefit more from a high ownership mode that makes the foreign acquirer more willing to and capable of transfer. For instance, due to a fear of technology leakage, in the weak institutional environment of developing countries, the foreign acquirer will prefer to transfer more to a majority owned target than to a minority owned target in order to protect its technology (Gaur and Lu 2007; Driffield et al. 2016).

In our empirical analysis, we find a positive relationship between an acquirer’s country of origin (international vs domestic) and target firm performance. This is consistent with the results in prior studies (Swenson 1993; Cheng and Chan 1995; Ning et al. 2014). Importantly, we also find that the acquirer’s industry relatedness with the target and ownership shares of the target positively moderate this relationship. We interpret these results as indicating that while the acquirer’s country of origin would be imperative for target firm’s performance, the characteristics of the acquirer-target industry and ownership linkages matter. A high industry relatedness and ownership level facilitates the transfer of knowledge-based firm-specific advantage from the acquirer to the target, thus enhancing the target’s additional performance gain from foreign acquisition.
Literature Review

There are several motivations for conducting an acquisition, including managerial hubris, management's comparative advantage, and synergy effects (Balsvik and Haller 2010). While this argument does not distinguish between foreign and domestic acquisition, the acquirer's country of origin matters. Foreign acquisition is different from domestic acquisition since the former enters a new international market and faces an environment different from their home market (Zou and Ghauri 2008). Given the importance of cross-border acquisitions, as evident in the huge surge of cross-border acquisitions occurring among countries in the context of globalisation (UNCTAD 2017), it is interesting for scholars to understand why acquisition occurs and how the target performs after the acquisition.

Foreign acquisition faces various costs and benefits when the acquirers are acquiring and managing target firms across national borders. Many of these costs and benefits are different from those in domestic acquisitions. Compared with domestic acquisition, foreign acquisitions tend to offer a magnified advantage that more than compensates for the risk of doing business abroad. On the one hand, foreign acquisitions incur some costs, such as liabilities of foreignness and coordination costs. Foreign acquirers have a lack of local legitimacy and information (Zaheer and Mosakowski 1997; Shimizu et al. 2004; Majocchi and Strange 2012). These costs may be smaller in the case of domestic acquisition.

On the other hand, foreign acquisitions bring many benefits that may be larger than those of domestic acquisitions. First, foreign ownership, brought by the foreign acquisition, introduces a new management style and incentive system to the target firm. The enhanced corporate governance leads to reduced agency costs and improved performance (Heugens et al. 2009). Second, hiring existing staff in foreign acquisitions helps to overcome the liability of foreignness since these employees and managers have valuable local information and experience (Gaur and Lu 2007). Third, leveraging location advantage across country borders between acquirer and target countries, such as cheap capital and labour, is not available to domestic acquisitions but is feasible in foreign acquisitions (Dunning 1988). Fourth, the synergies are more likely to be stronger for foreign acquisitions than for domestic acquisitions. The home and host countries that have different technological environments tend to have different technological characteristics and complementary assets, leading to an increased know-how diffusion within the merging firms (Bertrand and Zitouna 2008). The recombination of resources makes target firms more valuable.
Further, foreign MNEs tend to be more productive and have a stronger ownership advantage to penetrate the international market, while the counterparts that are least productive might only serve the domestic market (Melitz 2003; Yang and Martins 2011). Foreign MNEs have the opportunity of exploiting their core competitive advantage across various geographic markets through the internalisation of intangible assets (Buckley and Casson 1976; Dunning and Lundan 2008; Buckley and Strange 2011; Hassan et al. 2016). Their transfer of knowledge-based firm-specific advantage (FSA) to foreign targets could enhance the target firm’s performance, particularly productivity.

Prior empirical literature has examined the relationship between foreign acquisition and performance. Particularly, some studies have tested the above relationship using firm-level data from one or two countries. However, these studies generate mixed results rather than a solid conclusion of this topic, as argued by the review article (Haleblian et al. 2009).

Our Contribution

This chapter distinguishes itself from the earlier empirical studies in three major aspects. First of all, cross-border acquisitions are important and becoming increasingly common among MNEs; this is an imperative factor driving the rebound of global foreign direct investment (FDI) flow (UNCTAD 2017). Therefore, considerable research has studied the conditions under which these acquisitions can create value. However, most studies have focused on either the acquirer firm’s or the combined firms’ performance. They typically examine short-term performance, such as stock return. Little is known about the target’s performance. This chapter focuses on the performance of the target.

Second, those studies that concentrate on target firms provide rather mixed findings. Some studies find a positive foreign acquisition premium (Eun et al. 1996), while others find a negative or insignificant relationship between foreign acquisition and performance (Dewenter 1995; Moeller and Schlingemann 2005). These conflicting results may be in part due to the ignorance of some important variables, such as acquirer-target linkage characteristics, which may be crucial factors in the foreign acquisition-performance relationship. We aim to provide a better understanding of target firm’s performance by considering the moderating effects of acquirer-target linkage characteristics, namely the characteristics of their industry linkage and ownership linkage. In particular, the industry linkage refers to the industry relatedness between acquirer and
target firms, while the ownership linkage refers to the ownership level controlled by the acquirer over the target firm. Therefore, we believe this chapter contributes to this debate.

Third, most previous studies rely on a single- or two-country study. This may raise the question of the representativeness of their evidence. This chapter has a larger country coverage of 45 economies. This makes it possible to generalise our findings to a wider set of economies.

Data

Our analysis draws on the data from two data sets, namely the Orbis and Zephyr data sets. These two data sets are both made available by a large international consultancy firm called Bureau van Dijk (BvD). According to BvD, the information on Orbis and Zephyr are sourced from different information providers who are the experts in their regions and sectors, supplying detailed accounting and deal information. The Orbis data set is widely used in international business literature, while the Zephyr data set is well accepted in acquisition literature.

We select targets based on the following criteria: (1) targets who have location information in order to distinguish between foreign and domestic acquisitions; (2) targets whose minimum 10% shares are owned by the acquirers (Bureau of Economic Analysis 1999); and (3) targets who have complete information on sales, labour, capital, intermediate input, leverage, and firm age. To achieve this, we first collect parent-subsidiary ownership linkages and the corresponding financial information from the Orbis data set. The time period is 2004–13. Second, we collect deal information from the Zephyr data set. We chose Mergers and Acquisitions (M&A) transactions that occurred before 2013. These M&As should have a ‘complete’ and ‘complete assumed’ deal status. Next, using the unique BvD ID of each firm, we merge the deal information with ownership linkage information to identify the acquirer-target linkages among the parent-subsidiary linkages.

After identifying the targets that are involved in deals, by comparing the target and acquirer’s location, we further distinguish between foreign acquisition (the target’s country is different from the acquirer’s country) and domestic acquisition (the target’s country is the same as the acquirer’s country). Therefore, we can calculate a dummy equal to 1 if the target is in a foreign country or 0 if the target is in a domestic country, the measure of the acquirer’s country of origin used in this chapter. We then select targets that have complete information on the aforementioned financial variables. Firms with miss-
ing values in any of these variables are dropped from our sample. With the above restriction, the final sample includes 3152 unique target-acquirer-year observations, corresponding to 512 acquirers and 648 acquisitions/targets from 45 countries (39 acquirers' countries and 32 targets' countries). The country-level data, such as gross domestic product (GDP) per capita and GDP growth, are collected from the World Bank database. The monetary variables are reported in US dollars.

Key Variables

Firm Performance Firm performance measures vary in the foreign acquisition premium literature. One common measure is cumulative abnormal return. However, this market-based firm performance measure is ruled out since the stock market data are lacking and not available for all economies. There would be a problem of a severely reduced sample size if we use this market-based variable. The most standard approach to measure firm performance is total factor productivity (TFP) (Bertrand and Zitouna 2008; Geluebecke 2015; Liu et al. 2017), despite its difficulty in the calculation. Following previous studies, we employ total factor productivity (PERF) as the performance measure in this chapter. TFP is often used to generate standard and precise estimates of firm performance (Levinsohn and Petrin 2003).

TFP captures the firm’s ability to generate output using a given set of inputs. Holding the amount of general inputs (e.g. capital, labour, and intermediate input) constant, the difference in output for firms is usually explained by technology. Therefore, technology is likely to be embedded in total factor productivity. TFP is generally accepted as a proxy for technology efficiency. Following Levinsohn and Petrin’s (2003) LP approach, we adopt the Stata command ‘levpet’ to calculate the total factor productivity. The production function is assumed to be Cobb Douglas. The labour input is measured by the number of employees. The capital is measured by the total fixed capital of the firm. The instrument to control for unobserved technology shock in the estimation procedure of the LP approach is the expenditure on intermediate goods.

Acquirer’s Country of Origin Following prior studies (Claessens and Van Horen 2012; Liu et al. 2017), we employ a binary variable called ‘foreign acquisition’ as a proxy for the acquirer’s country of origin. We create this independent variable to distinguish between foreign and domestic acquisitions.
Foreign acquisition (FORA) is a binary variable that is equal to 1 if the acquirer comes from a country different from the target’s country, and equal to 0 if the acquirer’s headquarters is in the target’s country.

*Acquirer’s Industry Relatedness* We consider two important characteristics of acquirer-target linkage, namely their industry and ownership linkage characteristics. First of all, the industry relatedness between the acquirer and target firms may affect the business performance of the target (Bebenroth and Hemmert 2015). To examine the role of the acquirer’s industry linkage characteristic on the foreign acquisition-performance relationship, we create the variable ‘acquirer’s industry relatedness’. Acquirer’s industry relatedness (RELF) is a binary variable equal to 1 if the acquirer adopts a focus strategy (sharing the same four-digit NACE Rev.2 industry code with the target) in the acquisition, and equal to 0 if the acquirer conducts the acquisition using a diversification strategy (locating in a four-digit industry different from the target) (Yang et al. 2014). We also use the first three-digit industry code as an alternative definition for industry relatedness in the robustness section (Jiménez et al. 2015).

*Acquirer’s Ownership Strategy* To examine the role of acquirer’s ownership linkage characteristics, we create the variable ‘ownership’. Ownership (OWN) is the target’s ownership shares controlled by the acquirer. As a robustness test, we create a binary variable ‘majority owned’ (Yang and Singh 2014). We show this result in the robustness section.

*Control Variables* Following Bebenroth and Hemmert (2015), we control for a number of target-level characteristics that are believed to affect firm performance, including firm size (SIZE), leverage (LEV), sales per worker (SALP), and age (AGET). We control for the acquirer-level characteristic ‘acquirer firm age’ (AGEA). Acquirers with a larger firm age may have more experience in identifying suitable targets to acquire and integrate them with the headquarters. We control for country-level characteristics (Li and Qian 2005) such as ‘GDP per capita’ (ECOT) and ‘GDP growth’ (GROT) of the target’s country. To compare the performance difference of targets (i.e. subsidiaries) who share the same acquirer (i.e. parent), we control for parent fixed effects. We also control for country, industry, and time fixed effects (Yang and Martins 2011). See Table 7.1 for the definitions of the variables and corresponding data sources.
Descriptive statistics and a correlation matrix are shown in Table 7.2. The sample contains 648 targets and 512 acquirers in 45 economies (i.e. 39 home economies and 32 host economies), giving rise to 3152 unique target-acquirer-year observations. The left panel consists of descriptive statistics for key variables used in our analysis. We find that, on average, with regard to acquirer’s country of origin, 54% of acquisitions are conducted by foreign acquirers, while 46% of acquisitions are made by domestic acquirers. With respect to the characteristics of the acquirer-target industry and ownership linkages, on average, 26% of targets are operating in industries the same (in four-digit NACE Rev.2 code) as the acquirers, while targets’ 63% ownership shares are controlled by the acquirers. In terms of the target-level characteristics, we find that, on average, firm size is 4463 employees, leverage is 83%, sales per worker are US$513.69 thousand, target firm age is 30.52. We also include acquirer-level characteristics. Acquirer firm age, on average, is 50.66. The right panel presents the correlation matrix, which shows that most correlation coefficients are low.

We next separate our sample by the country of origin of the acquirers. Table 7.3 splits the sample into three groups. The first panel of the table pres-
### Table 7.2 Descriptive statistics and correlations matrix

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Std. Dev</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>PERF</td>
<td>5.60</td>
<td>0.50</td>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FORA</td>
<td>0.54</td>
<td>0.50</td>
<td>−0.09</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELF</td>
<td>0.26</td>
<td>0.44</td>
<td>0.06</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OWN</td>
<td>0.63</td>
<td>0.32</td>
<td>−0.13</td>
<td>0.30</td>
<td>−0.05</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>6.36</td>
<td>1.92</td>
<td>0.36</td>
<td>−0.32</td>
<td>0.22</td>
<td>−0.38</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LEV</td>
<td>0.83</td>
<td>1.13</td>
<td>0.01</td>
<td>−0.02</td>
<td>0.05</td>
<td>−0.01</td>
<td>0.11</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SALP</td>
<td>12.60</td>
<td>0.99</td>
<td>0.55</td>
<td>−0.08</td>
<td>0.01</td>
<td>−0.11</td>
<td>−0.05</td>
<td>0.06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AGET</td>
<td>3.12</td>
<td>0.83</td>
<td>0.19</td>
<td>−0.26</td>
<td>0.03</td>
<td>−0.19</td>
<td>0.34</td>
<td>0.06</td>
<td>0.10</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECOT</td>
<td>10.06</td>
<td>0.86</td>
<td>0.10</td>
<td>−0.07</td>
<td>−0.13</td>
<td>0.07</td>
<td>−0.25</td>
<td>0.11</td>
<td>0.18</td>
<td>0.16</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GROT</td>
<td>2.23</td>
<td>4.39</td>
<td>−0.01</td>
<td>0.07</td>
<td>0.05</td>
<td>−0.09</td>
<td>0.16</td>
<td>−0.09</td>
<td>−0.08</td>
<td>−0.16</td>
<td>−0.49</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>AGEA</td>
<td>3.59</td>
<td>0.93</td>
<td>0.04</td>
<td>0.00</td>
<td>−0.06</td>
<td>−0.07</td>
<td>0.14</td>
<td>0.05</td>
<td>0.07</td>
<td>0.20</td>
<td>0.04</td>
<td>−0.06</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Note: Correlation coefficients with values larger than |0.15| are significant at 10% level
ents descriptive statistics for all acquisitions, while the middle panel includes only domestic acquisition, and the third panel consists of foreign acquisitions. Unsurprisingly, foreign acquirers have more experience than domestic acquirers. For instance, on average, foreign acquirers are older than domestic acquirers (52.60 vs 48.37 years old). Moreover, foreign acquirers have 63% of subsidiaries located in foreign countries, while for domestic acquirers this figure is 32%, suggesting that foreign acquirers have more international experience.

We also find that 92% of foreign acquirers come from developed countries, while 75% domestic acquirers headquarter in developed countries. On a country level, foreign acquirers’ countries have a higher GDP per capita than domestic acquirers (US$42.06 vs 31.08 thousand). However, domestic acquirers’ countries have higher GDP growth than foreign ones (1.89% vs 1.73%).

The data cover 45 economies, including many OECD economies. Table 7.4 describes the country coverage of our sample, together with the key variables for acquirers and targets, including PERF, FORA, SIZE, among others.

Table 7.3 Descriptive statistics: domestic acquirers versus foreign acquirers

<table>
<thead>
<tr>
<th>Variable</th>
<th>N</th>
<th>Mean</th>
<th>Std. dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>All acquisitions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquirer’s firm age</td>
<td>3152</td>
<td>50.66</td>
<td>40.89</td>
</tr>
<tr>
<td>Acquirer from developed country</td>
<td>3152</td>
<td>0.84</td>
<td>0.36</td>
</tr>
<tr>
<td>Acquirer’s multinationality</td>
<td>3152</td>
<td>0.49</td>
<td>0.28</td>
</tr>
<tr>
<td>Acquirer country’s GDP per capita</td>
<td>3152</td>
<td>37.02</td>
<td>15.79</td>
</tr>
<tr>
<td>Acquirer country’s GDP growth</td>
<td>3152</td>
<td>1.80</td>
<td>3.96</td>
</tr>
<tr>
<td>Survey year</td>
<td>3152</td>
<td>2008.94</td>
<td>2.34</td>
</tr>
<tr>
<td>Domestic acquisitions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquirer’s firm age</td>
<td>1447</td>
<td>48.37</td>
<td>33.83</td>
</tr>
<tr>
<td>Acquirer from developed country</td>
<td>1447</td>
<td>0.75</td>
<td>0.43</td>
</tr>
<tr>
<td>Acquirer’s multinationality</td>
<td>1447</td>
<td>0.32</td>
<td>0.23</td>
</tr>
<tr>
<td>Acquirer country’s GDP per capita</td>
<td>1447</td>
<td>31.08</td>
<td>14.63</td>
</tr>
<tr>
<td>Acquirer country’s GDP growth</td>
<td>1447</td>
<td>1.89</td>
<td>4.59</td>
</tr>
<tr>
<td>Survey year</td>
<td>1447</td>
<td>2009.05</td>
<td>2.31</td>
</tr>
<tr>
<td>Foreign acquisitions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acquirer’s firm age</td>
<td>1705</td>
<td>52.60</td>
<td>45.96</td>
</tr>
<tr>
<td>Acquirer from developed country</td>
<td>1705</td>
<td>0.92</td>
<td>0.27</td>
</tr>
<tr>
<td>Acquirer’s multinationality</td>
<td>1705</td>
<td>0.63</td>
<td>0.24</td>
</tr>
<tr>
<td>Acquirer country’s GDP per capita</td>
<td>1705</td>
<td>42.06</td>
<td>14.96</td>
</tr>
<tr>
<td>Acquirer country’s GDP growth</td>
<td>1705</td>
<td>1.73</td>
<td>3.33</td>
</tr>
<tr>
<td>Survey year</td>
<td>1705</td>
<td>2008.84</td>
<td>2.37</td>
</tr>
</tbody>
</table>

Note: ‘Acquirer’s firm age’ refers to the duration of the existence of an acquirer firm since the date of incorporation. ‘Acquirer from developed country’ refers to dummy equal to 1 (0) if the acquirer locates in developed (developing) country. ‘Acquirer’s multinationality’ refers to the ratio of the acquirer’s number of overseas subsidiaries to total number of subsidiaries. ‘Acquirer country’s GDP per capita’ is in thousand US dollars. ‘Acquirer country’s GDP growth’ is in %
### Table 7.4  Key variables by economy

<table>
<thead>
<tr>
<th>Country</th>
<th>N</th>
<th>PERF</th>
<th>FORA</th>
<th>SIZE</th>
<th>Target</th>
<th>N</th>
<th>RELF</th>
<th>OWN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>3</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Austria</td>
<td>8</td>
<td>0.00</td>
<td>0.67</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Belgium</td>
<td>8</td>
<td>0.00</td>
<td>0.67</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Brazil</td>
<td>14</td>
<td>5.68</td>
<td>0.86</td>
<td>5017</td>
<td>2</td>
<td>1.00</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>Bulgaria</td>
<td>1</td>
<td>0.00</td>
<td>0.51</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Canada</td>
<td>1</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>China</td>
<td>35</td>
<td>5.67</td>
<td>0.50</td>
<td>7998</td>
<td>16</td>
<td>0.37</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>Colombia</td>
<td>4</td>
<td>5.40</td>
<td>1.00</td>
<td>1830</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Czech Republic</td>
<td>4</td>
<td>5.91</td>
<td>0.89</td>
<td>3900</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>7</td>
<td>0.00</td>
<td>0.77</td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Estonia</td>
<td>6</td>
<td>5.46</td>
<td>0.70</td>
<td>1315</td>
<td>6</td>
<td>0.44</td>
<td>0.79</td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>France</td>
<td>9</td>
<td>5.51</td>
<td>1.00</td>
<td>25506</td>
<td>1</td>
<td>0.00</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>41</td>
<td>5.78</td>
<td>0.61</td>
<td>20015</td>
<td>37</td>
<td>0.40</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>24</td>
<td>5.45</td>
<td>0.16</td>
<td>870</td>
<td>16</td>
<td>0.26</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Hong Kong</td>
<td>7</td>
<td>5.73</td>
<td>0.42</td>
<td>10968</td>
<td>7</td>
<td>0.43</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Hungary</td>
<td>1</td>
<td>5.97</td>
<td>0.00</td>
<td>1145</td>
<td>1</td>
<td>0.00</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>7</td>
<td>5.82</td>
<td>0.84</td>
<td>4159</td>
<td>8</td>
<td>0.24</td>
<td>0.95</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>6</td>
<td>5.55</td>
<td>0.70</td>
<td>8391</td>
<td>2</td>
<td>1.00</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Israel</td>
<td>4</td>
<td>5.49</td>
<td>0.44</td>
<td>2602</td>
<td>6</td>
<td>0.30</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>109</td>
<td>5.83</td>
<td>0.02</td>
<td>4610</td>
<td>89</td>
<td>0.25</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Latvia</td>
<td>9</td>
<td>5.39</td>
<td>1.00</td>
<td>428</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Lithuania</td>
<td>20</td>
<td>5.24</td>
<td>0.94</td>
<td>560</td>
<td>3</td>
<td>0.00</td>
<td>0.50</td>
<td></td>
</tr>
<tr>
<td>Luxembourg</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Malaysia</td>
<td>4</td>
<td>5.50</td>
<td>0.10</td>
<td>17389</td>
<td>9</td>
<td>0.34</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7</td>
<td>0.24</td>
<td>0.49</td>
</tr>
<tr>
<td>Norway</td>
<td>3</td>
<td>5.49</td>
<td>0.44</td>
<td>2602</td>
<td>6</td>
<td>0.30</td>
<td>0.43</td>
<td></td>
</tr>
<tr>
<td>Peru</td>
<td>3</td>
<td>5.63</td>
<td>0.67</td>
<td>1355</td>
<td>1</td>
<td>0.00</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td>Philippines</td>
<td>8</td>
<td>5.57</td>
<td>0.19</td>
<td>2001</td>
<td>5</td>
<td>0.17</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>27</td>
<td>5.34</td>
<td>0.58</td>
<td>448</td>
<td>14</td>
<td>0.19</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>Romania</td>
<td>2</td>
<td>5.90</td>
<td>1.00</td>
<td>23660</td>
<td>1</td>
<td>0.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Russia</td>
<td>33</td>
<td>5.34</td>
<td>0.63</td>
<td>2170</td>
<td>12</td>
<td>0.16</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>1</td>
<td>5.63</td>
<td>0.00</td>
<td>3547</td>
<td>6</td>
<td>0.12</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Slovakia</td>
<td>1</td>
<td>6.22</td>
<td>1.00</td>
<td>3821</td>
<td>9</td>
<td>0.34</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>South Africa</td>
<td>3</td>
<td>5.63</td>
<td>0.73</td>
<td>70801</td>
<td>100</td>
<td>0.00</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>South Korea</td>
<td>12</td>
<td>5.36</td>
<td>1.00</td>
<td>402</td>
<td>1</td>
<td>0.00</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>8</td>
<td>5.71</td>
<td>0.38</td>
<td>4325</td>
<td>87</td>
<td>0.20</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>19</td>
<td>5.65</td>
<td>0.80</td>
<td>1000</td>
<td>100</td>
<td>0.00</td>
<td>0.98</td>
<td></td>
</tr>
<tr>
<td>Taiwan</td>
<td>27</td>
<td>5.44</td>
<td>0.23</td>
<td>17668</td>
<td>17</td>
<td>0.32</td>
<td>0.28</td>
<td></td>
</tr>
<tr>
<td>Thailand</td>
<td>3</td>
<td>5.85</td>
<td>0.33</td>
<td>2874</td>
<td>2</td>
<td>0.00</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>12</td>
<td>5.85</td>
<td>0.60</td>
<td>3928</td>
<td>3</td>
<td>0.00</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>UK</td>
<td>200</td>
<td>5.55</td>
<td>0.13</td>
<td>1156</td>
<td>50</td>
<td>0.34</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>US</td>
<td>11</td>
<td>5.71</td>
<td>0.38</td>
<td>4325</td>
<td>87</td>
<td>0.20</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Vietnam</td>
<td>1</td>
<td>6.21</td>
<td>1.00</td>
<td>1000</td>
<td>100</td>
<td>0.00</td>
<td>0.98</td>
<td></td>
</tr>
</tbody>
</table>

Note: N is the number of firms. SIZE is not in logarithm here
Unsurprisingly, most of the acquirers can be found in developed economies. The home economies include Australia, Austria, Belgium, Brazil, Bulgaria, Canada, China, Czech Republic, Denmark, Estonia, Finland, Germany, Greece, Hong Kong, Hungary, India, Indonesia, Ireland, Israel, Japan, Latvia, Lithuania, Luxembourg, Malaysia, Netherlands, Norway, Peru, Philippines, Poland, Russia, Singapore, South Africa, Spain, Sweden, Taiwan, Thailand, Turkey, UK, and US. On the other hand, the majority of targets are in some developed economies and the largest developing economies. The host economies include Brazil, China, Colombia, Czech Republic, Estonia, France, Germany, Greece, Hong Kong, Hungary, India, Indonesia, Israel, Japan, Latvia, Lithuania, Malaysia, Peru, Philippines, Poland, Romania, Russia, Singapore, Slovakia, South Africa, South Korea, Taiwan, Thailand, Turkey, UK, US, and Vietnam.

Regression Results

To examine the role of the acquirer’s country of origin and important characteristics of the acquirer-target linkage on the performance of target firms, conditional on being acquired, we introduce the following equation.

\[
\text{PERF}_{it} = \beta_1 \text{FORA}_{it} + \beta_2 \text{FORA}_{it} \ast Z_{it} + \beta_3 Z_{it} + \lambda X_{it} + \gamma_t + e_{it} \quad (7.1)
\]

where PERF refers to TFP of firm \( i \) in year \( t \). The independent variable FORA measures the acquirer’s country of origin. It equals to 1 if the acquirer comes from a foreign country, and equals to 0 if the acquirer’s headquarters are in the target’s country. \( Z_{it} \) is the key moderating variable, namely acquirer’s industry relatedness with the target RELF and acquirer’s ownership shares of the target OWN. The equations also include control variables \( X_{it} \), including SIZE, LEV, SALP, AGET, AGEA, country fixed effect, industry fixed effects, and parent firm fixed effects. \( \gamma_t \) is the time fixed effects. The key parameter is \( \beta_2 \), which indicates the moderating effect of acquirer-target linkage characteristics. (For completeness, we also present results with only the main effect based on the equation: \( \text{PERF}_{it} = \beta_4 \text{FORA}_{it} + \lambda X_{it} + \gamma_t + e_{it} \)).

Our analysis employs multiple regression models with fixed effects estimators, following prior work (Yang and Singh 2014). The regression models include country, industry, parent firm, and time fixed effects. Table 7.5 shows our main estimates. There are 3152 observations in the final sample. The Adj R-squared is about 0.91. The F statistics are significant across all models.
Model 1 presents results with control variables only. As can be seen, the controls have the expected size and sign. For instance, the number of employees (SIZE) has significant positive signs, indicating larger firms have better business performance. However, financial leverage (LEV) has a negative coefficient, suggesting that a high level of debt to equity ratio is detrimental to firm performance. Moreover, these signs are mostly unchanged across different specifications in Models 2–4, when the main effect and moderating effects are included.
As expected, we document a significant positive relation between acquirer's country of origin (foreign/domestic dummy) and target firm performance, as Model 2 shows that FORA has a positive coefficient 0.2013, significant at 5% level. This may be because the performance enhancement brought by the acquisitions is larger when the acquisitions are conducted by foreign acquirers rather than domestic acquirers, when controlling for a full set of fixed effects, the difference in target's firm size, financial leverage, sales per worker, and age.

Importantly, when we include the moderating variables, we find from Model 3 that the interaction term between FORA and RELF is positively significant at 1% level, suggesting that the acquirer's industry relatedness with the target (RELF) positively moderates the relationship between acquirer's country of origin and target firm performance. The positive effect of a foreign acquirer's country of origin is strengthened when the acquirer's industry is related to the target's industry (i.e. sharing the same four-digit NACE Rev.2 industry code). Synergies could be derived from resource similarity between two products. When the acquirer and the target operate in the same industry (at the four-digit level), the target benefits from sharing common resources and skills with the acquirer, thus enhancing the target's performance. This suggests the imperative of the industry linkage characteristic in the target firm's performance.

Finally, in Model 4, we find that the interaction term between FORA and OWN has a positive coefficient, significant at 1% level, suggesting that the acquirer's ownership of targets (OWN) positively moderates the foreign acquisition-performance relationship. Relative to the domestic acquirer, the positive effect of a foreign acquirer's country of origin is stronger when the acquirer owns more ownership shares of the target. The reason might be that owning more ownership over the target ensures the acquirer has high control of the target, which helps to reduce the conflict in the joint venture and facilitate the knowledge transfer from the foreign acquirer to the target. This shows the importance of the ownership linkage characteristic in the target firm's performance.

From these results, we conclude that the relation between an acquirer's country of origin and target firm performance appears to be positive. When considering the moderating effects, we find that the acquirer's industry relatedness with the target and its ownership shares of the target positively moderate the foreign acquisition-performance relationship.
Robustness

To check the robustness of our previous results, we conduct several robustness tests. First, we consider alternative measures of our moderating variables, which are reported in Table 7.6. We include an alternative measure of acquirer’s industry relatedness with target (RELT), which is equal to 1 if the acquirer shares the same first three-digit NACE Rev.2 industry code from the target, and equal to 0 if the acquirer has a different first three-digit code with the target. We find from Model 3 that the interaction term (FORA*RELT) between an acquirer’s country of origin and an acquirer’s industry relatedness (at the three-digit level)

### Table 7.6  Country of origin and performance: additional robustness checks

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>FORA</td>
<td>0.2013**</td>
<td>0.1182</td>
<td>0.1492*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.082)</td>
<td>(0.078)</td>
<td>(0.088)</td>
<td></td>
</tr>
<tr>
<td>FORA*RELT</td>
<td>0.2056***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RELT</td>
<td>−0.1106***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FORA*MAJO</td>
<td>0.3029***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.061)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAJO</td>
<td>−0.1151***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.030)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SIZE</td>
<td>0.1954***</td>
<td>0.1978***</td>
<td>0.1935***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.008)</td>
<td>(0.008)</td>
<td>(0.009)</td>
<td></td>
</tr>
<tr>
<td>LEV</td>
<td>−0.0427***</td>
<td>−0.0419***</td>
<td>−0.0421***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td></td>
</tr>
<tr>
<td>SALP</td>
<td>0.4115***</td>
<td>0.4133***</td>
<td>0.4109***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.012)</td>
<td>(0.012)</td>
<td>(0.012)</td>
<td></td>
</tr>
<tr>
<td>AGET</td>
<td>−0.0228</td>
<td>−0.0226</td>
<td>−0.0165</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.019)</td>
<td>(0.019)</td>
<td>(0.018)</td>
<td></td>
</tr>
<tr>
<td>ECOT</td>
<td>−0.0169</td>
<td>−0.0222</td>
<td>−0.0199</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.023)</td>
<td>(0.024)</td>
<td>(0.024)</td>
<td></td>
</tr>
<tr>
<td>GROT</td>
<td>0.0004</td>
<td>0.0005</td>
<td>0.0005</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td></td>
</tr>
<tr>
<td>AGEA</td>
<td>0.0573**</td>
<td>0.0581**</td>
<td>0.0585**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.027)</td>
<td>(0.027)</td>
<td></td>
</tr>
<tr>
<td>Affiliate Country FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Affiliate Sector FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Parent FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Adj R-squared</td>
<td>0.911</td>
<td>0.911</td>
<td>0.912</td>
<td></td>
</tr>
<tr>
<td>No. observation</td>
<td>3152</td>
<td>3152</td>
<td>3152</td>
<td></td>
</tr>
<tr>
<td>F statistics</td>
<td>196.157</td>
<td>190.976</td>
<td>187.125</td>
<td></td>
</tr>
</tbody>
</table>

Note: Dependent variable is target firm’s TFP. All models control for affiliate country, affiliate sector, time, and parent fixed effects. Values in the parentheses are robust standard errors. Significance levels: **0.05; ***0.01
is significantly positive. We also include an alternative measure of acquirer’s ownership of the target (MAJO), which is equal to 1 if the acquirer owns majority ownership of the target, and equal to 0 if it owns minority ownership of the target. Model 4 shows that the interaction term (FORA*MAJO) is significantly positive. Our results of moderating effects are robust when we use the first three-digit instead of four-digit code in calculating industry relatedness, and when we use a majority owned binary variable rather than continuous ownership shares. The results of these robustness tests are consistent with the moderating effects presented in the main results in Table 7.5.

<table>
<thead>
<tr>
<th>Table 7.7 Country of origin and performance: acquirers from manufacturing sectors</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
<td>Model 3</td>
<td>Model 4</td>
</tr>
<tr>
<td>FORA</td>
<td>0.3477*** (0.080)</td>
<td>0.2214*** (0.068)</td>
<td>0.1887** (0.080)</td>
<td>0.7193*** (0.224)</td>
</tr>
<tr>
<td>FORA*RELF</td>
<td>0.4752*** (0.099)</td>
<td>0.4752*** (0.099)</td>
<td>0.4752*** (0.099)</td>
<td>0.4752*** (0.099)</td>
</tr>
<tr>
<td>RELF</td>
<td>−0.0863*** (0.028)</td>
<td>−0.0863*** (0.028)</td>
<td>−0.0863*** (0.028)</td>
<td>−0.0863*** (0.028)</td>
</tr>
<tr>
<td>FORA*OWN</td>
<td>0.7193*** (0.224)</td>
<td>0.7193*** (0.224)</td>
<td>0.7193*** (0.224)</td>
<td>0.7193*** (0.224)</td>
</tr>
<tr>
<td>OWN</td>
<td>−0.1869*** (0.057)</td>
<td>−0.1869*** (0.057)</td>
<td>−0.1869*** (0.057)</td>
<td>−0.1869*** (0.057)</td>
</tr>
<tr>
<td>SIZE</td>
<td>0.2091*** (0.010)</td>
<td>0.2114*** (0.010)</td>
<td>0.1909*** (0.012)</td>
<td>0.2282*** (0.011)</td>
</tr>
<tr>
<td>LEV</td>
<td>−0.0382*** (0.006)</td>
<td>−0.0368*** (0.005)</td>
<td>−0.0384*** (0.005)</td>
<td>−0.0367*** (0.005)</td>
</tr>
<tr>
<td>SALP</td>
<td>0.4164*** (0.017)</td>
<td>0.4216*** (0.017)</td>
<td>0.4167*** (0.018)</td>
<td>0.4317*** (0.017)</td>
</tr>
<tr>
<td>AGET</td>
<td>−0.0377 (0.030)</td>
<td>−0.0403 (0.031)</td>
<td>−0.0467 (0.030)</td>
<td>−0.0075 (0.032)</td>
</tr>
<tr>
<td>ECOT</td>
<td>−0.0216 (0.030)</td>
<td>−0.0286 (0.031)</td>
<td>−0.0217 (0.030)</td>
<td>−0.0398 (0.031)</td>
</tr>
<tr>
<td>GROT</td>
<td>0.0022 (0.002)</td>
<td>0.0022 (0.002)</td>
<td>0.0023 (0.001)</td>
<td>0.0021 (0.001)</td>
</tr>
<tr>
<td>AGEA</td>
<td>0.1460** (0.061)</td>
<td>0.1502** (0.061)</td>
<td>0.1478** (0.061)</td>
<td>0.1484** (0.061)</td>
</tr>
<tr>
<td>Affiliate Country FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Affiliate Sector FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Year FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Parent FE</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Adj R-squared</td>
<td>0.923</td>
<td>0.924</td>
<td>0.926</td>
<td>0.925</td>
</tr>
<tr>
<td>No. observation</td>
<td>1719</td>
<td>1719</td>
<td>1719</td>
<td>1719</td>
</tr>
<tr>
<td>F statistics</td>
<td>80.726</td>
<td>93.440</td>
<td>99.462</td>
<td>103.223</td>
</tr>
</tbody>
</table>

Note: Dependent variable is target firm’s TFP. All models control for affiliate country, affiliate sector, time, and parent fixed effects. Values in the parentheses are robust standard errors. Significance levels: **0.05; ***0.01
Next, we check different specifications. We re-estimate using a different sub-sample, particularly considering characteristics of these acquirers such as acquirer’s industry context (Berry and Kaul 2016). Table 7.7 shows the results for a sub-sample, that is, acquirer firms from manufacturing sectors. The results in all models reaffirm that target firms obtain a larger performance gain when the acquirer comes from a foreign economy, and that acquirer’s industry relatedness with the target and ownership of targets positively moderate this relationship, although the significance levels vary across an acquirer’s industry context.

**Discussion and Conclusions**

The extant literature typically does not distinguish between foreign and domestic acquisition, and generally focus on either the acquirer firms’ or the combined firms’ performance. Little is known about target firms’ performance. For those few papers that study the performance of the target firm, the empirical results are mixed. These conflicting results are in part due to the ignorance of some potentially important moderating variables such as the characteristics of the acquirer-target industry linkage and ownership linkage. Moreover, the existing studies mainly rely on data from particular home countries. We aim to fill these gaps and look at the post-acquisition performance of target firms by drawing an acquisition data set that covers many countries.

In this chapter, we have examined a multi-country sample of 3152 unique target-acquirer-firm observations from 45 economies for the period 2004–13. Our central finding is that the target firm’s additional performance gain from foreign acquisition is strengthened when the acquirer has a stronger industry linkage and ownership linkage with the target. In other words, our analysis shows that the effect of a foreign acquisition premium is stronger when the acquirer is located in the same industry as the target, and when the acquirer owns a high level of ownership of the target.

The success of the target firm depends on the characteristic of acquirer-target industry linkage, particularly considering acquirer’s industry relatedness with the target. The promising strategy in foreign acquisition is a focus strategy (acquiring the target in the same industry), since it contributes to a higher performance gain for the target firms. We argue that the foreign acquirer’s transfer of knowledge-based FSA—which benefits the target firm’s performance—is stronger when they are located in the same industry (e.g. at the four-digit NACE Rev.2 code). This may be because the benefits of indus-
try relatedness tend to be magnified when the acquisition is conducted by a foreign acquirer instead of a domestic acquirer. These benefits include the target firm’s access to the essential resources and capabilities possessed by the acquirer firm. The foreign acquirer tends to own stronger firm-specific advantage in order to compete in the international market, compared with a domestic acquirer. The target firm benefits more from exploiting resource similarity through the merging firms’ joint utilisation of tangible (e.g. production facility and distribution centre) and intangible assets (e.g. know-how, trademark, and R&D products) (Panzar and Willig 1981; Rumelt 1982; Palich et al. 2000).

The target firm’s success is also determined by the characteristic of the acquirer-target ownership linkage. The favourable strategy in foreign acquisition would be a high-level ownership strategy as it contributes to more performance gain for the target. We argue that the high ownership mode is associated with a greater transfer of a knowledge-based firm-specific advantage, contributing to the better performance of the target firm acquired by a foreign acquirer. The reason may be that the benefits of high ownership shares are magnified in foreign acquisitions rather than in domestic acquisitions. For instance, when the target is majority owned, the foreign acquirer may view it as an imperative knowledge channel for exploiting the MNE’s intangible assets in overseas markets (Driffield et al. 2016), transferring more knowledge to this target (Liu et al. 2017). The greater ownership control, as reflected in the better coordination mechanism and greater power in appointing key managers, facilitates the intra-firm transaction between acquirer and target (Gaur et al. 2007). The foreign acquirer is willing to transfer more due to a lower fear of technology leakage. However, a domestic acquirer has local knowledge and relies less on ownership strategy to protect the technology (Desai et al. 2004). Therefore, target firm performance is less sensitive to the domestic acquirer’s ownership strategy.

There are some limitations in this chapter. First, our estimates do not rule out some form of reverse causality. For instance, perhaps better-performing targets are identified and acquired by the acquirers. Second, knowledge seeking and knowledge exploiting acquisitions contribute to the rather different performance outcomes of the target firms. The identification of motivation relies on the interpretation of data. We do not know the actual motivations behind the acquisitions. One possible way of discovering these is to do a survey among managers who make decisions to conduct acquisitions. We leave these topics for future research.
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Human Rights Reporting of BRIC and Non-BRIC MNEs: An Exploratory Comparative Analysis

Stefan Zagelmeyer

Introduction

The United Nations Guiding Principles for Business and Human Rights (UNGPs), endorsed by the UN Human Rights Council in 2011, create a form of multilevel and polycentric governance system by establishing a set of global standards for business and human rights that cover companies in all UN member states. The first pillar of the UNGPs confirms the role of the state as primary duty bearer to protect human rights and its responsibility to prevent, investigate, punish and redress human rights abuses by companies. The second pillar includes the expectation that companies explicitly express their commitment to human rights by declaring their policy commitment to respect human rights, by conducting human rights due diligence and by establishing policies to remedy adverse human rights impacts of their business activities. The third pillar requires the state and companies to provide victims of human rights abuses with access to effective remedy (OHCHR 2011; Ruggie 2013).

This development in the field of business and human rights has triggered a substantive shift in the outlook on corporate social responsibility (CSR) within multinational enterprises (MNEs). Furthermore, it has encouraged corporate human rights reporting (Mehra and Blackwell 2016; Methven O’Brien and Dhanarajan 2016). However, while academic research is increasingly addressing the issues of whether and how MNEs report on compliance...
issues within their supply chains (Giuliani and Macchi 2014), the focus has largely been on MNEs from the Global North (Preuss and Brown 2012). Recent work on MNEs from the Global South, particularly the phenomenon of ‘rising power’ firms based in BRIC countries, has not only highlighted the growing importance and economic dynamism that is attributed to firms from Brazil, Russia, India and China (BRIC) countries but also raised questions in relations to labour standards and human rights compliance (Sinkovics et al. 2014a, b, 2015).

This chapter looks at the issue of international business and human rights through the lens of non-financial, corporate reporting practices in order to better understand the similarities and divergences of human rights reporting across countries and between MNEs from BRIC and non-BRIC economies. Drawing on 240 randomly-selected MNEs from each of the four BRIC and four advanced (non-BRIC) economies, it analyses 691 company documents, including annual reports, CSR reports, sustainability reports, codes of conduct and human rights reports.

The next section introduces the research methods, including the research objectives, the sampling process, the data collection process and the development of the human rights reporting intensity score. The subsequent section reports on the empirical analysis. It first describes the corporate reporting channels of the 240 MNEs, then moves on to analyse the reporting channels with respect to communicating human rights-related information, and finally presents the findings with respect to the human rights reporting intensity scores. The last section of the chapter discusses the findings and proposes directions for future research.

**Research Methods**

**Research Background and Research Objectives**

The research interest behind this project is to explore and analyse the extent to which MNEs engage in publishing human rights-related information, focusing, among other things, on the differences between companies based in BRIC and non-BRIC countries.

Our research interest was inspired by previous work on corporate human rights reporting by Preuss and Brown (2012), who analysed publicly available information on companies included in the Financial Times Stock Exchange 100 Index (FTSE 100) in order to establish the degree of adoption of human
rights policies and to identify emerging patterns of company-level engagement with human rights. Although a significant proportion of the FTSE 100 companies are based outside the United Kingdom, Preuss and Brown (2012) call for further comparative cross-country analysis as one of several potentially fruitful avenues for future research.

**Sampling Process**

In order to identify suitable companies for comparative analysis, we decided to draw on the Forbes Global 2000 list for 2013. The Forbes Global 2000 is published by the US-based business magazine *Forbes* on an annual basis and includes the 2000 largest public companies of the world, considering market value, sales, profits and assets (Murphy 2015). A random sample of ten companies was selected from the Forbes Global 2000 list for 2013 and included in the search for company-level documents, including annual reports, CSR reports, sustainability reports, environmental reports and human rights reports. For seven of these 10 companies, we were able to retrieve human rights reports. This stage of the project involved exploratory qualitative analysis of the content of the reports, using computer-assisted qualitative data analysis software (Sinkovics and Alfoldi 2012). As a result, it was decided to quantify the human rights-related information to be able to later engage in the quantitative comparative analysis of the relationship between human rights reporting and corporate behaviour and performance.

The data collection process involved several stages. In order to link the analysis to the debates on emerging market MNEs (Ramamurti and Singh 2009; Sinkovics et al. 2014b) and to analyse the differences between emerging market MNEs and MNEs from developed economies, the number of countries covered by the project was limited to four BRIC countries and four non-BRIC countries (France, Germany, the United Kingdom and the United States).

In order to achieve appropriate cell sizes for bivariate and multivariate analysis, thirty companies were selected for each of the eight countries. In order to (1) be able to conduct a comparative cross-country analysis and (2) to improve the generalisability of the findings, the sampling strategy included a random component. The process was as follows: random numbers were assigned to the 1098 companies from the eight target countries, and then the first thirty of each country (random numbers in decreasing order)
were selected to be included in the sample. This ultimately led to a sample of 30 MNEs for each of the eight countries, and a total of 240 companies in the dataset (Table 8.1).

**Data Collection and Analysis**

The data collection process then involved searching for different types of publicly available documentation for the year 2013. The search was conducted in 2014 by a research team and targeted the following stand-alone documents, published in English:

1. annual reports (excluding 10-K statements);
2. CSR reports;
3. sustainability reports;
4. codes of conduct/ethics; and
5. human rights reports.

It soon emerged that only 7 out of the 240 companies in the sample had published an explicit human rights report as a stand-alone document. As a consequence, we broadened our search strategy to also include human rights statements publicly available on the companies’ webpages. The respective webpages were printed as PDF files and added to the data archive, documenting the accession date and the HTTP address. This broadening of the search strategy increased the number of companies for which human rights reports or statements were available from 7 to 59.

<table>
<thead>
<tr>
<th></th>
<th>Forbes dataset (n)</th>
<th>Forbes dataset (%)</th>
<th>Sample (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>31</td>
<td>1.6</td>
<td>30</td>
</tr>
<tr>
<td>China</td>
<td>136</td>
<td>6.8</td>
<td>30</td>
</tr>
<tr>
<td>India</td>
<td>56</td>
<td>2.8</td>
<td>30</td>
</tr>
<tr>
<td>Russia</td>
<td>30</td>
<td>1.5</td>
<td>30</td>
</tr>
<tr>
<td>SUM</td>
<td>299</td>
<td></td>
<td>120</td>
</tr>
<tr>
<td>France</td>
<td>64</td>
<td>3.2</td>
<td>30</td>
</tr>
<tr>
<td>Germany</td>
<td>50</td>
<td>2.5</td>
<td>30</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>95</td>
<td>4.8</td>
<td>30</td>
</tr>
<tr>
<td>United States</td>
<td>542</td>
<td>27.1</td>
<td>30</td>
</tr>
<tr>
<td>SUM</td>
<td>799</td>
<td></td>
<td>120</td>
</tr>
</tbody>
</table>

Key: \( n \) number of companies
All 691 retrieved documents were then checked by the author of this chapter for relevance and quality. This process was linked to a second round of data collection.

**Measuring the Intensity of Corporate Human Rights Reporting**

The qualitative analysis reported above yielded a considerable diversity of corporate disclosure in terms of coverage of human rights issues, reporting channels and content of the available material. In order to measure the extent to which a company is reporting on its human rights-related philosophy and/or policies and practices, and to be able to compare the findings across companies, countries or groups of companies and countries, a scoring system was developed and applied to all 691 documents. This scoring system involves the following elements.

The first stage included a systematic content search of all available documents for the term ‘human right’ in order to identify the document sections with information related to human rights. At this stage, we encountered two problems. First, it emerged that US-based companies frequently use the term ‘civil right’ instead of ‘human right’. As a consequence, all documents were searched for the keyword ‘civil right’. However, all companies from the other seven countries referred to human rights. Second, a number of documents from Chinese MNEs included the standard forms of the Global Reporting Initiative (GRI)—which include the keywords ‘human right’—in the appendix without providing information in the respective report sections.

The second stage involved the analysis of the documents by a researcher. Each available document was given a score based on the following scheme:

- (−): No report available;
- (0): report available, but ‘human rights’ not mentioned in the report;
- (1): ‘human rights’ mentioned, but used without providing further information or context (e.g. in lists of policies/concepts OR in the appendix of the document, for example, in relation to the GRI or the United Nations Global Compact);
- (2): one or two short paragraphs on ‘human rights’ in the report, indicating that the concept of ‘human rights’ is linked to content and substance with respect to management policies and practices;
- (3): ‘human rights’ are mentioned in one or two sections of the report, and over several paragraphs; and
In order to ensure the quality of the scoring process, all members of the research team analysed the same subsample of documents for ten companies. Reliability coefficients were calculated (Campbell et al. 2013; Krippendorff 2011) and discussed in order to converge on a similar scoring behaviour and to increase the degree of inter-rater reliability.

After allocating a score to each document, aggregate scores were calculated for each company by adding the individual scores of all documents published by the respective company. The possible range of values for the aggregate score ranges from a minimum value of 0 to a maximum value of 20, which would imply a maximum score of four on all five documents.

As the human rights reporting scores measure the intensity of human rights reporting of each of the five potential reporting channels separately—that is, annual report, CSR report, sustainability report, code of conduct/ethics and human rights report or statement—and on aggregate as a sum score of all available documents, a maximum of five individual reporting scores and one aggregate reporting score are available for analysing the human rights reporting intensity for each of the 240 companies. In the following sections, the individual and aggregate scores will be used to compute country-level scores as well as average scores for companies based in particular countries or groups of countries (i.e. BRIC vs non-BRIC). While the next section will introduce findings of this analysis, the table with the summary statistics (mean value, minimum value, maximum value and standard deviation) is included in the appendix.

Empirical Analysis

The following sections will describe and discuss the empirical observations and findings on the extent to which companies were using different reporting channels for disseminating information on their human rights philosophy, policies and practices. The subsequent section will introduce and discuss the human rights reporting scores for companies based in the different countries and country groupings (BRIC and non-BRIC).

At this stage, it should be noted that the structure of the presentation of the descriptive findings as well as the analysis and discussion will be organised according to the following sequence of steps. The first step will involve the
presentation of information for different reporting channels. The second will distinguish between country groupings, for example, BRIC and non-BRIC countries. The third will look at aggregate information for each country. Finally, in the fourth step we will take a comparative cross-country perspective on particular types of reports.

Corporate Reporting Channels

The following section reports on the extent to which MNEs based in the eight countries covered by the project use specific channels for corporate reporting. It will provide aggregate information for all MNEs combined, as well as separately for MNEs from BRIC and non-BRIC countries.

Table 8.2 displays information on the total number of reports collected for each of the eight countries and each of the five reporting channels. In

<table>
<thead>
<tr>
<th>Country</th>
<th>AR</th>
<th>CSR</th>
<th>SUS</th>
<th>CoC</th>
<th>HR</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>30</td>
<td>15</td>
<td>18</td>
<td>19</td>
<td>8</td>
<td>90</td>
</tr>
<tr>
<td>China</td>
<td>26</td>
<td>15</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>48</td>
</tr>
<tr>
<td>India</td>
<td>30</td>
<td>19</td>
<td>16</td>
<td>21</td>
<td>0</td>
<td>86</td>
</tr>
<tr>
<td>Russia</td>
<td>30</td>
<td>21</td>
<td>12</td>
<td>18</td>
<td>6</td>
<td>87</td>
</tr>
<tr>
<td>France</td>
<td>30</td>
<td>24</td>
<td>12</td>
<td>16</td>
<td>13</td>
<td>95</td>
</tr>
<tr>
<td>Germany</td>
<td>30</td>
<td>18</td>
<td>16</td>
<td>24</td>
<td>12</td>
<td>100</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>30</td>
<td>22</td>
<td>11</td>
<td>20</td>
<td>13</td>
<td>96</td>
</tr>
<tr>
<td>United States</td>
<td>30</td>
<td>13</td>
<td>10</td>
<td>29</td>
<td>7</td>
<td>89</td>
</tr>
<tr>
<td>All MNEs</td>
<td>236</td>
<td>147</td>
<td>99</td>
<td>150</td>
<td>59</td>
<td>691</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Average no. per country</th>
<th>BRIC MNEs</th>
<th>Non-BRIC MNEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>29.5</td>
<td>116</td>
<td>120</td>
</tr>
<tr>
<td>Percentage</td>
<td>18.4</td>
<td>114</td>
<td>71</td>
</tr>
</tbody>
</table>

Key: AR annual report, CSR CSR report/statement, SUS sustainability report/statement, CoC code of conduct/ethics, HR human rights report/statement, n number of documents, BRIC Brazil, Russia, India and China
addition, the table shows the respective percentages of companies using by a particular reporting channel for each category. In total, the analysis covers 691 documents published by 240 companies. Almost all companies publish annual reports in English and make these annual reports available online, with the one notable exception of MNEs from China, whose annual reports may not be published online and are not always available in English.

When looking at overall reporting structures for MNEs from all countries, annual reports are the most frequently used reporting channel (98%), followed by codes of conduct (63%), CSR reports (61%), sustainability reports (41%) and human rights reports and statements (25%). This observation holds true for the group of non-BRIC MNEs, while CSR reports and codes of conduct swap position for the BRIC MNEs. Table 8.2 also indicates that the sample of MNEs from BRIC countries has—on average—a smaller total number of reports. The incidence of human rights reports/statements is far lower for BRIC MNEs (12%) compared to MNEs from non-BRIC countries (38%).

Looking at country-level information, in Brazil sustainability reports (60% of all companies) are more popular than CSR reports (50%), while coverage by human rights reports or statements is highest compared to other BRIC countries (27%). MNEs from China mainly use annual reports (87%) and CSR reports (50%), while the proportion of companies with sustainability reports (13%) and codes of conduct (10%) is relatively low. Similar to companies from India, none of the companies from China had published a separate human rights report or statement. For companies from Russia and France, CSR reports are the most important form of non-financial reporting. Germany and the United States stand out with respect to a relatively high proportion of companies publishing codes of conduct. Non-financial reporting in the United Kingdom stands out in terms of a relatively low proportion of companies covered by sustainability reports (37%), and a high proportion of companies having a human rights report or statement (43%). Ninety-seven percent of the companies based in the United States have a code of conduct, but only one out of three companies published a sustainability report.

Comparing non-financial reporting channels across countries, France is leading with respect to CSR reports (80% of companies) and together with the United Kingdom (43%) is leading the league table for human rights reports or statements. Sustainability reports are most popular in Brazil (60%), while almost all US-based (97%) companies have a code of conduct. In terms of the total number of reports, German companies published a hundred reports, while companies based in China published 48 reports.
With respect to CSR reports, coverage ranges from 50% of Chinese companies to 83% of French companies. The respective figures for sustainability reports are 13% for Chinese companies and 60% for Brazilian companies. While 97% of US companies publish a code of ethics/code of conduct online, the respective figure for Chinese companies is 10%. In terms of human rights reports or statements, France has the largest number and proportion of companies using this reporting channel (43%), while MNEs based in China or India did not publish human rights reports or statements.

**The Corporate Reporting on Human Rights Philosophy, Policies and Practices**

While the previous section provided an overview of corporate disclosure and reporting channels, this section will establish the link between corporate disclosure and reporting on human rights philosophies, policies and/or practices. The first part will focus on the incidence of human rights reporting, that is, whether or not companies use the different potential reporting channels for reporting on human rights philosophy, policies and practices. The second part will focus on the intensity of human rights reporting, using the human rights reporting intensity score introduced above.

Table 8.3 provides information on the extent to which companies in the different countries make use of different reporting channels (i.e. annual report, CSR report, sustainability report, code of conduct, and/or human rights report or statement) to communicate human rights-related information. In order to identify relevant cases, each of the 691 documents was checked to ascertain whether or not it includes a reference to human rights philosophy, policies and/or practices.

For each country sample of 30 companies, columns 2–6 in Table 8.3 provide information on (i) the total number reports that include a reference to human rights policies, and (ii) the percentage of companies in that country (out of 30) or country group (BRIC and non-BRIC countries, out of 120) using the respective reporting channel for communicating human rights-related information. In addition, Table 8.3 includes aggregate information on MNEs from BRIC and non-BRIC countries, and for the entire sample of all 240 MNEs.

When looking at the overall picture of reporting channels used by the 240 companies from eight countries, annual reports are the most frequently used reporting channel (97 companies, or 40%), followed by sustainability reports (78, or 33%), CSR reports (70, or 29%), codes of conduct (69, or 29%) and
human rights reports or statements (59, or 25%). For the group of non-BRIC MNEs, annual reports are most frequently used (59 companies, or 49%), sustainability reports are least frequently used (36, or 30%), and coverage is around 40% for the remaining three reporting channels. In contrast to this, BRIC MNEs most frequently use the sustainability reports (42, or 35%). In general, with the exception of the sustainability reports, all other reporting channels are more frequently used by non-BRIC MNEs compared to BRIC MNEs.

Looking at country-level information, in Brazil, India, France, Germany and the United Kingdom, annual reports are the most frequently used reporting channel for disseminating human rights-related information. MNEs based in China prefer CSR and sustainability reports. For US-based MNEs, the codes of conduct/ethics represent the reporting channel most frequently used to refer to human rights issues.
While Table 8.2 provides information on whether companies use a particular reporting channel, Table 8.3 provides information on whether companies use a particular reporting channel for communicating human rights-related information. However, neither table provides information on the quality or quantity of the human rights-related information. In order to measure the intensity of human rights reporting, we analysed the content of the available documents and applied the scoring scheme described above.

Table 8.4 presents the results of the qualitative content analysis and the scoring process. Columns 2–6 show the average scores for the different reporting channels, considering the documents available in each category only. For example, the number of 1.8 for Brazil in column 4 (sustainability reports) means that all available sustainability reports published by Brazilian MNEs score on average 1.8, on a scale ranging from 0 (lowest level of intensity) to 4 (highest level of intensity). It is important to note that this average score is calculated on the basis of (and in relation to) the published reports for a particular category. Thus, the indicator measures the human rights reporting intensity in relation to existing documents.

Column 7 (Av doc) displays the average score for all available documents for a particular country or groups of countries. This score reflects the average intensity of human rights reporting for all available documents published by MNEs based in that country or group of countries. While column 7 uses available documents as a base for calculating the average score, column 8 (Av MNE)

<table>
<thead>
<tr>
<th>Average scores</th>
<th>AR</th>
<th>CSR</th>
<th>SUS</th>
<th>CoC</th>
<th>HR</th>
<th>Av doc</th>
<th>Av MNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>1.1</td>
<td>0.5</td>
<td>1.8</td>
<td>0.7</td>
<td>1.8</td>
<td>1.1</td>
<td>3.4</td>
</tr>
<tr>
<td>China</td>
<td>0.0</td>
<td>0.3</td>
<td>1.8</td>
<td>0.3</td>
<td>–</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>India</td>
<td>0.8</td>
<td>0.3</td>
<td>2.1</td>
<td>0.3</td>
<td>–</td>
<td>0.8</td>
<td>2.4</td>
</tr>
<tr>
<td>Russia</td>
<td>0.2</td>
<td>0.8</td>
<td>1.3</td>
<td>0.5</td>
<td>1.7</td>
<td>0.7</td>
<td>1.9</td>
</tr>
<tr>
<td>France</td>
<td>1.4</td>
<td>2.0</td>
<td>1.1</td>
<td>1.6</td>
<td>2.0</td>
<td>1.6</td>
<td>5.1</td>
</tr>
<tr>
<td>Germany</td>
<td>0.8</td>
<td>1.7</td>
<td>2.1</td>
<td>1.0</td>
<td>2.2</td>
<td>1.4</td>
<td>4.5</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.3</td>
<td>1.0</td>
<td>1.6</td>
<td>1.0</td>
<td>2.5</td>
<td>1.4</td>
<td>4.4</td>
</tr>
<tr>
<td>United States</td>
<td>0.2</td>
<td>1.5</td>
<td>1.0</td>
<td>0.7</td>
<td>2.6</td>
<td>0.8</td>
<td>2.4</td>
</tr>
<tr>
<td>All MNEs</td>
<td>0.7</td>
<td>1.0</td>
<td>1.6</td>
<td>0.8</td>
<td>2.1</td>
<td>1.0</td>
<td>3.1</td>
</tr>
<tr>
<td>BRIC MNEs</td>
<td>0.6</td>
<td>0.5</td>
<td>1.8</td>
<td>0.5</td>
<td>1.7</td>
<td>0.7</td>
<td>1.7</td>
</tr>
<tr>
<td>Non-BRIC MNEs</td>
<td>0.9</td>
<td>1.6</td>
<td>1.5</td>
<td>1.0</td>
<td>2.3</td>
<td>1.3</td>
<td>4.1</td>
</tr>
</tbody>
</table>

Key: AR annual report, CSR CSR report/statement, SUS sustainability report / statement, CoC code of conduct/ethics, HR human rights report/statement, Av doc average of the scores of existing documents for all five reporting channels, Av MNE average of the individual company scores
uses all thirty companies as a base for calculating the average human rights reporting intensity score.

As far as the averages across all available documents are concerned, the intensity of human rights reporting is highest in human rights reports and statements (2.1), followed by sustainability reports (1.6), CSR reports (1.0), codes of conduct (0.8) and annual reports (0.7). This overall pattern holds true for non-BRIC MNEs. For BRIC MNEs, the score is highest for sustainability reports (1.8), followed by human rights reports (1.7), annual reports (0.6), CSR reports (0.5) and codes of conduct (0.5).

Comparing the results for reporting channels between countries, annual reports published by French MNEs score highest (1.4), closely followed by annual reports published by UK-based MNEs (1.3). French MNEs also lead the league table for CSR reports (2.0) and for codes of conduct (1.6). For human rights reports and statements, the reporting intensity score is highest for reports published by US-based MNEs (2.6), closely followed by UK-based MNEs (2.5). Reports published by Chinese MNEs score lowest with respect to annual reports (0.0), CSR reports (0.3) and codes of conduct (0.3), while human rights are more frequently referred to in sustainability reports (1.8). In Indian and German MNEs, the human rights reporting intensity score is highest for sustainability reports (2.1).

Column 7 in Table 8.4 (Av doc) displays the average score of the manual coding process considering all available publications per country. Reports published by French multinationals lead the list (1.6), followed by reports from German and British MNEs (1.4), Brazilian MNEs (1.1), Indian and American MNEs (0.8), Russian MNEs (0.7) and Chinese MNEs (0.3). Last but not least, column 8 (Av MNE) provides information on the human rights reporting intensity of companies between countries. On average, French MNEs score highest (5.1), followed by German MNEs (4.5), British MNEs (4.4), Brazilian MNEs (3.4), Indian and American MNEs (2.4), Russian MNEs (1.9) and Chinese MNEs (0.5). For both types of aggregate average scores in columns 7 and 8, MNEs from non-BRIC countries have higher scores than MNEs from BRIC countries.

**Discussion and Future Research Directions**

The overall research objective of this chapter was to explore the extent to which MNEs engage in reporting on human rights philosophy, policies and practices, with a specific focus on cross-country variation. Although rather
descriptive in terms of empirical analysis, there are a couple of interesting issues and findings emerging from our research.

To start with, even though not directly and explicitly related to human rights reporting, the chapter identifies a considerable amount of variation with respect to financial and non-financial/social reporting channels being used across companies as well as across and within countries and country groupings. While the financial and non-financial reporting literature is currently discussing the phenomenon of integrated reporting (de Villiers et al. 2014; Vaz et al. 2016), the issue of multi-channel reporting deserves further investigation and analysis. Especially with respect to non-financial/social reporting, it would be interesting to see future research on the preferences for and drivers of different configurations of reporting channels. Why do some companies prefer CSR reports to sustainability reports, or vice versa? Why do companies have both, and in addition include non-financial information in their annual reports? Are different types of reports or reporting channels substitutes, or do they complement each other? Furthermore, what are the drivers of the publication cycles of specific types of reports? Annual reports are usually published on an annual basis, supposedly as a consequence of regulatory requirements. CSR and sustainability reports also seem to follow specific publication patterns. However, codes of conduct/ethics and human rights reports or statements seem to be published on a less regular basis.

Moving towards the coverage of human rights philosophy, policies and practices in financial and non-financial/social reporting, three observations stand out. First, despite the current discussion on human rights due diligence and human rights reporting requirements linked to the UNGPs, at least for the period around 2013, explicit and stand-alone human rights reports or statements seem to be relatively rare. Using our sampling strategy in order to get a ‘more representative’ impression on the incidence of human rights reporting among MNEs shows that in 2013 only one out of four companies in our sample had published a human rights report or statement, the proportion among BRIC MNEs being one out of ten. This raises interesting questions about the management relevance of the business and human rights debate, as well as about the impact of the UNGPs.

Second, our research yielded interesting results with respect to the incidence of human rights issues being mentioned in the different types of reports. This is especially true for annual reports—with 40% of the annual reports (49% for non-BRIC MNEs and 32% for BRIC MNEs) mentioning human
rights. In addition, variation across and within countries with respect to human rights being mentioned in CSR and sustainability reports raises interesting questions about the definition and conceptualisation of CSR as well as sustainability. Third, and last, the observable cross-country variation in terms of using different alternative or multiple reporting channels for communicating human rights-related issues might lead us to question the determinants and drivers of this phenomenon.

With respect to the intensity of human rights-related reporting, the human rights reporting intensity score introduced and applied in this chapter is novel and innovative, but requires additional analysis and testing with respect to measurement quality. The intensity scores have been used to describe the intensity of human rights-related reporting of published documents, and the descriptive analysis shows interesting variation in terms of intensity of human rights reporting between the different reporting channels and companies, but also between and within countries or groups of countries. Future research may also elaborate on the respective properties of the scoring approach, especially compared to word count analysis and/or qualitative coding-based approaches.

It would be interesting to see a further analysis of the drivers and determinants of the intensity score. In addition, the intensity score can be used as a variable in quantitative research on the link between human rights reporting intensity and corporate behaviour, outcomes and performance. Finally, a further interesting research topic is to explore and analyse changes in human rights reporting practices over time.

While most of the suggestions made so far ask for additional empirical research, there is a strong need for additional conceptual and theoretical research. Legitimacy theory, stakeholder theory, signalling theory and institutionalist approaches may be useful starting points for analysing the determinants and implications of corporate human rights reporting. While there is a plethora of research available on the internal and external drivers of CSR reporting (e.g. Giannarakis 2014; Giannarakis et al. 2014), sustainability reporting (e.g. Kolk 2010), environmental reporting (e.g. Kolk and Fortanier 2013) and financial reporting (e.g. Tschopp and Hufner 2015), there is a definite need to discuss whether and to what extent the existing approaches can be used to also explain and analyse human rights reporting, or, if need be, can be adapted to include additional human rights-related elements in the respective analytical frameworks.
### Table 8.5 Human rights reporting intensity scores—summary statistics

<table>
<thead>
<tr>
<th>Country</th>
<th>Mean AR</th>
<th>Mean CSR</th>
<th>Mean SUS</th>
<th>Mean CoC</th>
<th>Mean HR</th>
<th>Mean Av doc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brazil</td>
<td>1.1</td>
<td>0.5</td>
<td>1.8</td>
<td>0.7</td>
<td>1.8</td>
<td>1.1</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>SD</td>
<td>1.0</td>
<td>0.7</td>
<td>1.2</td>
<td>0.9</td>
<td>0.7</td>
<td>2.7</td>
</tr>
<tr>
<td>China</td>
<td>0.0</td>
<td>0.3</td>
<td>1.8</td>
<td>0.3</td>
<td>–</td>
<td>0.3</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>–</td>
<td>4</td>
</tr>
<tr>
<td>SD</td>
<td>0.2</td>
<td>0.6</td>
<td>1.0</td>
<td>0.6</td>
<td>–</td>
<td>0.9</td>
</tr>
<tr>
<td>India</td>
<td>0.8</td>
<td>0.3</td>
<td>2.1</td>
<td>0.3</td>
<td>–</td>
<td>0.8</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>–</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>–</td>
<td>7</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>0.7</td>
<td>1.1</td>
<td>0.7</td>
<td>–</td>
<td>2.0</td>
</tr>
<tr>
<td>Russia</td>
<td>0.2</td>
<td>0.8</td>
<td>1.3</td>
<td>0.5</td>
<td>1.7</td>
<td>0.7</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>SD</td>
<td>0.6</td>
<td>1.2</td>
<td>1.1</td>
<td>0.8</td>
<td>0.8</td>
<td>1.9</td>
</tr>
<tr>
<td>France</td>
<td>1.4</td>
<td>2.0</td>
<td>1.1</td>
<td>1.6</td>
<td>2.0</td>
<td>1.6</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>SD</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
<td>2.9</td>
</tr>
<tr>
<td>Germany</td>
<td>0.8</td>
<td>1.7</td>
<td>2.1</td>
<td>1.0</td>
<td>2.2</td>
<td>1.4</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>1.4</td>
<td>1.1</td>
<td>0.9</td>
<td>1.0</td>
<td>2.8</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1.3</td>
<td>1.0</td>
<td>1.6</td>
<td>1.0</td>
<td>2.5</td>
<td>1.4</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>SD</td>
<td>1.0</td>
<td>1.2</td>
<td>0.8</td>
<td>1.1</td>
<td>1.0</td>
<td>3.3</td>
</tr>
<tr>
<td>United States</td>
<td>0.2</td>
<td>1.5</td>
<td>1.0</td>
<td>0.7</td>
<td>2.6</td>
<td>0.8</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>SD</td>
<td>0.6</td>
<td>1.5</td>
<td>1.3</td>
<td>1.0</td>
<td>0.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Average ALL MNEs</td>
<td>0.7</td>
<td>1.0</td>
<td>1.7</td>
<td>0.8</td>
<td>2.1</td>
<td>3.1</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>SD</td>
<td>0.6</td>
<td>1.5</td>
<td>1.3</td>
<td>1.0</td>
<td>0.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Average BRIC MNEs</td>
<td>0.6</td>
<td>0.5</td>
<td>1.8</td>
<td>0.5</td>
<td>1.7</td>
<td>2.0</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>SD</td>
<td>0.9</td>
<td>0.9</td>
<td>1.1</td>
<td>0.8</td>
<td>0.7</td>
<td>2.2</td>
</tr>
<tr>
<td>Average non-BRIC MNEs</td>
<td>0.9</td>
<td>1.6</td>
<td>1.5</td>
<td>1.0</td>
<td>2.3</td>
<td>4.1</td>
</tr>
<tr>
<td>Min</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Max</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>SD</td>
<td>1.1</td>
<td>1.3</td>
<td>1.2</td>
<td>1.0</td>
<td>1.0</td>
<td>3.1</td>
</tr>
</tbody>
</table>

**Key:** AR annual report, CSR CSR report/statement, SUS sustainability report /statement, CoC code of conduct/ethical code/statement, HR human rights report/statement, Av doc average of the scores of existing documents for all five reporting channels, Mean mean value for all companies in the respective category, SD standard deviation
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While individually, the economic impact small and medium enterprises (SMEs) may have on international business activities can be seen as small, collectively the aggregate mass of SMEs may exceed that of a single most large multinational company. Furthermore, as SMEs play a critical role in larger international inter-firm networks and global value chains and are characterised as being highly entrepreneurial, it is more important than ever that their business behaviour cannot and should not be ignored and that is conformed with socially responsible practices across different borders.

Based on the above and by including three chapters, the aim of the final chapter is to offer the reader a way of looking at the joint importance of SMEs and international entrepreneurship. This is because such topics matter greatly to both the international business scholars and practitioners.

The first chapter (Chap. 9), titled “The Role of Culture in Responsible Business Practice: An Exploration of Finnish and Russian SMEs” by Maria Uzhegova, Lasse Torkkeli and Maria Ivanova-Gongne, examines how environmental and socially responsible actions differ in two different national contexts, Russia and Finland, and what effect these actions may have on international activities and relationships. The main argument here relates to the fact that the social responsibility of SMEs in both Russia and Finland is highly influenced by informal institutions in the form of local social norms, society’s cultural expectations and formal legal frameworks which the companies operate in. Further and according to the authors, the dilemma SMEs face, when internationalising rapidly, relates to the way they balance economic and busi-
ness pressures when adopting responsible practices with limited resources. What is more, differences in responsible activities of SMEs are dictated by institutional and cultural environments of their home countries. As such, the international transferability of responsible activity to SMEs in another institutional context is unlikely and that broader ethical standards such, as transparency and a commitment to compliance, are transferred across firms in order to foster trust and build a good reputation as the basis for a strong relationship.

Chapter 10, titled “The Internationalization of Born-Digital Companies” by Ioan-Iustin Vadana, Lasse Torkkeli, Olli Kuivalainen and Sami Saarenketo, shifts the focus onto the entrepreneurial aspects of the internationalisation process. Here the authors conduct a conceptual literature review questioning how the disciplines of international business, entrepreneurship and marketing define internet-enabled companies, and the extent to which internationalisation and digitalisation can be measured. The authors successfully demonstrate that the existing literature, has not fully (yet) managed to capture the impact digitalisation has had in creating a new variety of enterprise whose international activities are shaped by the degree to which its activities in a value chain have been digitalised. The authors label those new companies as “born-digital” and classify them as companies with a high degree of value chain digitalisation making a clear thought that not all born-digitals are automatically international as the scope of their business activities is based on their geographical dispersion.

The final chapter (Chap. 11), titled “Technological Disruptions and Production Location Choices” by Lisa De Propris and Diletta Pegoraro, examines how the drivers and outcomes of the globalisation push brought by the Fourth Industrial Revolution impact production and supply chain. The authors suggest that in order to take full advantages of the de-globalisation, Western firms should look closer at the territory in which they establish their operations due to the territorial ecosystem and technological activities around them.
The Role of Culture in Responsible Business Practice: An Exploration of Finnish and Russian SMEs

Maria Uzhegova, Lasse Torkkeli, and Maria Ivanova-Gongne

Introduction

Changes to the global and local market pose both challenges and opportunities for firms engaged in international business (IB). The cultural and psychic distance between countries is a widely discussed topic in IB literature (Håkanson and Ambos 2010; Gerschewski 2013), often considered alongside the internationalization process of large multinational corporations (MNCs). Furthermore, in the IB domain, research on corporate social responsibility (CSR) and sustainability is also primarily conducted using an MNC as a unit of analysis (Perrini et al. 2007; Kolk and Van Tulder 2010). To correct these shortcomings, this study is set within the context of small- and medium-sized enterprises (SMEs) from two culturally distant countries while analyzing managerial understanding of responsibility within IB relationships. Our study emphasizes the often under-researched informal institutional element of national culture as it pertains to sustainability (Peng et al. 2014).

SMEs are the predominant form of enterprise in several countries, accounting for up to 99% of business, approximately 70% of jobs, and about 55% of...
value added in several countries (OECD 2016). Regardless of their volume, the majority of SMEs’ operations are limited to their national economy. Thus, SMEs are still under-represented in international trade, although their involvement in IB is believed to enhance their contributions to economic development and social well-being (OECD 2017). SMEs are increasingly called upon to contribute to sustainable development and “to adhere to codes of conduct and <…> best practices on issues such as health and safety, labour rights, human rights, anti-corruption practices and environmental impact” (World Trade report 2016, p. 150). The role of SMEs in promoting responsible and sustainable business practices cannot be ignored since the aggregated impact of SMEs’ business operations globally is significant (OECD 2013).

However, SMEs’ willingness and ability to adopt sustainable practices often face size-related resource constraints, skill deficits, and knowledge limitations (OECD 2017). SMEs face similar challenges while pursuing internationalization activities since carrying out IB is often more complex than domestic operations alone (Johanson and Vahlne 2009). SMEs are particularly susceptible to such resource constraints when aiming for rapid internationalization (Knight and Cavusgil 2004).

SMEs’ business ethics developed separately from the internationalization of SMEs, so despite the growing body of research we do not yet adequately understand how they align. This study aims to fill these gaps by examining the role of national cultural differences in SMEs’ business responsibility and IB relationships. This informs the following research question for this study: How and to what extent the distinctions in national cultures are reflected in the SMEs’ business responsibility and IB relationships? The empirical part of the study consists of a qualitative investigation of responsible business practices in Finnish and Russian SMEs involved in IB.

Therefore, we contribute to the literature in two ways. Conceptually, we bring the discussion of small business responsibility to internationalization literature. Empirically, we trace the differences between the SMEs from two neighboring but culturally distant countries, thus offering several insights into cultural distance and the managerial role in this context.

The remainder of the chapter is structured as follows. We begin with a discussion of small business responsibility and the role of national culture. We then present the empirical context of this study consisting of two culturally distant countries representing Western and Eastern cultures, Finland and Russia. After describing the methodology of the empirical investigation, we present its findings. The last section discusses the findings’ theoretical interpretation.
Theoretical Background

Small Business Responsibility

A company’s activities related to business responsibility are often referred to as corporate social responsibility and include a variety of actions. A single widely accepted definition of the concept exists neither in business practice nor in the academic research literature (Crane et al. 2013); the scope of such activities may refer to measures toward maintaining economic, legal, ethical, and philanthropic responsibilities, as defined by Carroll (1991).

However, the dynamics of, motivations behind, and strategies for responsibility are more explicit in large companies than SMEs (Perrini et al. 2007). SMEs are not just smaller versions of their larger counterparts, and thus, the CSR concept may appear misleading, only weakly capturing the approach employed by SMEs (Moore and Spence 2006). From the SME perspective, social responsibility is often associated with efficiency concerns: increasing the employee’s motivation, reducing energy and raw material consumption, and supporting philanthropy lead by senior management or some voluntary desire to participate in the surrounding local community. Social responsibility may include a variety of actions to address these concerns (Larrán Jorge et al. 2016). Here we continue with the notion of the responsible business practice (RBP), wherein the owner or manager takes on the central decision-making role in regard to the firm’s environmental and/or social responsibilities, in keeping with the SME context (Ryan et al. 2010). Indeed, SME managers were found to clearly differentiate between the interrelated and often overlapping concepts of CSR, sustainability, and business ethics (Fassin et al. 2011). However, perceptions differ between managers from different countries as macro-environmental factors, such as language and national culture, influence individual cognition (Fassin et al. 2015).

National Culture

The national culture, categorized as an informal institution, forms behavioral and mental models, informal business practices, and routines (Keim 2003) and can be defined as a set of shared values, beliefs, and expected behaviors (Hofstede 1980). National culture has been studied in the context of business internationalization over recent decades because of the assumption that trade between countries is determined not only by countries’ physical distance but
also by other differentiating factors such as language, personal relationships, and national culture (Beckerman 1956).

IB literature has widely treated the dimension of cultural distance as a single construct influencing firms’ international expansion (Håkanson and Ambos 2010; Gerschewski 2013). Studies suggest that firms behave differently based on home-country characteristics that support different perceptions of international markets. Cultural context influences the factors of individual global mindset and corporate global mindset, leading to differing internationalization behavior among SME managers (Felício et al. 2016). Other studies demonstrate that networks assist in overcoming the challenges associated with spreading internationalization activities to culturally distant target markets (Ojala 2009; Kontinen and Ojala 2010).

While the notion of national culture is widely used in IB studies, it also explains the differences associated with CSR between companies located in different (and culturally distant) countries utilizing the quantitative inquiry. CSR research in recent decades tends to link the different aspects of a company’s responsibility with the national culture or national business systems (e.g. Ringov and Zollo 2007; Ioannou and Serafeim 2012). Being a complex concept in nature, the national culture can be described using a set of six dimensions proposed by Hofstede (1980). The six dimensions refer to (1) power distance (the extent to which people accept that power is unequally distributed within organizations); (2) individualism (the way people integrate with groups); (3) uncertainty avoidance (the extent to which a culture feels threatened by ambiguity); (4) masculinity/femininity (the emphasis that a culture puts on masculine or feminine values); (5) long-term orientation (the extent to which societal change is accepted); (6) indulgence (the extent to which people control desires and impulses). Hofstede’s cultural dimensions widely accepted among management scholars (Marino et al. 2002) and despite the criticism it has met over the years (e.g. McSweeney 2002; Håkanson and Ambos 2010), it is nevertheless used in both IB and responsibility research fields for empirical enquiries.

Table 9.1 presents an overview of how the various CSR dimensions were found to interact with Hofstede’s cultural dimensions.

As Table 9.1 demonstrates, empirical research found a causal link between national culture and CSR; however, no solid evidence exists, as the findings are inconsistent and contrast with each other. Furthermore, a recent study regarding corporate environmental responsibility opposes the previous studies employing Hofstede’s six dimensions and has demonstrated that the latter two dimensions—long-term orientation and indulgence—affect the former four, thus limiting the previous findings’ reliability (Graafland and Noorderhaven 2018).
Table 9.1 The overview of the CSR studies based on the Hofstede (1980) dimensions

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power distance</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Individualism</td>
<td>– (n.s.)</td>
<td>–</td>
<td>+</td>
<td>+</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Masculinity</td>
<td>–</td>
<td>+</td>
<td>Not used</td>
<td>–</td>
<td>– (n.s.)</td>
<td>–</td>
</tr>
<tr>
<td>Uncertainty avoidance</td>
<td>+ (n.s.)</td>
<td>+</td>
<td>Not used</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Long-term orientation</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>+</td>
</tr>
<tr>
<td>Indulgence</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>Not used</td>
<td>+</td>
</tr>
</tbody>
</table>

Effect: + positive, – negative, n.s. non-significant
The National Cultures of Finland and Russia

Eastern companies tend to differ from Western ones in management strategy, decision-making, business operations, and organizational culture (Buckley et al. 2005). In this study, we investigate how SMEs’ RBPs reflect differences in national cultures. Although physically close, sharing a mutual national border, Finland and Russia nevertheless differ in cultural dimensions—Finland serving as a representative of Western culture and Russia as a representative of an Eastern one.

Previous research has specifically addressed the cultural differences in Finnish-Russian business relationships. The themes which emerged include the perception of time (sequential in Finland and synchronic in Russia) (Vinokurova et al. 2009), and expectations regarding the level of openness about the partner company’s internal processes (a Finnish counterpart maintained nondisclosure behavior toward the partner, whereas the opposite was expected by Russian managers) (Ivanova and Torkkeli 2013). Moreover, the overall relationship orientation leans toward network form in Finland and toward dyadic form in Russia, which accordingly results in the networking process to being perceived as an organizational or interpersonal phenomenon (Ivanova-Gongne and Torkkeli 2018). Due to the relatively recent introduction of capitalism, general uncertainty, and a dynamic business environment, Russia’s organizational culture operates under a shorter time span than Finland’s (Vinokurova et al. 2009). The study of managerial sensemaking contrasted Russian managers’ overall short-term orientation and tendency to seek high profits with the long-term strategic planning and strong customer service orientation of Finnish managers (Ivanova and Torkkeli 2013).

To illustrate the cultural differences between these two countries for the purposes of this study we provide scores for the various cultural dimensions as defined by Hofstede (2018) in Table 9.2.

Based on the Hofstede country profiles and the scores, Finnish society may be described as individualistic, feminine, uncertainty avoiding, normative, and indulgent, with a low power distance. Russian society, in turn, has a very high power distance, while it is also characterized as collectivist, feminine,
highly uncertainty avoiding, pragmatic, and restrained. To add to the comparison of the two cultures, we use the data from the World Values Survey (2017). The survey differentiates between cultures by *survival* (emphasis on economic and physical security) versus *self-expression* (emphasis on environmental protection, tolerance of foreigners, minorities, and gender equality) *values*. Another dimension used is the prevalence of either *traditional values* (emphasis on religion, parent-child ties, deference to authority; rejection of divorce, abortion, euthanasia and suicide; and high levels of national pride and a nationalistic outlook) or *secular-rational values* which are opposite to the traditional ones. On a scale from $-2.5$ to $2.5$, from 2010 to 2014 Russia scored $-1.25$ in the *survival versus self-expression* dimension and $0.5$ in the *traditional versus secular-rational values* dimension, while Finland scored $1.25$ in both dimensions (WVS 2017). The difference in scores for the former dimension indicates the importance of survival values in Russian society, underscoring a relatively ethnocentric outlook and low levels of trust and tolerance. In Finland, in turn, self-expression values are stressed, indicating the demand for participation in economic and political decision-making. The latter dimension scores characterize Russia as a more traditional country compared to Finland, where secular-rational values prevail.

Regarding company responsibility, Finland is part of the European Union, where a European Commission’s Green paper (2001) introduced the concept of CSR, defining it “as a concept whereby companies integrate social and environmental concerns in their business operations and in their interaction with their stakeholders on a voluntary basis”. In the study of human resource reporting as a part of CSR reporting initiative, even for the biggest Finnish companies a disclosure of practices was new in the start of 2000s (Vuontisjärvi 2006). Despite high levels of civic engagement, only 12% of Finnish small firms were found regularly devoting resources to the social good in 2001 (Koos 2011). Finnish companies perceived CSR as “compliance with strict Finnish laws and regulations”, with globalization being the most prominent driver (Panapanaan et al. 2003, p. 137).

Compared to the research in a Finnish context, insight on responsibility in Russian companies is scarce and more recent. The study by Crotty (2016) demonstrates a strong link between the practices and attitudes of managers toward CSR in Russia and its historical and cultural legacy. The managers of large Russian firms were found to diverge from Western rhetoric about the concepts and understanding of responsible practices (Kuznetsova et al. 2009).

Based on the above discussion of the national culture and organizational practices in the Finnish-Russian business context, we argue that the SMEs’ RBPs are highly influenced by the cultural expectations and local social norms
to which they are bound. Following the differences identified between the two countries, we expect that the dissimilarities between the RBPs of their SMEs are rooted in diverging cultural backgrounds.

**Methodology**

Our research design implies a broad inductive exploration of the phenomenon under the study revealing how SMEs from different cultural contexts exhibit RBPs and execute IB operations. The evidence was collected from multiple data sources including primary data in the form of semi-structured interviews with the key informants accompanied by the secondary sources (press materials, company documents, and websites), as suggested by Yin (2009). The interviews with the top management (CEO, founder, or a key manager) of Finnish and Russian SMEs were conducted in June–December 2017 with each company representing one case. The case selection criteria included (1) a company must have fewer than 250 employees to comply with the European Commission definition for SMEs (EC 2003), (2) conduct B2B business, and (3) have business experience with a Finnish/Russian partner.

The Russian SMEs were first approached through the Finnish-Russian Chamber of Commerce (FRCC), a cross-national body for Finnish-Russian business promotion and assistance. The trade association newsletter emailed an invitation to FRCC members describing the interview’s general topic and aim. Approaching the companies through a known and trusted body such as FRCC assisted in overcoming the high level of uncertainty avoidance in Russian society; according to Hofstede (2018): “as long as Russians interact with people considered to be strangers they appear very formal and distant”. Hence, a certain level of trust between researchers and the respondents had to be established, resulting in the latter’s willingness to share their opinions and stories. Out of the companies that signed up for the interview, the most suitable three have been chosen. After the reference from the Russian partner, the Finnish companies were approached. As a result, the primary data for this study consists of six interviews. Table 9.3 presents case companies’ information.

Interview questions covered a variety of topics including an entrepreneur’s personal background, social responsibility, environmental responsibility, and IB with the Finnish/Russian partners. All the interviews were audio recorded with permission, lasting an hour on average. To capture cultural features, the interviews were held in the researchers’ and interviewees’ native languages, after which the tapes were transcribed verbatim and translated into English by
<table>
<thead>
<tr>
<th>Name</th>
<th>Industry</th>
<th>Founded</th>
<th>Main function</th>
<th>Experience with a FIN/RUS partner</th>
<th>Interviewee</th>
<th>Responsibility issues mentioned on a website</th>
<th>Length of the interview</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finnish SMEs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANS_FI</td>
<td>All-road vehicles</td>
<td>1999</td>
<td>Distributing partner</td>
<td>2 years</td>
<td>Owner</td>
<td>No</td>
<td>51 min</td>
</tr>
<tr>
<td>VENT_FI</td>
<td>Ventilation systems</td>
<td>1998</td>
<td>Manufacturing, parent company</td>
<td>13 years</td>
<td>CEO</td>
<td>ISO 9001, CE marking, commitment to continuous improvement in environmental issues, and modernization of facilities for an efficient and reliable production process</td>
<td>1 h 11 min</td>
</tr>
<tr>
<td>HOSP_FI</td>
<td>Hospital equipment</td>
<td>1998</td>
<td>Manufacturing, a supplier</td>
<td>1 year</td>
<td>Sales management director</td>
<td>An extensive code of ethics, CE marking, ISO 9001, ISO 13485, ISO 14001</td>
<td>1 h 45 min</td>
</tr>
<tr>
<td>Russian SMEs</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANS_RU</td>
<td>All-road vehicles</td>
<td>2005</td>
<td>Manufacturing</td>
<td>2 years</td>
<td>Marketing director</td>
<td>Total quality management system and ISO 9001:2015 certification is mentioned</td>
<td>1 h 15 min</td>
</tr>
<tr>
<td>VENT_RU</td>
<td>Ventilation systems</td>
<td>2002</td>
<td>Manufacturing subsidiary</td>
<td>13 years</td>
<td>CEO</td>
<td>No</td>
<td>1 h 7 min</td>
</tr>
<tr>
<td>HOSP_RU</td>
<td>Hospital equipment</td>
<td>2007</td>
<td>Distributing partner</td>
<td>1 year</td>
<td>Owner</td>
<td>Responsibility is a part of our daily work. Each of our employees is responsible toward our client for the work performed</td>
<td>55 min</td>
</tr>
</tbody>
</table>
a professional service. Following this, the data were then analyzed with the respondents’ opinions and management practices coded in NVivo 11, a software for coding paragraphs, sentences, or words. Codes were assigned first based on the a priori code list created based on the theory and an interview guide, complemented by careful inclusion of the topics that emerged from the data during the coding process. After the initial coding was finished, we rearranged the individual codes in the groups, united the overlapping codes, or rearranged them in the hierarchical order. As a result, several umbrella groups of codes emerged, namely “social responsibility”, “environmental responsibility”, and “international business relationship”, with some of them subdivided into “company’s actions” and “managerial opinions”. After the coding, the data analysis included within-firm and cross-firm analysis within the countries and between them to identify differences and similarities, as well as patterns and implications (Miles et al. 2014).

Findings and Discussion

Responsible Business Practices

Both countries count compliance with the law and other requirements as a responsibility. For Russian SMEs, compliance with the labor code and obeying labor safety rules is of the utmost importance. The VENT_RU mentioned among the actions for compliance obtaining a workplace certification and adjusting the level of illumination to the requirements, with other respondents revealing their practices:

| HOSP_RU | We certify workplaces, since it must be done. The laws are the laws, they are everywhere, they must be respected, taxes must be paid. If it is necessary, then it is obligatory for us to comply |
| TRANS_RU | [Social responsibility means] creating comfortable and safe working conditions, on-time payment, fulfilment of obligations, and acting according to the terms in the employment contract |

However, in Russia, the issue of internal company responsibility toward employees was more pronounced:

| VENT_RU | I am convinced that one should receive a decent salary for decent work. I think this social approach should be present in daily life. Not once a year or just on holidays. Then they [employees] will stick to you. I wouldn’t say that we have the highest salaries in the field. But they are stable and people know that we won’t scam them here |
I try to create the conditions in the form of insurance policies, health insurance, a comfortable office, social packages, and the events for the team building.

The reason for emphasizing these issues is that some companies still face little penalty for flouting the rules and work “in gray”, paying only the minimal allowed wage (TRANS_RU). Notably, such emphasis on obeying employment contract terms, attributed to responsibility, aligns with Crotty’s study (2016). In the historically contextualized study of Russian CSR, this notion was attributed to the Transition Legacy type of CSR. As the type’s name suggests, it is an attribute remaining in Russian business practice from the 1990s when paying taxes and salaries was not perceived as compulsory.

Continuing to the external stakeholders mentioned by the interviewees, Russian SMEs emphasized responsibility to their partners and customer orientation, which entails building relationships as opposed to one-time deals (HOSP_FI). Another respondent opens up further:

Compliance with agreements and ethics is important for us. That means not causing any economic or reputational damage to partners. (TRANS_RU)

While discussing customer responsibility, the respondent from TRANS_FI refers to the noticed irresponsibility among the customers as the following quote illustrates:

I think that our society teaches that consumers have no responsibility for anything. If he breaks purchased equipment, he turns to me and says, “this piece has a 5-year guarantee, so fix it.” If I sell a piece of equipment worth EUR 50,000, and the customer uses every possible opportunity to return it, to nullify the deal, it might be the end of my business. (TRANS_FI)

Other case SMEs’ external stakeholders emerged from data are minority groups in need. VENT_RU opens up about their parent company’s philanthropic activities and their own contributions to the Russian Orthodox Church and youth sports:

I think a lot here depends on the personal position of the director. I know that [VENT_FI] sponsors and helps the Lutheran community there, as well as here in Russia. As for me, I have been connected to sport throughout my whole life. … The child and youth sport has a powerful social element: the more kids we get off the street and put into the gym, the better it will be for the society at the end because the sport gets the stupid things out of their heads. I help them here in St. Petersburg, and even in the neighbouring countries. (VENT_RU)
Philanthropic intentions were identified in all Russian cases. In TRANS_RU, one of the owners, a former race-car driver, supports the university team in motor racing and a children’s karting club on behalf of the company. The HOSP_RU respondent revealed that their company supports the children’s oncology hospital and donates to soldiers’ widows. However, none of the SMEs communicates about these activities elsewhere in public sources, as this is perceived as boasting (TRANS_RU) or an attribute needed by large companies only (VENT_RU). The following quote reflects this:

When we went to the children hospital, the staff said: “Let’s take a picture” but I do not like advertising, I have helped, and that’s it. We do not publish a lot of information as this attracts the attention of those who want to get money. I believe that everyone who has the opportunity to help should help, and there’s nothing to brag about. (HOSP_RU)

All of the Russian SMEs emphasized philanthropy but none of the Finnish managers mentioned it explicitly. This may be because the Soviet Legacy or Philanthropic type of Russian CSR is associated with the paternalistic social role companies played during the Soviet Union era (Crotty 2016).

Another dimension of RBPs in SMEs is attributed to a company’s legitimacy and the wider benefit it offers to society, as reflected by the following quotes:

| TRANS_RU | I would never be selling vodka because it’s not very good. It is good when an interesting and a quality product is being created, and there is a benefit to society |
| HOSP_FI  | I see it [social responsibility] in such a way that if a hospital gets better equipment, it can better serve the local population, offer better and more services, so in that indirect way |

After the responsibility to the external stakeholders, responsibility toward the natural environment emerged as important to Finnish respondents, as they pointed to the lack of one in Russian SMEs:

| VENT_FI   | When it comes to energy and fuel spending and so on, in Russia it seems to carry much less weight [than here] |
| HOSP_FI   | On the [Russians’] personal level, it’s a bit like: “So what? We have a big country, we have lots of space left.” That’s a bit of a shame but they’ve started to understand that now |

Indeed, Russian SMEs noticed a positive trend, although environmentalism is still prioritized less than responsibility to social stakeholders:
We collect the paper from the office and it is processed and disposed. It is for a year or two that everything is sorted including the plastic waste. It was initiated at the city level and because there are the conditions for processing the waste, there is **at least a minimal economic motivation** [for us to do it].

Talking about environment protection, we have a special contract with the company that processes our waste. They collect it and we pay. The **initiative was ours**: we have a waste and what's next? You can hire someone [and say:] “Here is the money, take the waste as far as possible.” You can do that. Maybe once or twice but in the end, you will go to the forest and what will you see? Your own garbage. That is a no-go.

Such a position, where environmental protection is not perceived as beneficial and requires additional incentives, aligns with findings by Simpson et al. (2004) which indicate that environmental responsibilities are hardly transferable to competitive advantage for the SMEs.

To summarize, a variety of RBPs exist in the cases from both countries, aimed at the SMEs’ stakeholders both internally (maintaining good relationships with the employees) and externally (helping minorities in need). However, the actions undertaken and the stakeholders’ groups to which the company owes responsibility differ slightly in both countries. The actions undertaken in the Russian cases varied more than those pursued in Finnish cases, which were mostly aimed at fulfilling the imposed requirements. In addition, philanthropy was a prominent attribute among Russian cases while environmental responsibility appeared to be a more important dimension for Finnish cases. The way Finnish companies market product reflects the latter difference:

I don’t think that in Russia **it carries any weight** but here in Finland I’m trying to bring it up, that these are ecological vehicles, and if you drive it anywhere, for example, you drive across a lawn, it doesn’t leave any traces, you’re not breaking the surface at all.

In Russia, it’s **not a selling point**. It’s a neutral thing. They don’t react to it in Russia like “wow, this is going to take things forward”.

Nevertheless, the presented differences did not influence the IB activities of case SMEs. VENT_FI has expressed that social responsibility was not an issue in their relationships, while the HOSP_RU interviewee says that “neither Finnish nor other companies have asked such questions [about our responsibility]. Maybe they will, but meanwhile, these topics are not discussed.”

To sum up, the RBPs in the SMEs from both countries have been found to comply with the view often referred to as Carroll’s CSR Pyramid (Carroll...
It contains four elements: economic (making a profit for the shareholders and providing products for consumers and jobs for employees), legal (obeying the law), ethical (doing no harm), and philanthropic (contributing to society) (Carroll 1991). Table 9.4 summarizes the RBPs possessed by the case SMEs.

However, from the data emerges that it is a role of an individual manager, which is explicitly present in data that distinct the SMEs’ RBPs. In Carroll’s Pyramid, the economic and legal responsibilities are required, ethical responsibilities are expected, and philanthropic ones are desired by the society. However, the following quote offers insight into the role of a societal controlling mechanism:

“...Our cultural differences are so large in terms **how the society controls certain activities**. In Finland, they check everything with a magnifying glass, and it feels that in Russia they spend a second.” (TRANS_FI)

Indeed, in Russian data, evidence emerged of the owner-manager’s dominant role, which goes beyond the management function accepted in Finland. Particularly, the head of the company decides if and in which part the company is to comply with legal requirements, behave ethically, and allocate resources to the philanthropy while still prioritizing economic profitability above social benefit. A perception of responsibility as emerged in data from Russian SMEs reflects the elements noted in Spence’s (2016) study, which redraws Carrol’s Pyramid from an ethics of care perspective, the viewpoint more suited to SMEs. In Spence’s framework, economic and legal responsi-

<table>
<thead>
<tr>
<th>Responsibility</th>
<th>Finnish SMEs</th>
<th>Russian SMEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic</td>
<td>Being profitable, paying taxes</td>
<td>Being profitable and looking for economic benefits from all actions including environmental responsibilities</td>
</tr>
<tr>
<td>Legal</td>
<td>Complying with all the rules and regulations, standards, and norms</td>
<td>Complying with the labor code, labor safety, paying employees’ official salaries</td>
</tr>
<tr>
<td>Ethical</td>
<td>Honesty, no corruption, and “gray” practices also required from the international partners</td>
<td>Toward the partners—not to harm their reputation, no contracts with the competitors</td>
</tr>
<tr>
<td>Philanthropic</td>
<td>Toward the Lutheran church in Finland and Russia Through the product</td>
<td>Toward the Russian Orthodox church, youth sports, children’s hospital, soldiers’ widows, university racing team, and children’s karting team</td>
</tr>
</tbody>
</table>
ilities are substituted for survival, while the ethical responsibility is replaced with ethics of care, the philanthropic category remains intact, and a new category of owner-managers’ personal integrity is added.

Cultural Differences

The reasons for differences found in RBPs are also connected with their distinct historical backgrounds. Particularly, the influence of transition and Soviet legacies identified with regard to RBPs (Crotty 2016) are also reflected in business culture as the TRANS_RU respondent explains:

Business culture in Russia is not yet formed after the transition happened in the 1990s and it is still oriented on making money. <…> It is mainly based on international standards but does not exist on the cultural or community level: companies are trying to follow the law if there is no penalty. The culture is being formed and in 5-10-15 years, it will be formed at some level. This will happen when people, who came to the management and owning the enterprise in the transition period – a period of capital accumulation and property privatization, will leave, then there will be a slightly different culture, and the next generation will come to management. (TRANS_RU)

A Finnish respondent brought up the same positive trend associated with the managerial generational change:

There is a new generation coming up in Russia. I’ve communicated with high school graduates, and their way of thinking changes, even though their cultural background remains the same. <…> The Russian way of doing business has become a bit boring, like in the western countries. (HOSP_FI)

While the differences between RBPs were not found important to IB with Russian/Finnish counterparts, the cultural differences between business routines appear in data regularly. Finnish respondents agreed that the most notable distinctions regard the perception of time, respect for deadlines, and a particular price-consciousness evident in the maintenance expenses perceived as unnecessary by Russian counterparts (HOSP_FI), and are consistent with previous studies (Vinokurova et al. 2009; Ivanova and Torkkeli 2013). Despite the cultural and practical differences related to certifications (HOSP_FI, VENT_RU), customs routines (HOSP_FI, TRANS_RU), legislation (TRANS_FI), and tenders (HOSP_FI), respondents are striving toward better understanding of Russian business culture:
I think our views are largely similar. We have this new Russian coming up [to work for us] and one of the ideas behind that is that we would have somebody at our end too so that we could get a bit deeper into their culture. (VENT_FI)

In turn, having the international partners is not yet common for Russian SMEs, as TRANS_RU elaborates:

Small business here is less involved in international activities than in Europe. Such cases when a small company works for export are rare. It is connected with the culture and education, and with certain difficulties to access foreign markets. We will gradually come to this but it will happen when a new generation comes to business, which has the internships abroad, and who, from their childhood has travelled abroad. They do not see the psychological or cultural barriers entering the European markets. (TRANS_RU)

Nevertheless, for the experienced, an understanding of Finnish counterparts’ business culture has not presented any major difficulties compared to dealing with partners from the Middle East, Asia (HOSP_RU), or the US (TRANS_RU). For these two SMEs, the relationships with Finnish companies were characterized by the slow trust building:

With our Finnish partner, the trust is built gradually. They do not offer the best contract terms from the initial contact but in general, there is a positive attitude towards us. (HOSP_RU)

Indeed, all the Finnish respondents brought up the importance of trust and personal contact especially with Russian partners:

| VENT_FI | Personal relationships are important there. Also, meeting people in person, loyalty and trustworthiness, so that you can trust the other person in the long term |
| HOSP_FI | Although he has sent me the information in a written form, personal chemistry is important to me too. It’s not companies that do business, it’s people that do business |
| TRANS_FI | When companies are doing business mutually, it’s a question of a relationship between two persons to a large extent. It’s exactly about who’s at the other end and what kind of a person they are |

Placing such great importance upon trust building in IB relationships is consistent with the revisited Uppsala model, which acknowledges the important role of trust in relations during internationalization (Johanson and Vahlne 2009). However, it is apparent from the quotes of both Russian man-
agers and their Finnish counterparts that gradual trust building and establishment of transparent and trustworthy relationships are more of the Finnish SMEs’ concern. Moreover, analysis of the quotes reveals that the Finnish respondents described cultural differences in Finnish-Russian business relationships more often and in greater detail than Russian respondents. This suggests that the cultural distance is greater in the Finnish-Russian direction than vice versa. This is consistent with the notion of psychic distance and its asymmetrical nature (Ellis 2008).

Conclusions

Although visible in managerial decision-making and as opposed to what was theorized, the differences in national culture are not explicitly recognizable in SMEs’ responsible business practices. The exception to this is the attitude toward environmental responsibility, reflected by the way Finnish SMEs position their products. By matching the RBPs of Russian SMEs with the CSR types (Crotty 2016), this study suggests that the historical background is one of the conditions that forms RBPs in SMEs. The business relationships between the case SMEs from the culturally distant countries are primarily characterized by a strong managerial role (Spence 2016), local legislation, and a cultural distance perception as perceived by the managers toward their counterparts (psychic distance) (Håkanson and Ambos 2010). The role of mutual trust in this study has appeared to outweigh the RBP’s importance in the cross-border business relationships (Johanson and Vahlne 2009), suggesting the important role of the owner-manager and individual decision-making.

Our study theoretically contributes to the literature on SME internationalization and small business responsibility by integrating them through the national culture as an informal institution. The theoretical value of this chapter is that we apply a national cultural lens to explore if the differences in national culture are evident in the responsible business practices of SMEs and their IB relationships. We argue that studying SME RBPs in the IB context is possible through combining the firm-level considerations and national culture context, yielding more complex understanding.

This study has several limitations that further research could overcome. The purposeful inclusion of only the SMEs with an international partner constrains the generalizability such that for future research the inclusion of domestically operating SMEs from culturally distant countries could offer further knowledge about the interrelation of IB relationships and the RBPs’
presence and scope. Accounting for the evidence that legislation presents a prominent burden for SMEs’ IB, tracing RBPs from the institutional point of view would be especially beneficial, enabling researchers to contrast informal and formal institutions, thus comparing the SMEs and linking them to their origins in a developing, emerging, or developed economic context.
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The Internationalization of Born-Digital Companies

Ioan-Iustin Vadana, Lasse Torkkeli, Olli Kuivalainen, and Sami Saarenketo

Introduction

Digital technologies provide businesses increasingly efficient ways to internationalize, by *digitalizing* parts of their value chain (Wentrup 2016). Indeed, a completely new type of company has emerged that bases its business model on the latest web and mobile technologies and the larger phenomenon of digitalization (Brouthers et al. 2016). The arrival of this type of company in almost all sectors of activity was made possible by the development of Web 2.0 (Addison 2006; Bell and Loane 2010; Lee et al. 2008; O’Reilly 2007), after the dot-com bubble (O’Reilly 2004), followed by Web 3.0 (Barassi and Treré 2012; Fuchs et al. 2010; Hendler 2009; Lassila and Hendler 2007). Even given these developments, entrepreneurship in a digitalized context is considered a distinct topic (Brouthers et al. 2016; Nambisan 2017; Wentrup 2016). Building on the research of Nambisan (2017), Wentrup (2016), and Brouthers et al. (2016), we propose that these companies (i.e. technology firms, ibusiness, and online service providers) be termed *born-digital*. However, others have also suggested the reality of born-digitals and that, indirectly, they
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can impact entrepreneurship research. Therefore, we now extend this research to examine entrepreneurship from the international point of view.

Digitalization refers to the use of digital technologies to improve a business model to provide new revenue and value-producing opportunities (Acedo and Jones 2007; Brennen and Kreiss 2014; Li et al. 2009).\(^1\) Based on our assertions and on existing research cited in our literature review, born-digits are services or manufacturing companies in which most of the inward and outward value chains are digitalized soon after inception. This means that primary activities (inward: e.g. creating and producing; outward: e.g. delivery, marketing and sales, and support) are Internet-enabled (activated or coordinated by Internet applications and technologies). Born-digits are companies that were digitalized early after foundation or were fully digitalized from day one (e.g. HelloFresh or Global Fashion Group). These companies are characterized by business models that facilitate a higher degree of digitalization, a development which in turn enables easier entry into global markets.\(^2\)

In sum, since digitalization is a developing phenomenon in entrepreneurship (Brouthers et al. 2016; Nambisan 2017; Wentrup 2016), we argue that in addition to being relatively silent on the topic, the information provided by existent literature does not sufficiently describe the role of digitalization of the value chain on internationalization of born-digital companies. Thus, the main research question assessed in this study is:

How can born-digital companies be described based on the role of digitalization of the value chain on internationalization?

The present exploratory study tackles the novelty of international digital entrepreneurship or internationalization of born-digits. It is based on secondary literature and highlights the existence of a new phenomenon related to born-digital companies from two perspectives, digitalization of the value chain and degree of internationalization. A conceptual research framework will be used to analyze the selected sample to classify born-digital companies. The contribution of this chapter represents a framework that will guide the analysis.

The literature review, provided in the next section, presents the current research related to digitalization and internationalization, and digitalization of the value chain. Following this, the methodology and the constructs included in the proposed research model are described, and potential relationships

---

\(^1\) Not to be confused with digitization, which is the process of converting any data into digits (1s and 0s) and represents the first step in realizing the phenomenon of digitalization (Brennen and Kreiss 2014).

\(^2\) However, not all Internet-enabled companies are born-digital firms, because some of them are late in the process of digitalizing their activities. As this term is more holistic, readers may be confused.
among variables are presented. After analyzing the obtained results and examining the findings, the article concludes with a discussion of the implications of the results, the overall contribution of this study, limitations, and potential future avenues of research.

**Literature Review**

**Digitalization and Internationalization**

In recent years, the blend of new digital technologies has highlighted the uncertainty in entrepreneurial processes and results, as well as ways of addressing such unpredictability (Nambisan 2017). These technologies include big data and analytics, mobility and pervasive computing, cloud computing, virtual networks, social media, artificial intelligence (AI), and robotics (outlined in Table 10.1).

These advances happened in stages known as Web 2.0 and Web 3.0. Web 2.0 flourished under the Internet’s network effects: ‘databases that get richer the more people interact with them; applications that are smarter the more people use them; marketing that is driven by user stories and experiences, and applications that interact with each other to form a broader computing plat-

<table>
<thead>
<tr>
<th>Type of digital technology</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social media platforms</td>
<td>Develop digital patterns</td>
</tr>
<tr>
<td></td>
<td>Trail of user personalities and choices</td>
</tr>
<tr>
<td></td>
<td>Help to know customer better and understand his needs</td>
</tr>
<tr>
<td>Cloud computing</td>
<td>Uses the power of networks</td>
</tr>
<tr>
<td></td>
<td>Affordable digital resources</td>
</tr>
<tr>
<td></td>
<td>Makes any company seem big, regardless of size or resources</td>
</tr>
<tr>
<td>AI and robotics</td>
<td>Machine learning</td>
</tr>
<tr>
<td></td>
<td>Algorithms learn to understand human behavior</td>
</tr>
<tr>
<td></td>
<td>Suggest next purchase in advance</td>
</tr>
<tr>
<td>Big data and analytics</td>
<td>Users are individualized</td>
</tr>
<tr>
<td></td>
<td>Poll of data gathered from web platforms, mobile apps and sensors</td>
</tr>
<tr>
<td></td>
<td>Predict future trends and serve unique customers</td>
</tr>
<tr>
<td>Mobility and pervasive computing</td>
<td>Internet of things</td>
</tr>
<tr>
<td></td>
<td>Gathers data from any device more naturally</td>
</tr>
<tr>
<td></td>
<td>Creates big tanks of data</td>
</tr>
</tbody>
</table>

Source: Bell and Loane (2010), Brouthers et al. (2016), Lu and Liu (2015), Nambisan (2017), and Wentrup (2016)
form’ (Musser and O’Reilly 2006, p. 3). Although Web 3.0 is still a concept under development, it is essentially viewed as semantic web technologies implemented and powered into large-scale web applications (Hendler 2009; Lassila and Hendler 2007). Overall, these technologies enabled communication and information transparency as well as user collaboration (Addison 2006; Barassi and Treré 2012; Lee et al. 2008), all of which contributed to the rise of Internet-enabled companies (Nambisan 2017; Wentrup 2016). Thanks to these evolutions in web and mobile technologies, born-digital companies are present not only in the information and communications technology (ICT) sector, but in most industrial sectors, not only to software or hardware industries (Bell and Loane 2010; Brouthers et al. 2016).

Various terms are used in the literature, such as ibusiness (Brouthers et al. 2016), high-tech firms (Almor et al. 2014; Crick and Spence 2005; Li et al. 2012; Zhu and Qian 2015), digital information goods providers (Mahnke and Venzin 2003; Wentrup 2016), e-commerce companies (Hänninen et al. 2017; Luo et al. 2005; Singh and Kundu 2002), new technology-based firms (Bell and Loane 2010; Campos et al. 2009; Mahadevan 2000; Reuber 2016, and accidental internationalists (Hennart 2014). And, in general, these are Internet-enabled companies, the operations of which are based online, and which actively develop, produce, and/or commercialize products/services to customers using the web and mobile technologies or other computer-based information system technologies built on the Internet infrastructure.

The arrival of such companies has raised questions, specifically regarding the processes of internationalization. However, the existing studies (Addison 2006; Bell and Loane 2010; Berry and Brock 2004; Freeman et al. 2006; Hamill et al. 2010; O’Reilly 2007) have been restricted to arguing the advantages that digital technologies and the Internet infrastructure provide for overcoming the barriers to internationalization these firms often face (Addison 2006; Arenius et al. 2006; Berry and Brock 2004; Shaw and Darroch 2004; Sinkovics et al. 2013). These studies are based on the traditional classification of internationalizing enterprises, including born-global (low, incremental, and high committers) (Melén and Nordman 2009), born-internationalists (Kuivalainen et al. 2007; Kundu and Katz 2003), committed internationalists (Bonaccorsi 1992), international new ventures (Oviatt and McDougall 1994), and micro-multinationals (Dimitratos et al. 2003). The current literature shows previous research typically concentrated on outward processes to determine how firms internationalize, and less on inward ones. The existing literature, therefore, provides only a partial picture of the functions and marketing strategies used by Internet-enabled firms and neglects the potential role of inward processes in enhancing innovation and performance.
According to Luostarinen (1979) and Hernández and Nieto (2015), firms generally internationalize using two types of processes: inward (related to international supply operations) and outward (related to serving or selling in foreign markets). These processes are related to value chain activities: inward to creating and producing, and outward to delivery, marketing, sales, and support.

**Digitalization of the Value Chain**

The value chain describes the full range of activities that firms perform to bring products or services from conception to end use and after support. To be successful, a company must design a distinctive value proposition to cover the needs of a market niche. In general, a firm gains a competitive advantage from how it configures the value chain, or the set of activities involved in creating, producing, marketing and selling, delivering, and supporting its products or services (Porter and Kramer 2011). Given the fragmentation and dispersion of activities around the globe, management literature has used the terms *global value chain* (Gereffi and Fernandez-Stark 2011) and *global factory* (Buckley 2011; Buckley and Ghauri 2004) when some core activities are located in other countries. We use the definition of *value chain* given by Porter (1991), in which a company’s value chain is a system of value-adding activities that connect the supply part of a company to its demand part.

Creating an overview of value chain configuration is therefore an examination of the activities involved. These activities can be grouped according to various criteria, differentiating primary or core activities—creating, producing, delivering, marketing, and selling the product or service—from support activities (Hernández and Pedersen 2017; Porter 1991; Porter and Millar 1985). Core activities are those needed for sustaining profitable operations that are complementary and important for competitive advantage; non-core activities are those that can easily be outsourced (Hernández and Pedersen 2017; Oviatt and McDougall 1994).

The evolution of these activities may depend on industry dynamics and changes in the market, which also determine modifications in the structure of the value chain. Generally, firms retain the core activities they do best in-house, and allocate more resources, time, and effort to these activities (Buckley 2011; Buckley and Strange 2015; Hernández and Nieto 2015; Hernández and Pedersen 2017).

Thus, digital technologies provide online businesses increasingly efficient ways to internationalize by digitalizing parts of their value chain. Such com-
Companies tend to be new technology-based firms (Almor et al. 2014; Campos et al. 2009; Li et al. 2012) across different fields of activity and industry (Hagen and Zucchella 2011; Knight and Cavusgil 2004; Nambisan 2017; Power 2014); however, many scholars have found that fast internationalization exists only in highly technologized industries (Li et al. 2009; Luo et al. 2005; Mahnke and Venzin 2003). To survive in a dynamic environment, Internet-enabled companies must adapt very quickly (Bell and Loane 2010) and grow more rapidly than traditional firms (Brouthers et al. 2016; Wentrup 2016).

As mentioned before, firms generally go international using inward and outward processes that are related to value chain activities. The extant literature shows previous research typically concentrated on outward processes to determine how firms internationalize, and less on inward ones. Therefore, the literature provides only a partial picture of the functions and marketing strategies used by Internet-enabled firms and neglects the potential role of inward processes in enhancing innovation and performance.

**Classification of Born-Digital Companies**

We analyze the phenomenon of born-digital companies using a framework that describes the internationalization dimension of these firms, as defined by their online-offline presence (Hennart 2014; Luo et al. 2005; Reuber 2016; Wentrup 2016). Following Lowy and Hood (2004), this was done using a 2×2 matrix for classification of digitalized (Internet-enabled) firms and for finding main patterns among these companies (Berrill and Mannella 2013; Brooksbank 1991).

Figure 10.1 illustrates the classification of born-digital companies across the two dimensions discussed above: degree of digitalization across value

---

**Fig. 10.1** Internationalization aspect of digitalized (Internet-enabled) firms
chain activities and degree of internationalization based on dispersion of geographic activities. To measure ‘degree of internationalization,’ we proposed a ‘dispersion of geographical activities’ measure (Brouthers et al. 2016; Li et al. 2012; Luo et al. 2005) as it is suitable for both online retailers who require a physical value chain and companies that have fewer demands for physical presence.

The internationalization dimension is expressed by the horizontal axis and comprises the number of countries in which these firms are most active (with offices), plus the number of localized websites or .com/.other domains in the country’s official language(s). The first two quadrants comprise born-digital companies and the next two represent other types of companies, in different stages of digitalization, with domestic or international activities. The figure identifies two types of born-digital firms: born-digitals with more domestic activities and born-digitals with intensive international business. The third and fourth quadrants comprise those companies with a low-digitalized value chain, which have domestic, international, or global activities. According to Fig. 10.1, the more highly digitalized (Internet-enabled) a company is, the higher its degree of internationalization (Ojala and Tyrvainen 2006; Styles and Genua 2008; Su 2013). However, not all born-digital companies have intense international activities, even though they could start to sell to international customers online rather easily from inception.

At one extreme, an absolute online presence means only a digital footprint; for instance, all the value chain activities would be Internet-enabled. At the other extreme, a pure offline presence means that only physical resources, such as staff, are present (Wentrup 2016). In practice, the degrees of online and offline presence may vary over time, leading to asymmetry. Balance results from the nature of the resources that are committed to these two spatial domains (Wentrup 2016). The efficiency of the internationalization strategy overall, together with strong marketing skills and backed up by external funding, allows such ventures to ‘bootstrap’ into international markets (Bell and Loane 2010). To examine this classification, we applied the matrix in Fig. 10.1 to classify a sample of internationally operating firms.

**Methodology**

**Sample Selection**

This study is exploratory, based on secondary online literature. We explore this new phenomenon by describing the internationalization of born-digital companies and creating an initial model based on several variables and on a
sample of firms positioned within the model. Four shallow (Loane 2006) exploratory cases were built based on secondary sources (Bell and Loane 2010; Hänninen et al. 2017; Mahnke and Venzin 2003) to test the proposed framework.

The methodology used by Fortune magazine to build this list of companies is based on ranking by valuation. The list is based on a combination of data from PitchBook, CB Insights, news reports, and their investigation (Fortune Magazine 2016). The resulting sample comprises a group of 18 firms from a variety of industry sectors. All 18 companies were founded in Europe, but most of them have intensive international activities around the world. These companies are included on the so-called unicorn list, compiled by Fortune magazine in 2016. They are called ‘unicorns’ primarily due to their rapid growth and their market valuations of $1 billion or more; however, this aspect was not considered among the selection criteria.

The firms analyzed in the study are Spotify, Global Fashion Group, Delivery Hero, HelloFresh, Klarna, Adyen, Avito.ru, BlaBlaCar, Skyscanner, Blippar, Oxford Nanopore, Auto1 Group, CureVac, Avast Software, Farfetch, Funding Circle, Home24, and TransferWise (Powa, the 19th company on the list, was excluded because of the financial problems the company is facing). These firms were chosen because they were founded after 2000 (an exception was made for Avast Software), when web technologies evolved into Web 2.0 (Cearley et al. 2005; O’Reilly 2007). Other selection criteria included the sector in which these companies operate and that the firms are well known around the world so that important sources of information can be found online.

The firms and their descriptions are listed in Tables 10.2 and 10.3. Of these cases, four shallow (Loane 2006) exploratory cases were built based on secondary sources (Bell and Loane 2010; Hänninen et al. 2017; Mahnke and Venzin 2003). The internationalization year shown in Table 10.2 is the year in which the companies had their first international activities.

Measure Development

The firms were investigated across two dimensions: degree of digitalization and degree of internationalization. The degree of digitalization was evaluated based on the digitalization of the inward and outward (Hernández and Pedersen 2017) components of their value chain: creating, producing, selling,
The Internationalization of Born-Digital Companies

Table 10.2 Firms in the sample

<table>
<thead>
<tr>
<th>ID</th>
<th>Rank</th>
<th>Company name</th>
<th>Location city</th>
<th>Location country</th>
<th>Industry</th>
<th>Founded</th>
<th>Year of internationalization</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>35.</td>
<td>Delivery Hero</td>
<td>Berlin</td>
<td>Germany</td>
<td>Food delivery</td>
<td>2011</td>
<td>2012</td>
</tr>
<tr>
<td>4</td>
<td>46.</td>
<td>HelloFresh</td>
<td>Berlin</td>
<td>Germany</td>
<td>Food delivery</td>
<td>2011</td>
<td>2012</td>
</tr>
<tr>
<td>5</td>
<td>48.</td>
<td>Powa</td>
<td>London</td>
<td>UK</td>
<td>Mobile payments</td>
<td>2007</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>54.</td>
<td>Adyen</td>
<td>Amsterdam</td>
<td>The Netherlands</td>
<td>Mobile payments</td>
<td>2006</td>
<td>2009</td>
</tr>
<tr>
<td>8</td>
<td>68.</td>
<td>Avito.ru</td>
<td>Moscow</td>
<td>Russia</td>
<td>Online classifieds</td>
<td>2008</td>
<td>2008</td>
</tr>
<tr>
<td>9</td>
<td>75.</td>
<td>BlaBlaCar</td>
<td>Paris</td>
<td>France</td>
<td>Transportation</td>
<td>2006</td>
<td>2009</td>
</tr>
<tr>
<td>10</td>
<td>79.</td>
<td>Skyscanner</td>
<td>Edinburgh</td>
<td>UK</td>
<td>Flight, hotel search engine</td>
<td>2003</td>
<td>2011</td>
</tr>
<tr>
<td>13</td>
<td>102.</td>
<td>Auto1 Group</td>
<td>Berlin</td>
<td>Germany</td>
<td>E-commerce</td>
<td>2012</td>
<td>2015</td>
</tr>
<tr>
<td>14</td>
<td>104.</td>
<td>CureVac</td>
<td>Tübingen</td>
<td>Germany</td>
<td>Biotechnology</td>
<td>2000</td>
<td>2015</td>
</tr>
<tr>
<td>15</td>
<td>129.</td>
<td>Avast Software</td>
<td>Prague</td>
<td>Czech Republic</td>
<td>Computer security</td>
<td>1988</td>
<td>2013</td>
</tr>
<tr>
<td>16</td>
<td>137.</td>
<td>Farfetch</td>
<td>London</td>
<td>UK</td>
<td>E-commerce</td>
<td>2008</td>
<td>2010</td>
</tr>
<tr>
<td>17</td>
<td>138.</td>
<td>Funding Circle</td>
<td>London</td>
<td>UK</td>
<td>Crowdfunding</td>
<td>2010</td>
<td>2013</td>
</tr>
<tr>
<td>18</td>
<td>139.</td>
<td>Home24</td>
<td>Berlin</td>
<td>Germany</td>
<td>E-commerce</td>
<td>2012</td>
<td>2012</td>
</tr>
<tr>
<td>19</td>
<td>164.</td>
<td>TransferWise</td>
<td>London</td>
<td>UK</td>
<td>Mobile payments</td>
<td>2011</td>
<td>2015</td>
</tr>
</tbody>
</table>

Source: ‘The unicorn list,’ compiled by Fortune magazine in 2016

delivering, and supporting (Porter 1991; Porter and Millar 1985). Our goal was to discover how prevalent a digital basis was in these highly valued companies. Each activity of the value chain was coded with 1 if it was based or coordinated with a web technology or a non-web digital application, or with 0 if not. Subsequently, each firm’s value chain was analyzed through this perspective using the information available in the secondary literature. This produced a digitalization scale of 0–5. The degree of internationalization was analyzed in line with the model illustrated in Fig. 10.2. The firms were added to the first two quadrants if the digitalization degree was 4 or greater, and to the last two if the degree was 3 or less.

The internationalization variables were analyzed based on the combined the results of localized websites or .com/.other, targeted country language, and the number of countries in which these companies are most active (besides their home country). Each variable (office or localization) was coded with 1. The highest number resulting from the sum of these two variables was 92 and the lowest was 2. The numbers were then normalized. First, every
result was divided by the highest number, resulting in a scale from 0 to 1. Second, these results were multiplied by 5 to create a scale of 0–5, like that used for digitalization. The raw data is provided in Table 10.3 and a sample of the coding results for the selected cases (see sections ‘Avito.ru: Domestic Born-Digital,’ ‘HelloFresh: International Born-Digital,’ and ‘Oxford Nanopore: Domestic Low-Digitalized Company’) across their value chain is listed in Appendix 2.

### Analysis and Findings

Figure 10.2 presents the categorization of the sample companies across a 2×2 matrix that distinguishes between the degrees of digitalization and internationalization to classify the companies according to the proposed research model.

The research framework identifies types of born-digital firms in the first three quadrants of the matrix. The first two quadrants in Fig. 10.2 represent the born-digital companies, which tend to have similar businesses. However, this is not a general rule for all the firms analyzed in this chapter. Indeed, some of these firms have intensive international activities, and some of them focus...
more on domestic markets. All the other firms are digital from inception or soon after foundation. The difference between them is the internationalization dimension. All the firms presented in the framework have an Internet-based business model and are born-digital companies. Besides internationalization, another difference lies in the digital distribution of the final product. The first two quadrants represent the companies the value chain of which is digitalized, or at least, all five components of the value chain are coordinated by internet technologies and are conducted online. The last two quadrants are characterized by companies the value chain of which is not digitalized.

Most of the firms analyzed can, in the initial stage of internationalization, fully operate in a market without an offline presence, despite legal compliance and market-specific requirements. The length of the interval between online and offline is dependent on the business model and the sales and distribution channels used. However, as the revenues or number of users grow, even B2C-oriented firms gradually localize their offers and frequently establish an offline presence. According to Wentrup (2016), regardless of how online and digitalized a firm might be initially, the geographical impact and the localization issue become increasingly important as the firm grows. For the same reason, most of the companies establish offices in other countries. Tangible foreign assets in international markets may be used, but are often defined by business offices (UNCTAD 2017) needed more for policy issues or customer support. Furthermore, it is easier to sell ads to local companies and deal with local rights holders or to establish development offices around the world.

To analyze the firms in more detail, we selected companies from each quadrant of the initial sample, namely, Avitor.ru, HelloFresh, and Oxford Nanopore. They were chosen because they differ in the type of service they
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**Fig. 10.2** Sample classification of the born-digital companies
provide, their target customers, their size, and their business model. Their similarities and differences should make this sample representative of at least a part of born-digital companies. We selected the cases that can best explain the differences between the matrix cells.

**Avito.ru: Domestic Born-Digital**

Avito.ru, an online classified ads platform, represents a born-digital company with a value chain that was highly digitalized soon after inception. Its platforms include an online payment system; in addition, it uses online marketing campaigns based on data generated by its users. Most of its services can be delivered from headquarters. Avito.ru has its headquarters in Moscow and operations in only one foreign country. Regarding localized websites and .com/.other web domains with the country’s official language(s), this firm scores one website localization with country-targeted language.

**HelloFresh: International Born-Digital**

HelloFresh is an online platform from which users can order a box with pre-portioned food ingredients. The company was founded in 2012. It showed growth of 90% over 2015 and closed 2016 with revenue amounting to €894 million. HelloFresh has its headquarters in Berlin and operations in more than nine countries across three continents. Regarding localized websites and .com/.other web domains with the country’s official language(s), HelloFresh scores nine website localizations with country-targeted language and one website translation with a .com domain.

**Oxford Nanopore: Domestic Low-Digitalized Company**

Oxford Nanopore Technologies Limited develops and commercializes nanopore-based electronic systems for analysis of single molecules. Its main locations are the UK and the US.

While the secondary literature lacks detailed information about some of the firm’s value chain, social media platforms and mobile apps are used for disseminating company information, organizing special events and conferences, and managing and communicating with the community of scientists all over the world. However, their business model is aligned to the industry and represents a consumer goods company. In general, companies like this spend two
times more on sales and marketing than on R&D. Regarding internationalization, this company scores one website translation and has activities in another foreign country.

**Summary of Cases**

Born-digital companies go international faster than others, thanks to Internet technologies and the nature of their business model (see Appendix 1). These companies are designed for rapid internationalization from inception (Mäki and Hytti 2008; Saarenketo et al. 2004). According to Hennart (2014), the digitalization of their business model makes them accidental internationalists, with one key element in common—Internet technologies (Bell and Loane 2010; Hagen and Zucchella 2011).

The degree of internationalization of a born-digital company is closely related to the degree of digitalization of its value chain. Thus, to internationalize to a certain scale, these companies must digitalize their value chain. Nevertheless, it is easier to internationalize online via a controlled entry mode (Yamin and Sinkovics 2006). This could mean that a company’s online presence might be an ‘optical illusion,’ so that the firms neglect the complexity of offline business (Wentrup 2016).

**Discussion and Conclusions**

In this study, we found that 16 of the 18 companies examined digitalized their value chain (inward and outward) from day one or soon thereafter. The two exceptions are the biotechnology firms, Oxford Nanopore and CureVac, which are still on the road to digital business. Thus, born-digital companies are, in general, companies that have undergone that transformation after inception (or did not have the need to). These are opposed to other companies that must, at some point, undergo the process of digital transformation process.

**Theoretical Contribution**

The contribution of this study is its presentation of a framework that enables classifying born-digital firms when examining their internationalization and value chain activities. By stressing the relevance of a digitalized value chain,
both inward and outward, and internationalization using a balance between online and offline presence, we present a conceptual analysis arguing that born-digital companies are a distinct type of internationalizing firm with an Internet-enabled, inward-outward digitalized value chain from day one or soon after inception.

This research enables classifying companies to explain this new phenomenon of digitalization. Within this framework, four types of companies were described regarding the digitalization of their value chain activities (Porter 1985) and localized websites in the official language of the targeted country. The firm cases show that early digitalization of the value chain, translated into a stronger online presence, followed by a gradual increase of resources dedicated to the offline presence, might represent one solution for sustainable growth for born-digital firms.

We observed that the internationalization process of born-digital companies includes several steps: gradual regional expansion followed by internationalization speed, both of which are supported by Internet technologies. The rapidity of internationalization is best explained by the international venture or born-global phenomenon (Cavusgil and Knight 2015; Madsen and Servais 1997; Oviatt and McDougall 2005), ICT, and Internet-related internationalization theories (Kim 2003; Singh and Kundu 2002; Yamin and Sinkovics 2006); the gradual regional pattern, however, finds support in the Uppsala model (Johanson and Vahlne 1977). Nevertheless, not all born-digital companies operate internationally, although they could sell to international customers online rather easily from day one.

Despite expectations, our research shows that the digitalization of value chain activities is not closely related to the internationalization dimension of born-digital companies. Therefore, the degree of digitalization of the value chain activities does not significantly influence the internationalization of born-digital firms. Instead, the business model influences the internationalization of born-digital companies.

Regarding this research, some internationally operating born-digital companies might represent a subset of born-global firms; however, based on Hennart’s (2014) work, we might expect the behavior of born-digitals to be determined largely by their business models as well. The novel business models used by digital companies generate revenues from a very early stage (Bell and Loane 2010). These companies are perceived as rapidly internationalizing because of the degree of digitalization integrated into their business model from inception (Brothers et al. 2016; Wentrup 2016). This could be a topic for further research.
Overall, this study brings a suitable framework to make sense of the spread discussion on digitalization in the context of international entrepreneurship and business. This chapter represents a conclusive work of a new concept defined as born-digital. The concept explains a new phenomenon through a new perspective, analyzing the digital value chain activities correlated with internationalization across two dimensions: online and offline activities. The study brings together several concepts that are critical for international business and international entrepreneurship in general; this is an integrative work. Going forward, classification helps to develop the theory by analyzing the internationalization patterns of these companies.

**Managerial and Social Implications**

This research has several implications for management, such as examples of digitalized business strategies by which traditional companies can go international more efficiently. The internationalization strategies of various types of companies could become important for the future of most companies. These goals recognize that digitalization based on Internet technologies can aid global development by connecting neglected and underserved communities of customers around the world. Companies from almost any industry can use the example of born-digitals as a set of best practices in their own process of digitalization.

We observed that most of the companies we studied organize their business around online platforms; this generally transforms the logic of any industry sector, making transactions between buyers and suppliers easier and more dynamic. Through services provided by digital platforms, digital firms create consumer value. They provide value-adding services, such as loyalty programs, online personal customer support, and a last-mile delivery system; such services can convince customers to focus their purchases on one platform. We also noticed that after a certain point in their growth, these companies can transform their platform into large marketplaces due to the network effects that allow suppliers to handle the actual transaction of goods with consumers on the platform.

Wentrup (2016) claims that the company sample analyzed in his research cannot fully operate in a market without being present offline. Thus, companies are limited in how long or at what size they can operate fully online without needing a physical presence. The importance of offline entry also seems to increase with time (Hennart 2014; Mahnke and Venzin 2003; Reuber 2016; Wentrup 2016). The outcomes of these studies suggest that
born-digits are more frequently born at home rather than born-global (Hennart 2014). Our sample did not behave differently.

**Limitations and Future Research**

This exploratory study has several limitations. Its scope is to discover theoretical conceptualizations and empirical findings regarding the internationalization of digitized companies. However, it should be remembered that available information about the subject is limited. We also acknowledge that other measures may be used to measure the degree of internationalization.

Sample selection represents an important limitation. A case can be made for selection bias, since the firms were selected especially because of their year of inception, activity sectors, and information available online. Market valuation was not a criterion. Also, we could have selected companies founded more recently.

Another potential limitation is the measurement used for the value chain digitalization. This is no trivial matter, since most of the activities are Internet-related and the amount of information available can make it difficult to track where in their value chain the companies have their activities. This is especially true when those activities exist in a digital format.

Future research should further explore corresponding themes. For instance, the born-digital phenomenon has been analyzed through studying large firms; other perspectives are also needed on how the value chain structure and digitalization, country of origin, and the dynamism of the industry may influence the evolution of born-digital companies. Also, future studies could empirically examine the kind of internationalization strategy that born-digital companies use, the role of internationalization strategy on international performance, or the customers’ view regarding the companies’ international performance.

A worldwide shift marked by technology is changing the balance of information in favor of customers. Digital firms create this shift by collaborating with consumers to not only develop new products and services, but also to enable more effective buyer interactions and optimize the customer experience (Cavusgil and Knight 2015). Digital technologies foretell the next era in both local and international entrepreneurship. This is a time in which the traditional ways and processes of following entrepreneurial opportunities will be increasingly questioned and reworked (Nambisan 2017). These firms represent the beginning of a new era in how internationalization will occur in the years to come.
Appendix 1: Some of the Digitalization Advantages of the Value Chain

<table>
<thead>
<tr>
<th>Value chain</th>
<th>Description</th>
</tr>
</thead>
</table>
| Creating      | Optimized inventory planning based on demand forecasting  
                    Data-based preventive asset maintenance  
                    Integration with partners in digital ecosystem to optimize service delivery  
                    Virtual organizations enabled by mobility and seamless cooperation |
| Producing     | Creates new digital products, services, and offerings  
                    Rapid prototyping with customer interaction  
                    Integrates products and services into solutions that have digital components  
                    Convergence of products enabled by digital technologies |
| Selling and marketing | Analytics-driven and dynamic customer segmentation or Customer relationship management (CRM) platforms  
                    Faster time to market with targeted offerings  
                    New earnings (subscription, licensing, credit, ‘freemium,’ etc.) models |
| Delivering    | Digitalized and automated delivering processes  
                    Efficiency of the transportation planning using ‘last mile’ logistics  
                    Coordination between storage, stocks, and delivering |
| Supporting    | Systematic management of customer management services  
                    Digital manuals with instructions powered by augmented reality apps  
                    Forums, e-chat, Frequently asked questions (FQA), virtual assistant, social media |

Source: Data sample

Appendix 2: The Sample Coding of the Results of the Empirical Sample

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating</td>
<td>R&amp;D—technology; relationships with entrepreneurs for eShops</td>
<td>R&amp;D—technology; supplier relationships; taste clustering; hyper-personalization</td>
<td>R&amp;D; supplier relationships; storing and distributing the raw materials, inputs, components, and parts used in the production process</td>
</tr>
<tr>
<td>Producing</td>
<td>E-commerce fashion platform (core business) for classified ads and online shops</td>
<td>Food box (core business), recipes, complex web platform; web apps</td>
<td>Nanopore DNA sequencer (core business), the MinION; website; online shop</td>
</tr>
</tbody>
</table>
## Value chain

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Online payment system; online/offline marketing campaigns</td>
<td>Online payment system; online/offline marketing campaigns; ambassador marketing</td>
<td>Online payment system; online/offline marketing (lack of info)</td>
<td></td>
</tr>
<tr>
<td>Delivering</td>
<td>Software product. No need of delivery system; services/products can be delivered from headquarters; doesn’t help with distribution costs</td>
<td>Operated warehouse facilities; logistics partners; local couriers; own last mile</td>
<td></td>
</tr>
<tr>
<td>Supporting</td>
<td>Online customer care/operated call centers</td>
<td>Online customer care/customer care agents</td>
<td></td>
</tr>
<tr>
<td>Business model</td>
<td>Marketplace (fee based); SaaS model</td>
<td>Subscription model</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Online customer care/customer care agents</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pharmaceutical products model</td>
<td></td>
</tr>
</tbody>
</table>
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Introduction

The last three decades have seen an acceleration of the interconnectedness of the global economy at the economic, productive, financial, social, and cultural levels. This coincided with what Friedman (2000) referred to as turbo-charged globalisation, since not only had it been multi-faceted, but it had moved faster than at any time before. The 2008 financial crisis has somewhat pushed to the fore the undesirable implications of such global linkages, especially in advanced economies where de-industrialisation, joblessness, and imbalances in the national and regional economies were reducing the responsiveness and resilience of economic systems to face external shocks. This led to the emergence of bottom-up resentment that has shaken political establishments in both the United States and Europe; consider the election of Trump in the United States, the emergence of populist parties in Europe and Brexit. A dislike for the consequences of globalisation (generally speaking in the populist narrative) has been rendered with a political discourse around ‘re-balancing the economy’ and ‘job creation’. Protectionists and insular approaches to trade have surfaced with worrying consequences. The geography of the global economy is changing as new players and new dynamics are reshaping global markets and global production.

In this work, we acknowledge such backdrop and explore a very recent debate that looks at the relationships between firms’ location choices and the
emergence of new technologies that are expected to alter the organisation of production inside the firm and along the value chain, as well as creating new pathways for value creation. A wave of disruptive new technologies are becoming available, and these are somewhat captured by the umbrella term of Industry 4.0: this is changing firms’ production strategy, both in advanced and emerging economies.

In this chapter, we will first recap the drivers and the outcomes of the globalisation push that occurred between 1990s and early 2000s in the section ‘Globalisation: 1990s–2000s’. We cannot really understand what is driving firms’ location choices today, however, without discussing the impact that the new technologies brought in by the Fourth Industrial Revolution (FIR) will have on production and supply chain. There is a large literature on Industry 4.0 and we will start shedding some light on the link between the relocation of the production in advanced economies and the implementation of Industry 4.0 (section ‘Technological Change and Industry 4.0’). This will be followed by a critical survey of the current debate on de-globalisation in the section ‘De-globalisation’ and evidence of a ‘re-bundling’ of tangible and intangible activities via reshoring in the section ‘Reshoring as Strategy to Re-bundle Innovation with Production’. The section ‘Case Study on Shorter and Proximate Value Chain: The Automotive Ecosystem in San Jose Economic Area’ will present the case study of the San Jose Economic Area (SJEA) where there is an automotive cluster adopting frontier technologies; we will argue that its success hinges on the fact that it is an ecosystem of complementary technologies and competences with crucially shorter and proximate value chains that have re-bundled manufacturing with research and design. Some concluding remarks will end the chapter.

Globalisation: 1990s–2000s

Globalisation has allowed an increasingly seamless movement of people, goods, and capital across the world. The outcomes have been greater talent mobility, more intense international trade, and better integrated global finance which has fostered the growth of the global economy at the turn of the 2000s (Gilpin and Gilpin 2001). Indeed from a world where countries mostly traded with each other final goods produced domestically, since the 1990s, we have seen the creation and thickening of global value chains connecting in particular what Dicken (2015) calls the global triad, namely Asia, North America, and Europe. Growth has not been, however, widespread both in advanced and emerging economies. The globalisation of production in the 1990s and
2000s has been driven by American and European multi-national firms adopting efficiency-seeking strategies to reduce labour costs to compete in price-sensitive markets. The opening of Asian economies to the world as destinations for offshoring strategies has enabled Western multi-national firms to create complex outsourcing chains strategies (Cantwell and Narula 2001) by locating production functions in different ‘places’ depending on their internal strategic division of value via green- or brownfield investments, as well as mergers and acquisitions operations. The globalisation of production activities resulted in ‘de-territorialised’ production choices.

The globalisation strategies of multi-national firms were highly supported by the neo-liberal approach that dominated the late 1980s and 1990s which took the form of the so-called Washington Consensus (Marangos 2008). This pushed for free market, free trade, deregulations, and convenient currency exchanges, creating a global business environment where Western multi-national enterprises (MNEs) could operate and flourish (ibid.). World Bank and International Monetary Fund were instrumental in this respect (Williamson 1990) whilst through the World Trade Organisation (WTO), an unprecedented number of free trade agreements and trade liberalisation were concluded (Nachum 2000). As American multi-national firms were looking to China in the first instance for achieving cost-efficiency in production (Hansen-Kuhn 1997), in Europe in the 1990s, the European Commission also endorsed an outward-looking policy that promoted European competitiveness by supporting the emergence national champions in the global markets via investment in high-tech industries and cost-efficiency (Gilpin and Gilpin 2001).

The socio-economic costs and benefits of globalisation have been not evenly spread in advanced economies nor in fact in emerging economies (Barrientos et al. 2016). In roughly 20 years, trade in intermediate product doubled, the number of subsidiaries increased exponentially, the movement of young people to learn Western managerial techniques was significant, and, of course, the global economy grew continuously (Miroudot et al. 2009). The entrance of China in the WTO accelerated the fragmentation of production allowing multi-national firms to be headquartered in the North to be brains of production, while subsidiaries were moved to the global South to be the brawns. In the early years, China and South-East Asia along with Mexico in the Americas become the so-called factory of the world (Xiangguo 2007).

In the meantime, advanced countries saw a reduction in their manufacturing output and an increase in service output. This geographical cleavage between tangible assets and intangible assets coincided with what Baldwin (2006) calls the second ‘great unbundling’: this caused the de-industrialisation
and the depopulation of declining urban areas (Essletzbichler 2004), for instance, with production shifting from the snowbelt to the sunbelt states in the United States and the decline of industrial activities in traditional manufacturing regions in Western Europe (Rodrik 2016). US manufacturing employment peaked in 1979 with 20 million jobs, followed by a steady decline since. The downward trend of manufacturing employment in the United States accelerated in the early 1990s, but slowed down in the mid-2010s driven mainly by changes in the production system towards a more technological upgrading.

The decision to outsource low-value activities in foreign countries implies also a location decision choice. Regardless of the mode of entries, the firm is intrinsically bounded with the host location once chosen (Buckley and Casson 1999). The first wave of manufacturing delocalisation was oriented towards neighbouring countries, as geography proximity reduces transportation costs and cultural proximity reduces coordination cost: Mexico, China, and Eastern Europe (ex URSS) became the prime destination respectively for American and European firms (Caraveli 2016; Fukao et al. 2004; Feenstra and Hanson 1996). The choice of these newly available destinations facilitated by the creation of North America Free Trade Agreement (NAFTA) for the United States as American MNEs relied on foreign direct investment (FDI) or offshored outsourcing in Mexico creating the so-called maquiladora in a way of establishing a hierarchical or caption relationship with them (Bair and Gereffi 2001). For European economies, the opportunity to have proximate destinations for cost-saving strategies came with the fall of the Berlin Wall in 1989; this opened up access to a large pool of relatively cheap, albeit unskilled labour, via FDI or outsourcing especially in automotive, fashion, and footwear sectors. Japanese automotive industries also heavily delocalized to China to maximise economies of scale and cost reduction to be more competitive in the European market.

Thanks to the work of Gereffi et al. (2005), the fragmentation and vertical disaggregation of production orchestrated by MNEs that spread from advanced economies to emerging economies started to be represented as a global value chain. Every single part contributes differently to the final value of production with high value-added ‘tasks’ being distinguished from low value-added one. Less value creating tasks were typically more labour-intensive and were ridden by the firm via outsourcing, while high value creating tasks were kept in-house, under strict management control. These are low value creating tasks that started to be offshored and scattered abroad creating indeed global value chains. The Global Value Chains (GVC) framework allows to highlight that value is not only embodied in a specific task performed along the chain, but the value is also associated with the location in which the task
takes place. That is the main reason why location matters (Buckley and Casson 1999). In the 2000s, an increase in the research on GVCs resulted in a better understanding of the maps of the global production as an intersection between global connections managed by MNEs and local systems (De Propris et al. 2008) sustained by a network of stakeholders such as firms, trade associations, workers, education system, policy-makers, and local and national governments (Gereffi and Fernandez-Stark 2016).

The mushrooming expansion of global production in the period 1980–2010 was mainly driven by increasing the productivity by reducing the labour cost. This was a profitable solution until the main goal was to pursue economies of scale over a large quantity of tradeable goods (Livesey 2018). Recently, new trends in the consumer market (e.g. sustainability, customisation, and amazon effect) and new forms of the production process (e.g. automation, robotics, cloud, and remote control) usher a novel era of globalisation, in which chasing the cheapest manufacturing location could be a wane strategy (Lund and Tyson 2018).

Technological Change and Industry 4.0

There is an emerging debate that is starting to unpack the transformative impact that the current wave of technological change will bring about. De Propris (2018) argued that we are going through the FIR with a host of new technologies, started being developed in the mid-1980s, which is driving the emergence of a new techno-economic paradigm that will impact on production, consumption, and ways of life. These include biotech, nanotech, neurotechnologies, green and renewables, information and communication technology (ICT) & mobile tech, cloud technology, big data, 3D printing, artificial intelligence, internet of things (IoT), robotics, sensing, space technology, and drones.

Applications of these new technologies have already started in some industries such as automotive where the adoption of digital technology and automation is expected to revolutionise the organisation of production inside the factory and along the supply chain. Indeed, the first translation of these new technologies in tangible change can be witnessed in the German's launch of the Industry 4.0 model of production, which describes the impact that the IoT and robotics can have on the organisation of production thanks to a new interplay between humans and machines. This has kicked a lively debate on the new Industry 4.0 model of production. The latter term has been indeed
adopted widely first by think-tanks, business leaders, international organisations, and then more recently by policy-makers.

Captured by a business-focused narrative, Industry 4.0 started being celebrated for the impact that technologies such as IoT, artificial intelligence, robotics, and automation are expected to have in the production of goods by bringing efficiency, productivity, responsiveness, flexibility, and ultimately seamless integration of the supply chain in manufacturing production (Deutsche Bank 2014; KPMG 2016, 2017; PWC 2016; McKinsey 2015; Berger 2013). Efficiency is mostly understood as cost-efficiency, energy efficiency, and labour efficiency, often summed up by the futuristic idea of ‘light out factories’ with no lights and no heating (WSJ 2002; Heng 2014). Increased productivity would come from automation enabling more flexible processes, short lead times, better control of the value chain flow, and better control of quality. Responsiveness would be greatly enhanced by the data collected thanks to cloud computing. Data can be collected during production on site and along the supply chain, as well as from consumers and users. Data provides information and feedback to be used to enhance processes and responses. Linked to the above, automation and data feed into firms’ ability to maximise its flexibility, by producing in smaller batches: this is often referred to as mass customisation. Amongst many of the changes, Siemens (2015) mentions the ‘integration of value chains with seamless engineering’ and a combination of cloud technology and data analytics. Such smart factories and connected factories adopt IoT, robotics, sensing, space technology, and mobile technology to enable machine-to-machine communications that will allow the coordination of complex production operations via a seamless integration of functions (KPMG 2016, 2017).

The truth is that the impact that the FIR should be—and can be—much more disruptive than designing a ‘lights out factory’. De Propris (2018) argues that a broader definition of Industry 4.0+ must be considered to allow the deployment of all the technologies of the FIR to trigger a transformational shift in the techno-socio-economic paradigm attuned to a green economy and society. Industry 4.0+ only can be a key part of an effort to deliver an inclusive socio-economic growth. Indeed information technology, mobile technology, 3D printing, artificial intelligence, robotics, sensors, space technology, and drones are all new technologies that allow for small-scale production, and personalised and customer-centred innovation and applications.

Industry 4.0+ will, therefore, unfold with the creation of a new customer-centred innovation, where consumer, innovator, and producer work attuned...
to create disruptive and radically new products. The presence of niche and even customer-centred markets where frontier technologies can be explored via applications and adoption afford a different reorganisation of production, one that requires a tighter and better dove-tailed interaction between the innovation and production phases of the value chain. Small scale productions can be efficient and coupled with experimentation of frontier technologies in markets that are on the frontier of innovation development and adoption. This implies that both the ‘making of things’ and innovation are associated with high value creation; after ‘the great unbundling’ of the 1990–2000 (Baldwin 2006), this calls for a strategic re-bundling of innovation and production.

It will be a while before we can fully appreciate the impact that the adoption of FIR technologies will have across manufacturing and the economy more widely; however, technological change is only one of the factors that are already reshaping the organisation of production globally. Indeed, the Great Recession (van Bergeijk 2018) that followed the 2008 financial crisis has profoundly changed the general perception of globalisation: from being inevitable and desirable, globalisation has more recently pointed to as the cause of socio-economic malaise in advanced economies, wider income inequalities (Piketty 2014), and crucially wider intra-countries socio-economic disparities. Has the global economy reached ‘peak globalisation’?

De-globalisation

The financial contagion that kicked off in 2008 and led to the Great Recession across advanced economies and the shock it caused to the real economy was a wake-up call especially for the ‘average person in the street’ of the extent to which single economies were interconnected globally (Van Bergeijk 2018). Globalisation and the integration of global markets, for the first time, were seen as undesirable. Instrumental to capitalism, globalisation was nevertheless deemed to be the only route possible to growth. However, a more critical narrative about globalisation was also emerging especially in relation to the price that regions and cities across advanced economies had paid due to the delocalisation of production overseas. The de-industrialisation, deskillling, and marginalisation of entire communities who lost jobs and identity were for the first time scrutinised and in the United Kingdom, for instance, a large debate on ‘Re-balancing the economy’ (Bailey and De Propris 2014a) attempted to unpack such sore issues.
At the macro level, evidence is also emerging that since 2008 the global economy is de-globalising. Global trade and the internationalisation activities of multi-national enterprises show signs of decelerating. As discussed in the Organisation for Economic Co-operation and Development (OECD) (2017), data on global trade and gross domestic product (GDP) growth rate show that after the big dip in 2008 in correspondence with the financial crisis, GDP growth rate returned to pre-crisis level relatively quickly but dropped afterwards below 3% (Fig. 11.1). At the same time, trade recovered between 2009 and 2011 but plateaued after to drop after 2014. OECD (2017) claims that the slow and weak trade recovery has been a sign of a still fragile global economy unable to pick up the pace of growth pre-crisis. Still looking at the trend of the KOF Swiss Economic Institute (Konjunkturforschungsstelle) globalisation index (Gygli et al. 2018), the hypothesis that the globalisation is slowing down is taking shape (see Fig. 11.2).

If some form of de-globalisation (Martin et al. 2018; Livesey 2017, 2018) is occurring, what are the signs? Is there some evidence for it? We are considering two amongst many: one is FDI trends and the other is global value chains’ activities. Outward FDI has gone through peaks and troughs since its big drop in 2008–09 as described in Fig. 11.3, with the latest figures suggesting a contraction. Changes in FDI trends can signal tensions in the global organisation of production. Evidence compiled by the OECD (2017, p. 46) shows...
that between 2011 and 2015 GVC activities have dropped for G7 economies (both simple GVC and complex GVC) whilst the production-to-export has increased. This has been particularly the case for the manufacturing sector which experienced positive growth for pure domestic production (mode evidence is needed to extrapolate if this is some form of export substitution) and production-to-export, with negative growth for both simple and complex GVC activities (OECD 2017).

Fig. 11.2 Trend of the KOF globalisation index. (Source: Our calculation with KOF data (Gygli et al. 2018))

Fig. 11.3 Developed economies: FDI outflows, annual 1970–16 (as percentage of GDP). (Source: Our elaboration from UNCTADSTAT)
There are many possible explanations for this de-globalisation drive: there are political forces advocating more protectionist approaches; the global competitive environment has changed with the emergence of attractive markets to an untapped pool of consumers where before there was an untapped pool of labour; multi-national firms’ internationalisation strategies are moving away from cost-saving to being close-to-market and finally, new technologies are changing the nature of products, processes, and therefore the essence of their competitive advantage. We are focusing here on the latter.

The wave of new technologies that is unfolding has the potentials to disrupt all sectors and markets; often defined as key enabling technologies (Corradini and De Propris 2017) they have wider applicability and transferability. The adoption of new technologies in products will occur through discovery and experimentation in markets that are yet to be created, but which start taking embryonic form thanks to the curiosity of a small demand. These frontier markets tend to be top end, they realise small quantity and are relatively price inelastic and can, therefore, afford high prices. In these frontier markets, firms’ competitive advantage is measured by their ability to create value through adoption.

The capacity of such frontier producers to embody new technologies in existing products or to create new products shapes what we can call their ‘translational readiness’ which requires tight and thick synergies between innovation and production. Research and Development (R&D), design, product development, and prototyping are at this stage technology pushed but their applications will require engaged inputs from demand as product specifications are developed almost in response to customers’ experimentation with such frontier products. The constant and crucial feedback loops between innovation and production call for a re-bundling of the intangible and tangible stages in the value creation chain. This does not imply a return to greater integration of production through internalisation, but rather a smoother and rimless interaction between highly specialised component designer and makers, as well as service providers. Such frontier products are likely to have very short life cycles since technological applications are continuously updated and upgraded driven both by advancements in technology pushed translations and by streams of feedback from demand.

Disruptive technological change is, therefore, creating a new competitive environment in some markets where value creation hinges on a technology-innovation-production-market continuum. We have tried to argue that two are therefore the consequences of this. One is that innovation and production are pulled together and functionally re-bundled, and the other consequence is that such re-bundling can be eased by the co-location of the two. Small-scale
productions, short product life cycles, low price elasticity, all suggest that such frontier products can be produced in high-cost economies, eliminating the need for efficiency-driven offshoring. On a larger scale, technological change is reducing the need for cross-continental transactions resulting in a form of de-globalisation.

**Reshoring as Strategy to Re-bundle Innovation with Production**

According to the theory of international business ‘the possibilities of economies of scale in certain activities, the complexities of the activities, the extent of their integration, the type of market structure and the extent of Government intervention will all influence location strategy’ (Buckley and Casson 1999, p. 57). As the theories of firms’ location choices are well understood, we draw on them to shed some light on recent trends that have seen manufacturing activities being relocated from low-cost economies to advanced economies due to a new geography of production shaped by a re-bundling of tangible and intangible functions is an increasing complex model of technological adoption that is reshaping the competitiveness of advanced economies.

Indeed, firms’ strategic decision to relocate manufacturing activities in the home economy has so far been studied by Supply Chain Management scholars pinpointing to factors that have made long and complex supply chains risky and costly. Long and complex supply chains were found inflexible, difficult to manage, and logistically frail, whilst long-distance transactions resulted in delivering lags, large inventory, and quality control problem (Ellram et al. 2013). At the same time, raising wages in China made the cost opportunity increasingly less attractive (Bailey and De Propris 2014b). This new trend was documented in several report from international organisations (e.g. OECD) and consultancy firms such as PwC and Boston Consulting, as well as in local and national magazines with specific company case studies (e.g. The Economist, The Wall Street, the Financial Times). Terms such as reshoring and back-shoring were increasingly used to capture firms’ strategic decision leading to the ‘return [home] of a previous delocalized activity’ (Gray et al. 2013).

Framed in a broader narrative about de-globalisation, both reshoring and back-shoring suggested that firms’ location choices were no longer driven by an internationalisation rationale. However, to fully understand their drivers and dynamics more in-depth analysis was necessary. Indeed, further questions
need to be addressed to have a better understanding of the phenomenon of reshoring:

- Who are the stakeholders engaged in the process? Does the local or national government in the domestic economy play a key role?
- What is the value of the activity brought back? Is that activity strategic to the competitiveness of the firm? Will the activity brought back be the same as the one that was previously offshored or will be it upgraded? Will the manufacturing process be the same or will be it upgraded?
- How the activity has been or will be bought back? Greenfield/Brownfield investments or partnership with suppliers?
- Where the activity will be located? In the same territory of the HQ or in another part of the country?

These questions have been addressed partially by Supply Chain Scholars and by few Economic Geographers, suggesting that a holistic approach is preferred when exploring the feasibility of investments in manufacturing in advanced economies (Ellram et al. 2013; Gray et al. 2013). Since reshoring deals also with firms’ location decisions, a valuable contribution on the subject could be offered by International Business theories.

**Reshoring and the Role of Extra-Firm Stakeholders**

As pointed out by Ellram et al. (2013) and Kinkel (2014), institutions play a critical role in fostering reshoring decision. This has been investigated by Srai and Ané (2016), who argued that institutions should have a primary role in supporting those companies which decide to reshore a manufacturing activity. The results highlight the relevance of local brands and quality features as drivers for reshoring strategy. The importance of an institutional participation has been also documented by Bailey and De Propris (2014b). The surveyed research outcome is the plea for a policy agenda, which should benefit those companies which are reshoring. In the United States, Tate (2014) stresses that leveraging the US public policy could foster reshoring strategies, even if more attention should be placed on fully understand the term reshoring. In addition, Tate (2014) argues that the 2008 financial crisis can be seen as the starting point of the current trend towards developing repatriation manufacturing strategies. In the paper (ibid), proximity to the final market is argued to be delivered by greater flexibility in the manufacturing processes partly delivered through shorter supply chains.
Reshoring and Industry 4.0

In the literature on reshoring, some studies are emerging that consider the adoption of Industry 4.0 technologies and the importance of the territorial context as drivers for shortening value chains.

The role that new technologies will have in ‘reindustrialising’ advanced economies is still embryonic (Fratocchi 2018). Several studies highlight that a narrowing in the labour cost’s gap between advanced and developing economies is a push factors (Bailey et al. 2018; Tate and Bals 2017; Moradlou and Backhouse 2016; Sraï and Ané 2016; Stentoft et al. 2016; Ancarani et al. 2015; Bailey and De Propris 2014b; Kinkel 2012), but few studies are looking at the role played by new technologies as substitute for workers to increase production efficiency. Other studies acknowledge a lack of skilled workers in host country (Foerstl et al. 2016; Canham and Hamilton 2013;) but still, there is no reference to skills related to the adoption of technologies in production process: for instance, in relation to digital and coding skills.

Some initial work looked at the adoption of additive manufacturing as a driver of reshoring (Fratocchi 2018; Moradlou and Tate 2018) In particular, Fratocchi (2018) analysed through secondary data the magnitude of the adoption of additive manufacturing technologies in bringing the manufacturing process back to the domestic economy; results seem to confirm a positive link between the two. Moradlou and Tate (2018) also endorse these results and according to their study, the adoption of additive manufacturing following reshoring strategies resulted in shorter lead time, better firm’s responsiveness to market shifts, lean inventory, low emission due to reduction in road transportation, and less risk of misunderstandings with suppliers. Such finding confirms as initial study by Stentoft et al. (2016) where it was found that the more firms invest in automation in the manufacturing process, the more they are likely to bring production back home. At the same time, Marfia and Degli Esposti (2017) investigated the role of blockchain technology to increase a firm’s reputation and products’ emotional value for the end consumers. Outside the academic debate, MNEs—such as Adidas in Germany—have already started implementing robot-sourcing strategy in order to reduce production costs and increase labour productivity (O’Connor 2016). Investing in new technologies therefore could reduce the complexity of too extensive global value chain by focusing on in-house innovation and closeness to the final market.
Case Study on Shorter and Proximate Value Chain: The Automotive Ecosystem in San Jose Economic Area

The adoption of digital technology, automation, and IoT in manufacturing processes and product design, tighter control of the supply chain thanks to blockchain technology, and a stronger ecological logic are just some of the new disruptive technologies that are shaking the automotive sector. The convergence between robust data analysis and IoT has initiated a shift towards a more engaged ecosystem, whereby the manufacturing activity is becoming way more interwoven and embedded with other activities of the chain, such as R& or Logistic & Distribution, because of its high value creation contribution. To unleash the potential of this value creation, new skills and new type of jobs are needed. Hence, the education and training system has also to keep up such changes. Firms have to design and map out all the digital changes emerging along the value chain (from design to distribution); so that the focus is not on the adoption of one technologies or another, but on how to integrate all the relevant technologies in the process and in the product. By creating a more connected network, where people, assets, and processes share the same system of information, the feedback loop could be shorter, the sourcing more controlled, and the diffusion of new ideas easier (Mason 2018). Hence, a reorganisation of the manufacturing process has to take place if firm wants to benefit from technological adoption.

An example of this integrated digital manufacturing ecosystem in the automotive sector in California. In 2016, California was ranked first for hosting 108 headquarters of large (1000 Fortune) firms, mostly in the sectors of Information Technology, Biopharma and Defence. In particular, the functional economic area of San Jose (including San Francisco and Oakland) ranks third in terms of innovation and number of job creation with respect to the rest of the United States. Innovation is driven by companies (top-three for patents) such as Google, Apple, and IBM, while job creation is led by firms in Business Services, Marketing and Design, and Education & Knowledge sectors. At first sight, the SJEA is not manufacturing driven, although food-related industries and automotive rank respectively seventh and eighth in terms of the number of jobs created. However, beyond any forecast, the automotive industry has grown significantly. In 2016, according to the sector national growth forecast, the automotive sector in San Jose should have decreased its job creation unit of 4292. Instead, it created more than 7400 new jobs in the same year, bringing the economic area as one of the most dynamic in the automotive sector.1

1See data in this link http://clustermapping.us/
Automotive is a sector which is disrupted by new technologies but where incumbents are only slowly upgrading their value chains, at least in the United States. Although the final product is still a car, the new technologies that can be adopted and embedded in the processes and in the products are such that they require completely different competences from before. The need to incorporate high-tech options in the production process requires the use of high-tech skilled workers and the proximity with the research and development department. These are the main motives why in Silicon Valley, in the SJEA, the automotive sector is booming (He 2017). In the SJEA, there are already 64 automotive companies operations mainly R&D oriented (Coren 2017). Established car makers brands have a facility there such as the BMW Group Technology office in Mountain View, General Motors Advanced Technologies in Palo Alto, Honda Research Institute in Mountain View, Volkswagen Electronics Research Lab in Belmont, and Nissan Research Centre in Sunnyvale (Coren 2017). New players such as Apple and Google entered in this sector for developing driverless cars, Tesla as established electronic car makers and Ubbers which is revolutionising the transportation system.

The automotive sector in SJEA is very different from the one in Detroit Area, as in the last one there is the bulk of the entire industry. The peculiarity of the Californian hub is its connection with the technological ecosystem that the area offers. An ecosystem pervaded by an interdependence between industries and overlapping sectors. Examples are Apple, which granted the permission to test self-driving car tech and Tesla, which acquired SolarTech in order to become a supplier of solar energy (Della Cava 2018). These strategies are leading the green-tech revolution, the first by transforming the auto performance from miles per hour to data per minutes, the second by hocking the opportunity to supply its own fuel (electric energy) to its product and create a fully integrated loyalty experience.

The technology is leading towards an ecosystem in which the single firm’s strategy is not competitive anymore (Engel 2015). Its strategy has to be developed in parallel with the innovations available in the ecosystem, in order to create compatible solutions to complement other players. Players comprise firms from different sectors (e.g. BMW and IBM), local and regional policy-makers and education institutions (such as the Centre for Automotive Research at Stanford University).

In order to generate this value, the ecosystem cannot be globally spread, each ecosystem is unique to its territory. The automotive companies established in Silicon Valley are operating in an ecosystem different from those operating in the Midlands or Oxford in United Kingdom or Emilia Romagna in Italy. In today’s scenario, the global value chain of a frontier automotive
firm is less global and cost concerned, but instead more local and technology driven. As reshoring underpins a strategic location choice, manufacturing or sourcing activities should be located where there is the opportunity for greater value creation and access to frontier technologies. This explains that many companies have reshored to Silicon Valley those activities previously performed overseas (Reshoring Institute 2017).

This case study on automotive sector in the SJEA shows that the adoption of frontier technologies in the automotive sector is linked to connected mobility and greening automotive emission; disruptive change is driven by innovators and producers that are co-located in the same space, allowing a functional re-bundling that is speeding up the process of technology exploration and adoption.

Conclusion

This chapter conceptually exposes the idea that a shorter global value chain, with focus on the territorial ecosystem, may be a strategy to follow for competing in today’s economic scenario. De-globalisation is not the reverse of globalisation, as people, trade goods, and financial capital will continue to travel across borders, but we would like to stress the point that the value of tangible assets is decreasing in favour of intangible assets. In line with this, as the manufacturing is becoming more valuable because of Industry 4.0, its location could be changed from a low-cost labour force country to a high-cost labour force country. This follows the concept offered by the theory of international operation.

Another point is the topical role of extra-firm actor for creating an ecosystem in which the firm can prosper. Policy-makers should orient policies towards a more technological goal, promoting the development of technical skills job and collaborate with the education system of the territory.

To conclude, to take full advantages of de-globalisation, Western firms are starting to look closer at the advantages embedded in the territorial ecosystems where they are located and to collaborate with public and private stakeholders in particular in relation to the adoption of new technologies and the derived adjustments at the firm and system levels.
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