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Abstract: In this paper, we establish the existence and uniqueness of solutions of reflected stochastic Burgers-type equations. The main difficulty is to deal with the highly non-linear coefficients and the singularities caused by the reflection.
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1 Introduction and framework

Consider the following Burgers-type stochastic partial differential equation (SPDE) with reflection:

\[ du(t,x) = \frac{\partial^2 u(t,x)}{\partial x^2} dt + \frac{\partial g(u(t,x))}{\partial x} dt + \sum_{j=1}^{m} \sigma_j(u(t,x)) dB_j(t) + dL(t,x), \quad x \in [0,1], \]  

\[ u(t,x) \geq 0, \quad u(0,\cdot) = u_0(\cdot) \geq 0, \quad u(t,0) = u(t,1) = 0, \]

where \( B = (B_1,B_2,...B_m) \) denotes a \( m \)-dimensional Brownian motion on a complete probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P) \), where \( \mathcal{F}_t = \sigma(B(s) : 0 \leq s \leq t) \); \( u_0 \) is a non-negative function on \([0,1]\); \( dL(t,x) \) is a random measure which is a part of the solution pair \((u,L)\). The coefficients \( g(\cdot) \) and \( \sigma(\cdot) = (\sigma_j(\cdot), j \geq 1) \) are non-linear real-valued functions which will be specified later. The following is the definition of a solution.

Definition 1.1. A pair \((u,L)\) is said to be a solution of equation (1.1) if

(i) \( u \) is a continuous random field on \( \mathbb{R}_+ \times [0,1] \); \( u(t,x) \) is \( \mathcal{F}_t \) measurable and \( u(t,x) \geq 0 \) a.e.

(ii) \( L \) is a random measure on \( \mathbb{R}_+ \times [0,1] \) such that

(a) \( E[\text{Var}_{Q_T}(L)] < +\infty, \quad \forall T \geq 0, \) where \( \text{Var}_{Q_T}(L) \) denotes the total variation of \( L \) on \( Q_T = [0,T] \times [0,1] \).

(b) \( L \) is adapted in the sense that for any bounded measurable mapping \( \psi : \int_0^t \int_0^1 \psi(s,x)L(ds,dx) \) is \( \mathcal{F}_t \) measurable.

(iii) \((u,L)\) solves the parabolic SPDE with reflection in the following sense (\( <,\cdot,\cdot > \) denotes the inner product).
scalar product in $L^2([0, 1], R)$: $\forall t \in \mathbb{R}_+, \phi \in C^2_0([0, 1] \to R)$ with $\phi(0) = \phi(1) = 0$,

$$< u(t), \phi > - \int_0^t < u(s), \phi'' > ds + \int_0^t < g(u(s)), \phi' > ds$$

$$\begin{align*}
= & < u(0), \phi > + \sum_{k=1}^m \int_0^t < \sigma_k(u(s)), \phi > dB_k(s) + \int_0^t \int_0^1 \phi(x)L(ds, dx) \text{ a.s.}
\end{align*}$$

where $u(t) := u(t, \cdot)$.

(iv) for any $T > 0$, $\int_0^T \int_0^1 u(t, x)L(dt, dx) = 0$.

Reflected SPDEs have been studied by a number of people. The existence and uniqueness of solutions of SPDEs with reflection driven by additive space-time white noise were obtained by Nualart and Pardoux in [NP] (PTRF 1992). The existence of solutions of reflected SPDEs driven by multiplicative space-time white noise were established by Donati-Martin and Pardoux in [DP1] (in PTRF 1993). However, the uniqueness was left open in [DP1]. T. Xu and T. Zhang in [XZ] proved the uniqueness of the solution and also obtained a large deviation principle. Various properties of the solution of reflected SPDEs were studied in [DMZ], [DP2], [HP], [ZA] and [Z]. SPDEs with reflection can also be used to model the evolution of random interfaces near a hard wall. It was proved by T. Funaki and S. Olla in [FO] that the fluctuations of a $\nabla \phi$ interface model near a hard wall converge in law to the stationary solution of a SPDE with reflection. For stochastic Cahn-Hilliard equations with reflection, please see [DZ]. In the above mentioned literature, all the coefficients are assumed to be Lipschitz and of linear growth. However, stochastic Burgers type equations driven by space-time white noise were studied in [GN]. For general references of SPDEs, we refer the reader to [DZ] and [PR].

The purpose of this paper is to establish the existence and uniqueness of solutions of stochastic Burgers-type equations with reflection (1.1). As it is well known, the main problem for stochastic Burgers-type equations is to treat the highly non-linear term $\partial g(u(t, x)) / \partial x$ which involves the derivative of the solution. In the reflected case, additional difficulties come from the singularities caused by the random measure term $L(dt, dx)$ which plays the role of local time preventing the solution from being negative. We will distinguish two separate situations. The first one is when the initial function $u_0$ belongs to the Sobolev space $H^1(0, 1)$. In this case we will obtain the existence and uniqueness of the solution. The method is to use the approximations of penalized stochastic Burgers-type equations. To prove the convergence of the solutions of the penalized SPDEs, we need to establish a number of estimates for the approximating solutions. Our approach is inspired by the work in [HP]. The uniqueness is proved through a finite dimensional approximations because Ito’s formula can not be directly applied to the stochastic Burgers-type equations with reflection. The second case is when the initial function $u_0$ just belongs to the usual $L^2([0, 1])$-space. We will then carry out another layer of approximations of the initial condition. In this case we are only able to obtain the existence of a generalized solution. The uniqueness is still open.

We introduce the following hypotheses on the coefficients.

(A.1) $\sigma = (\sigma_k(\cdot), k = 1, ..., m) : R \to R^m$ satisfies the Lipschitz condition

$$\sum_{k=1}^m |\sigma_k(z_1) - \sigma_k(z_2)| \leq C|z_1 - z_2|. \quad (1.2)$$

(A.2) $g(\cdot) : R \to R$ is a $C^1$-function satisfying

$$|g'(z)| \leq C(1 + |z|). \quad (1.3)$$
Lemma 2.1. Note that (1.3) implies

$$\|g(z_1) - g(z_2)\| \leq C(\|z_1\| + \|z_2\|)\|z_1 - z_2\|.$$  \hspace{1cm} (1.4)

Here are some nations used throughout the paper. Let $H = L^2([0, 1], \mathcal{R})$ be the usual $L^2$-space with norm $\| \cdot \|_H$ or just $\| \cdot \|$ and inner product $< \cdot, \cdot >$. Denote by $V$ the Sobolev space of order one, i.e., $V$ is the completion of $C_0^\infty(0, 1)$ under the norm $\|u\|^2 = \int_0^1 (\frac{\partial u}{\partial x})^2 dx$. The corresponding inner product will be denoted by $<\cdot, \cdot>$. Remark that $V = \{ u \in H^1(0, 1) : u(0) = u(1) = 0 \}$. $H^2_0(0, 1)$ will denote the Sobolev space of order 2: $H^2_0(0, 1) = \{ u \in V; \frac{\partial^2 u}{\partial x^2} \in H \}$. The norm of $H^2_0(0, 1)$ is denoted by $| \cdot |_{H^2_0(0, 1)}$.

The rest of the paper is organized as follows. In Section 2, we introduce the penalized stochastic Burgers type equations. A number of preliminary estimates will be established. We will also present a comparison theorem which is of independent interest. In Section 3, we prove the main result of existence and uniqueness under the condition that the initial function belongs to the Sobolev space $H^2_0(0, 1)$. In Section 4, we extend the existence result to the general case where the initial function is in the $L^2$ space.

2 Penalized Equations

For $n \geq 1$, consider the penalized stochastic Burgers-type equation:

$$u^n(t, x) = u(0, x) + \int_0^t \frac{\partial^2 u^n(s, x)}{\partial x^2} ds + \int_0^t \sigma(u^n(s, x)) dB(s) + \int_0^t \frac{\partial g(u^n(s, x))}{\partial x} ds + n \int_0^t u^n(s, x)^{-1} ds, x \in [0, 1],$$  \hspace{1cm} (2.1)

where $u^n(0, x) = u_0(x)$, $x \in [0, 1]$, $u^n(t, 0) = u^n(t, 1) = 0$.

It was proved in [GN] that there exists a unique solution $u^n(t, x)$ to equation (2.1). In this section, we prepare a number of necessary estimates for the sequence $u^n, n \geq 1$. We will also prove a comparison theorem which is of independent interest. We start with the following result.

**Lemma 2.1.** For $T > 0$, the following estimates hold

$$\sup_n \{ E[\sup_{0 \leq t \leq T} |u^n(t)|^2_H] + E[\int_0^T |u^n(t)|^2 dt] \} < \infty,$$  \hspace{1cm} (2.2)

$$nE[\int_0^T |u^n(t)|^{-2}_H dt] \leq K,$$  \hspace{1cm} (2.3)

for some constant $K$, independent of $n$. Furthermore, the following stronger conclusion is valid.

$$\sup_n \{ E[\sup_{0 \leq t \leq T} |u^n(t)|^4_H] + E[(\int_0^T |u^n(t)|^2 dt)^2] \} < \infty,$$  \hspace{1cm} (2.4)

$$E[(n \int_0^T |u^n(t)|^{-2}_H dt)^2] \leq K_1,$$  \hspace{1cm} (2.5)

where $K_1$ is a constant.
Proof. In the sequel, we will write $u^n(t)$ for the function $u^n(t, \cdot)$. Applying Ito’s formula, we have

\[
|u^n(t)|^2_H = |u^n(0)|^2_H + 2 \int_0^t ds \int_0^t u^n(s, x) \frac{\partial^2 u^n(s, x)}{\partial x^2} dx + 2 \sum_{k=1}^{m} \int_0^t < u^n(s), \sigma_k(u^n(s)) > dB_k(s) + 2 \int_0^t \int_0^t u^n(s, x) \frac{\partial g(u^n(s, x))}{\partial x} dx ds
\]

\[
- 2n \int_0^t |u^n(s)|^2_H ds + \sum_{k=1}^{m} \int_0^t |\sigma_k(u^n(s))|^2_H ds.
\]

(2.6)

Observe that

\[
2 \int_0^t ds \int_0^t u^n(s, x) \frac{\partial^2 u^n(s, x)}{\partial x^2} dx = -2 \int_0^t ||u^n||^2_H ds.
\]

Setting $G(z) = \int_0^z g(y) dy$ we have

\[
\int_0^t \int_0^t u^n(s, x) \frac{\partial g(u^n(s, x))}{\partial x} dx ds = - \int_0^t ds \int_0^t \frac{\partial u^n(s, x)}{\partial x} g(u^n(s, x)) dx
\]

\[
= - \int_0^t ds \int_0^t \frac{\partial g(u^n(s, x))}{\partial x} dx = - \int_0^t ds [G(u^n(1)) - G(u^n(0))].
\]

Rearranging terms in (2.6) yields

\[
\sup_{0 \leq r \leq t} |u^n(r)|^2_H + n \int_0^t |u^n(s)|^2_H ds + \int_0^t ||u^n||^2_H ds
\]

\[
\leq C |u^n(0)|^2_H + C \sum_{k=1}^{m} \sup_{0 \leq r \leq t} \int_0^r < u^n(s), \sigma_k(u^n(s)) > dB_k(s)
\]

\[
+ C \sum_{k=1}^{m} \int_0^t |\sigma_k(u^n(s))|^2_H ds.
\]

(2.7)

By the Burkh"{o}lder’s inequality,

\[
C \sum_{k=1}^{m} E[\sup_{0 \leq r \leq t} |\int_0^r < u^n(s), \sigma_k(u^n(s)) > dB_k(s)|]
\]

\[
\leq C_1 \sum_{k=1}^{m} E[\int_0^t < u^n(s), \sigma_k(u^n(s)) >^2 ds]^{\frac{1}{2}}
\]

\[
\leq C_1 \sum_{k=1}^{m} E[\sup_{0 \leq r \leq t} |u^n(r)|^2_H (\int_0^t |\sigma_k(u^n(s))|^2_H ds)^{\frac{1}{2}}]
\]

\[
\leq \frac{1}{2} E[\sup_{0 \leq r \leq t} |u^n(r)|^2_H] + C_2 \sum_{k=1}^{m} E[\int_0^t |\sigma_k(u^n(s))|^2_H ds].
\]

(2.8)

By the linear growth of $\sigma$ and (2.8) we obtain from (2.7) that

\[
E[\sup_{0 \leq r \leq t} |u^n(r)|^2_H] + nE[\int_0^t |u^n(s)|^2_H ds] + E[\int_0^t ||u^n||^2_H ds]
\]

\[
\leq C |u^n(0)|^2_H + CE[\int_0^t (1 + |u^n(s)|^2_H) ds].
\]

(2.9)
Invoking the Gronwall’s inequality, this implies (2.2) and (2.3). Squaring the inequality (2.7) and following the similar procedure we can prove (2.4) and (2.5).

Let \( b_1(\cdot), b_2(\cdot) \) be two real-valued measurable functions. Consider the solutions of the following stochastic Burgers-type equations for \( i = 1, 2 \),

\[
\begin{align*}
    u_i(t, x) &= u_i(0, x) + \int_0^t \frac{\partial^2 u_i(s, x)}{\partial x^2} ds + \int_0^t \sigma(u_i(s, x)) dB(s) \\
    &\quad + \int_0^t \frac{\partial g(u_i(s, x))}{\partial x} ds + \int_0^t b_i(u_i(s, x)) ds. \\
    u_i(t, 0) &= u_i(t, 1) = 0.
\end{align*}
\]

(2.10)

Next result is a comparison theorem for the stochastic Burgers-type equations, which is of independent interest.

**Theorem 2.1.** Assume one of the functions \( b_i \), say \( b_2 \), is Lipschitz continuous. If \( u_1(0, x) \leq u_2(0, x) \) and \( b_1(u_1(t, x)) \leq b_2(u_1(t, x)) \) for \( x \in [0, 1] \) a.e., then we have \( u_1(t, x) \leq u_2(t, x), x \in [0, 1], a.e. \) for every \( t \in [0, T] \).

**Proof.** For \( n \geq 1 \), define functions \( \psi_n(z), f_n(y) \) as follows (see [DP1]).

\[
\begin{align*}
    \psi_n(z) &= \begin{cases} 
        0 & \text{if } z \leq 0, \\
        2nz & \text{if } 0 \leq z \leq \frac{1}{n}, \\
        2 & \text{if } z > \frac{1}{n},
    \end{cases} \\
    (2.11) \\
    f_n(y) &= \begin{cases} 
        0 & \text{if } y \leq 0, \\
        \int_0^y \! \! \! \int_0^z \psi_n(z) dz & \text{if } y > 0.
    \end{cases} \\
    (2.12)
\end{align*}
\]

We have

\[
\begin{align*}
    f_n'(y) &= \begin{cases} 
        0 & \text{if } y \leq 0, \\
        ny^2 & \text{if } 0 \leq y \leq \frac{1}{n}, \\
        2y - \frac{1}{n} & \text{if } y > \frac{1}{n}.
    \end{cases} \\
    (2.13)
\end{align*}
\]

It is clear that \( f_n(y) \uparrow (y^+)^2 \) as \( n \to \infty \). For \( h \in H \), set

\[
F_n(h) = \int_0^1 f_n(h(x))dx.
\]

\( F_n \) has the following derivatives for \( h_1, h_2 \in H \),

\[
\begin{align*}
    F_n'(h)(h_1) &= \int_0^1 f_n'(h(x))h_1(x)dx, \\
    (2.14) \\
    F_n''(h)(h_1, h_2) &= \int_0^1 f_n''(h(x))h_1(x)h_2(x)dx. \\
    (2.15)
\end{align*}
\]

Setting \( J(t) = \exp\{-\lambda \int_0^t (\|u_1(r, \cdot)\|^2 + \|u_2(r, \cdot)\|^2)dr\} \) and applying Ito’s formula in the framework
of the Gelfand triple $V \subset H \subset V^*$ (see [P] and [PR]) we obtain
\[
F_n(u_1(t) - u_2(t))J(t) = F_n(u_1(0) - u_2(0)) - \lambda \int_0^t J(s)(\|u_1(s, \cdot)\|^2 + \|u_2(s, \cdot)\|^2)F_n(u_1(s) - u_2(s))ds
+ \int_0^t J(s)F''_n(u_1(s) - u_2(s))(\frac{\partial^2(u_1(s) - u_2(s))}{\partial x^2})ds
+ \int_0^t J(s)F''_n(u_1(s) - u_2(s))(\frac{\partial(g(u_1(s)) - g(u_2(s)))}{\partial x})ds
+ \int_0^t J(s)F''_n(u_1(s) - u_2(s))(b_1(u_1(s)) - b_2(u_2(s)))ds
+ \int_0^t J(s)F''_n(u_1(s) - u_2(s))\sigma(u_1(s)) - \sigma(u_2(s))dB
+ \frac{1}{2} \sum_{k=1}^m \int_0^t J(s)F''_n(u_1(s) - u_2(s))\sigma_k(u_1(s)) - \sigma_k(u_2(s))ds
\]
\[
=: I_1^n + I_2^n + I_3^n + I_4^n + I_5^n + I_6^n + I_7^n. 
\]  
(2.16)

Observe that
\[
I_3^n = \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) \frac{\partial^2(u_1(s, x) - u_2(s, x))}{\partial x^2} dxds
- \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) \frac{\partial}{\partial x}(u_1(s, x) - u_2(s, x))^2 dxds. 
\]  
(2.17)

We note that
\[
I_4^n = - \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) \frac{\partial}{\partial x}(u_1(s, x) - u_2(s, x))(g(u_1(s, x)) - g(u_2(s, x)))
\leq \frac{1}{2} \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) \frac{\partial}{\partial x}(u_1(s, x) - u_2(s, x))^2 dxds
+ C \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) |g(u_1(s, x)) - g(u_2(s, x))|^2 dxds. 
\]  
(2.18)

In view of (1.3), (1.4) and noticing $J''_n(y) \leq 2\chi_{\{y \geq 0\}}$, we have
\[
\int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) |g(u_1(s, x)) - g(u_2(s, x))|^2 dxds
\leq C \int_0^t J(s)(|u_1(s, \cdot)|^2_{L^\infty([0,1])} + |u_2(s, \cdot)|^2_{L^\infty([0,1])}) \int_0^1 ((u_1(s, x)) - u_2(s, x))^+ dxds
\leq C \int_0^t J(s)(\|u_1(s, \cdot)\|^2 + \|u_2(s, \cdot)\|^2)(u_1(s) - u_2(s))^+_{H^1} ds. 
\]  
(2.19)

Thus from (2.18) we get that
\[
I_4^n \leq \frac{1}{2} \int_0^t J(s) \int_0^1 f''_n(u_1(s, x) - u_2(s, x)) \frac{\partial}{\partial x}(u_1(s, x) - u_2(s, x))^2 dxds
+ C \int_0^t J(s)(\|u_1(s, \cdot)\|^2 + \|u_2(s, \cdot)\|^2) \int_0^1 ((u_1(s, x)) - u_2(s, x))^+ dxds. 
\]  
(2.20)
Taking into account the assumptions on \( b_1, b_2 \), \( I^5_\infty \) can be bounded as
\[
I^5_\infty = \int_0^t J(s) \int_0^1 f'_n(u_1(s,x) - u_2(s,x))(b_1(u_1(s,x)) - b_2(u_1(s,x)))dxds
+ \int_0^t J(s) \int_0^1 f'_n(u_1(s,x) - u_2(s,x))(b_2(u_1(s,x)) - b_2(u_2(s,x)))dxds
\leq C \int_0^t J(s) \int_0^1 (u_1(s,x) - u_2(s,x))^2 dxds. \tag{2.21}
\]
By the Lipschitz condition of \( \sigma_k \), it is seen that
\[
I^n_\infty \leq C \int_0^t J(s) \int_0^1 (u_1(s,x) - u_2(s,x))^2 dxds. \tag{2.22}
\]
Putting the above estimates together it follows that
\[
F_n(u_1(t) - u_2(t)) J(t)
\leq F_n(u_1(0) - u_2(0)) - \lambda \int_0^t J(s)(||u_1(s,\cdot)||^2 + ||u_2(s,\cdot)||^2) F_n(u_1(s) - u_2(s))ds
+ C \int_0^t J(s) \int_0^1 ((u_1(s,x) - u_2(s,x))^2) dxds
+ \int_0^t J(s) F'_n(u_1(s) - u_2(s)) (\sigma(u_1(s)) - \sigma(u_2(s))) dB_s
+ C \int_0^t J(s)(||u_1(s,\cdot)||^2 + ||u_2(s,\cdot)||^2)(u_1(s,x) - u_2(s,x))^2 ds. \tag{2.23}
\]
Take expectation, let \( n \to \infty \) and choose \( \lambda > 0 \) sufficiently large to get
\[
E[J(t) \int_0^1 (u_1(t,x) - u_2(t,x))^2 dx] \leq \int_0^t ds E[J(s) \int_0^1 (u_1(s,x) - u_2(s,x))^2 dx]. \tag{2.24}
\]
Gronwall’s inequality yields that
\[
E[J(t) \int_0^1 (u_1(t,x) - u_2(t,x))^2 dx] = 0, \tag{2.25}
\]
which completes the proof of the theorem. ■

We need the following result.

**Lemma 2.2.** Assume \( u_0 \in V \). For sufficiently large \( \lambda \), we have
\[
\sup_n E[\sup_{0 \leq t \leq T} \{exp\{-\lambda \int_0^t ||u^n(s)||^2 ds\}||u^n(t)||^2\}] < \infty, \tag{2.26}
\]
\[
\sup_n E[\int_0^T exp\{-\lambda \int_0^t ||u^n(r)||^2 dr\} ||u^n(t)||^2_{H^2_0(0,1)} dt] < \infty. \tag{2.27}
\]
Proof. By Ito’s formula, we have
\[
||u^n(t)||^2 \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds\}
\]
\[=
||u_0||^2 - \lambda \int_0^t ||u^n(s)||^4 \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} ds
\]
+ \[2 \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} < u^n(s), \frac{\partial^2 u^n(s)}{\partial x^2} > > ds
\]
+ \[2 \sum_{k=1}^m \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} < u^n(s), \sigma_k(u^n(s)) >> dB_k(s)
\]
= \[2n \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} < u^n(s), u^n(s) - > > ds
\]
+ \[\sum_{k=1}^m \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} ||\sigma_k(u^n(s))||^2 ds.
\] (2.28)

Observe that
\[< u^n(s), \frac{\partial^2 u^n(s)}{\partial x^2} > = -|u^n(s)|^2 H_0^2(0,1), \quad ||\sigma_k(u^n(s))|| \leq C(1 + ||u^n(s)||),
\] (2.29)

and
\[< u^n(s), u^n(s) - > = \int_0^1 \frac{\partial u^n(s, x)}{\partial x} \frac{\partial u^n(s, x)}{\partial x} dx = -||u^n(s)||^2.
\] (2.30)

Moreover,
\[< u^n(s), \frac{\partial g(u^n(s))}{\partial x} > = \int_0^1 \frac{\partial u^n(s, x)}{\partial x} \frac{\partial g(u^n(s, x))}{\partial x} dx
\]
\[= -\int_0^1 \frac{\partial^2 u^n(s, x)}{\partial x^2} g'(u^n(s, x)) \frac{\partial u^n(s, x)}{\partial x} dx
\]
\[\leq \frac{1}{4} \int_0^1 \frac{\partial^2 u^n(s, x)}{\partial x^2}^2 dx + C \int_0^1 |g'(u^n(s, x))|^2 (\frac{\partial u^n(s, x)}{\partial x})^2 dx
\]
\[\leq \frac{1}{4} ||u^n(s)||^2_{H_0^2(0,1)} + C ||u^n(s)||^4 + C ||u^n(s)||^2.
\] (2.31)

By virtue of (2.29)-(2.31), choosing sufficiently large \( \lambda \) and rearranging terms in (2.28) yield
\[
||u^n(t)||^2 \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds\}
\]
\[+ \frac{1}{2} \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} ||u^n(s)||^2_{H_0^2(0,1)} ds
\]
+ \[2n \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} ||u^n(s)||^2 ds
\]
\[\leq C||u(0)||^2 + C \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} ||u^n(s)||^2 ds
\]
+ \[\sum_{k=1}^m \int_0^t \exp\{-\lambda \int_0^s ||u^n(r)||^2 dr\} < u^n(s), \sigma_k(u^n(s)) >> dB_k(s).
\] (2.32)
Lemma 2.3. 

Proof

This yields (2.26) and (2.27) by invoking Gronwall’s inequality.

Substituting (2.33) into (2.32) and taking expectation we obtain that

By the Burkhölder’s inequality,

\[ C \sum_{k=1}^{m} E[\sup_{0 \leq t \leq T} |\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} << u^n(s), \sigma_k(u^n(s)) \gg dB_k(s)|] \]

\[ \leq C_1 \sum_{k=1}^{m} E[\int_{0}^{t} \exp\{-2\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} << u^n(s), \sigma_k(u^n(s)) \gg^2 ds] \]

\[ \leq C_1 \sum_{k=1}^{m} E[\sup_{0 \leq t \leq T} \exp\{-\frac{1}{2} \lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||u^n(t)|| (\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||\sigma_k(u^n(s))||^2 ds)] \]

\[ \leq \frac{1}{2} E[\sup_{0 \leq t \leq T} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||u^n(t)||^2] \]

\[ + C_2 \sum_{k=1}^{m} E[\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||\sigma_k(u^n(s))||^2 ds]. \] (2.33)

Substituting (2.33) into (2.32) and taking expectation we obtain that

\[ E[\sup_{0 \leq t \leq T} ||u^n(t)||^2 \exp\{-\lambda \int_{0}^{t} ||u^n(s)||^2 \, ds\}] \]

\[ + \frac{1}{2} E[\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||u^n(s)||^2 \mu_{\xi(0,1)} ds] \]

\[ + 2n E[\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} ||u^n(s)||^2 ds] \]

\[ \leq CE[||u_0||^2] + CE[\int_{0}^{t} \exp\{-\lambda \int_{0}^{s} ||u^n(r)||^2 \, dr\} (1 + ||u^n(s)||^2) ds]. \] (2.34)

This yields (2.26) and (2.27) by invoking Gronwall’s inequality. 

Set \( Q = [0, T] \times [0, 1]. \) We have

**Lemma 2.3.**

\[ \sup_{n} E[\sup_{Q} ||u^n||^2] < \infty. \] (2.35)

**Proof.** Applying Ito’s formula, we have

\[ ||u^n(t) - 1||_{H}^2 \]

\[ = ||u^n(0) - 1||_{H}^2 + 2 \int_{0}^{t} ds \int_{0}^{1} (u^n(s, x) - 1) \frac{\partial^2 u^n(s, x)}{\partial x^2} \, dx \]

\[ + 2 \sum_{k=1}^{m} \int_{0}^{t} < u^n(s) - 1, \sigma_k(u^n(s)) > dB_k(s) \]

\[ + 2 \int_{0}^{t} \int_{0}^{1} (u^n(s, x) - 1) \frac{\partial g(u^n(s, x))}{\partial x} \, dx \, ds \]

\[ + 2n \int_{0}^{t} < u^n(s) - 1, u^n(s) > ds + \sum_{k=1}^{m} \int_{0}^{t} ||\sigma_k(u^n(s))||_{H}^2 ds. \] (2.36)
Setting \( G(z) = \int_0^z g(y) dy \) we have

\[
\int_0^t \int_0^1 (u^n(s, x) - 1) \frac{\partial g(u^n(s, x))}{\partial x} dx ds
= - \int_0^t ds \int_0^1 \frac{\partial G(u^n(s, x))}{\partial x} dx - \int_0^t \int_0^1 \frac{\partial g(u^n(s, x))}{\partial x} dx ds
= - \int_0^t ds [G(u^n(s, 1)) - G(u^n(s, 0)) + g(u^n(s, 1)) - g(u^n(s, 0))] = 0. \tag{2.37}
\]

On the other hand,

\[-2n \int_0^t < u^n(s) - 1, u^n(s) > ds \geq 2n \int_0^t \int_0^1 u^n(s, x)^- dx ds \tag{2.38}\]

It follows from (2.36), (2.37) and (2.38) that

\[
E[(n||u^n||_{L^1(Q)})^2] = E[(n \int_0^T \int_0^1 u^n(s, x)^- dx ds)^2]
\leq C + CE||u^n(T) - 1||_H^2 + CE||u_0 - 1||_H^2 + CE[\int_0^T |u^n(s) - 1||_H^2 ds]^2]
+ CE[\int_0^T ||u^n||_H^2 ds]^2 + C \sum_{k=1}^m E[\int_0^T < u^n, \sigma_k(u^n) >^2 ds]. \tag{2.39}
\]

This implies the desired result (2.35) using Lemma 2.1. \( \blacksquare \)

To show in next section that \( u^n \) converges in probability in \( C([0, T] \to H) \), we need some more preparations.

**Lemma 2.4.** For \( T > 0 \), we have

\[
\lim_{n \to \infty} E[\sup_{0 \leq t \leq T} |u^n(t)|^2_H] = 0. \tag{2.40}
\]

**Proof.** For \( j \geq 1 \), define functions \( f_j(y) \) as at the beginning of the proof of Theorem 2.1. Then \( f_j(-y) \uparrow (y^-)^2 \) as \( j \to \infty \). For \( h \in H \), set

\[
R_j(h) = \left( \int_0^1 f_j(-h(x)) dx \right)^2.
\]

\( R_j \) has the following derivatives, for \( h_1, h_2 \in H \),

\[
R_j'(h)(h_1) = -2 \int_0^1 f_j(-h(x)) dx \int_0^1 f_j'(-h(x)) h_1(x) dx, \tag{2.41}
\]

\[
R_j''(h)(h_1, h_2) = 2 \int_0^1 f_j'(-h(x)) h_1(x) dx \int_0^1 f_j'(-h(x)) h_2(x) dx
+ 2 \int_0^1 f_j(-h(x)) dx \int_0^1 f_j''(-h(x)) h_1(x) h_2(x) dx. \tag{2.42}
\]
Applying Ito’s formula we obtain

\[
R_j(u^n(t)) = R_j(u_0) + \int_0^t R_j'(u^n(s))(\frac{\partial^2 u^n(s)}{\partial x^2})ds \\
+ \int_0^t R_j'(u^n(s))(\frac{\partial g(u^n(s))}{\partial x})ds \\
+ n \int_0^t R_j'(u^n(s))(u^n(s)\partial g(u^n(s)))ds \\
+ \int_0^t R_j'(u^n(s))(\sigma(u^n(s)))dB_s + \frac{1}{2}\sum_{k=1}^m \int_0^t R_j'(u^n(s))(\sigma_k(u^n(s)),\sigma_k(u^n(s)))ds \\
=: I_1^n(t) + I_2^n(t) + I_3^n(t) + I_4^n(t) + I_5^n(t) + I_6^n(t). \tag{2.43}
\]

Note that

\[
I_2^n(t) = -2 \int_0^t ds \int_0^1 f_j(-u^n(s,x))dx \int_0^1 f_j'(-u^n(s,x))\frac{\partial^2 u^n(s,x)}{\partial x^2}dx \\
= -2 \int_0^t ds \int_0^1 f_j(-u^n(s,x))dx \int_0^1 f_j'(-u^n(s,x))\frac{\partial}{\partial x}u^n(s,x)^2dx. \tag{2.44}
\]

Setting \(U_j(z) = \int_0^z f_j'(-y)g'(y)dy\), we have

\[
I_3^n(t) = -2 \int_0^t ds(\int_0^1 f_j(-u^n(s,x))dx) \int_0^1 f_j'(-u^n(s,x))\frac{\partial g(u^n(s,x))}{\partial x}dx \\
= -2 \int_0^t ds(\int_0^1 f_j(-u^n(s,x))dx) \int_0^1 \frac{\partial U_j(u^n(s,x))}{\partial x}dx \\
= -2 \int_0^t ds(\int_0^1 f_j(-u^n(s,x))dx)(U_j(u^n(s,1)) - U_j(u^n(s,0))) = 0. \tag{2.45}
\]

Since \(f_j\) and \(f_j'\) are non-negative, we have

\[
I_4^n(t) = -2n \int_0^t ds \int_0^1 f_j(-u^n(s,x))dx \int_0^1 f_j'(-u^n(s,x))u^n(s,x)^2dx \leq 0. \tag{2.46}
\]
Using the fact $0 \leq f'_j(-y) \leq 2y^-$ and the Burkholder’s inequality we have

\[
E[ \sup_{0 \leq t \leq l} |I_n^6(t)|] 
\leq CE\left[ \sum_{k=1}^m \int_0^1 (R_j(u^n(s))) \sigma_k(u^n(s))^2 ds \right]^{\frac{1}{2}}
\leq CE\left[ \sum_{k=1}^m \int_0^1 (\int_0^1 f_j(-u^n(s,x)) dx) \int_0^1 f'_j(-u^n(s,x)) \sigma_k(u^n(s,x)) dx^2 ds \right]^{\frac{1}{2}}
\leq CE\left[ \sum_{k=1}^m \int_0^1 (\int_0^1 f_j(-u^n(s,x)) dx) \sum_{k=1}^m \int_0^1 (\int_0^1 f'_j(-u^n(s,x)) \sigma_k(u^n(s,x)) dx^2 ds \right]^{\frac{1}{2}}
\leq \frac{1}{2} E[ \sup_{0 \leq t \leq l} R_j(t)] + CE \int_0^l (\int_0^1 f_j(-u^n(s,x))(1 + |u^n(s,x)|) dx^2 ds]
\leq \frac{1}{2} E[ \sup_{0 \leq t \leq l} R_j(t)] + CE \int_0^l |u^n(s)|^2_H ds + CE \int_0^l |u^n(s)|^4_H ds].
\tag{2.47}
\]

By the linear growth of $\sigma_k$, we have

\[
I_n^6 \leq C \int_0^l ds \sum_{k=1}^m (\int_0^1 f'_j(-u^n(s,x)) \sigma_k(u^n(s,x)) dx)^2
+ Ce \int_0^l ds (\int_0^1 f'_j(-u^n(s,x)) dx) (\int_0^1 f''_j(-u^n(s,x)) \sigma_k(u^n(s,x)) dx^2 ds)
\leq C \int_0^l ds (\int_0^1 f_j(-u^n(s,x))(1 + |u^n(s,x)|) dx^2
+ Ce \int_0^l ds (\int_0^1 f'_j(-u^n(s,x)) dx) (\int_0^1 (1 + |u^n(s,x)|)^2 dx
\leq C \int_0^l (|u^n(s)|^2_H + |u^n(s)|^4_H) ds.
\tag{2.48}
\]

 Putting the above estimates together it follows from (2.43) that

\[
E[ \sup_{0 \leq t \leq l} R_j(u^n(t))]
\leq CE \int_0^l (|u^n(s)|^2_H ds + CE \int_0^l |u^n(s)|^4_H ds].
\tag{2.49}
\]

Let $j \to \infty$ and apply Fatou’s lemma to get

\[
E[ \sup_{0 \leq t \leq T} |u^n(t)|^4_H] \leq CE \int_0^T (|u^n(s)|^2_H ds + CE \int_0^T |u^n(s)|^4_H ds].
\tag{2.50}
\]

Applying Gronwall’s inequality yields

\[
E[ \sup_{0 \leq t \leq T} |u^n(t)|^4_H] \leq CE \int_0^T (|u^n(s)|^2_H ds].
\tag{2.51}
\]
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Now the desired conclusion follows from (2.51) and Lemma 2.1. ■ 

Set 
\[ e_n(t) = \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds\}. \]

We have the following result.

**Corollary 2.1.** 
\[ \lim_{n \to \infty} E\left[ \sup_{0 \leq t \leq T} e_n(t)|u^n(t)|^2_{L^\infty([0,1])}\right] = 0. \]  
\[ (2.52) \]

**Proof.** By Sobolev imbedding, for every \( \epsilon > 0 \), there exists \( C_\epsilon > 0 \) such that 
\[ E\left[ \sup_{0 \leq t \leq T} e_n(t)|u^n(t)|^2_{L^\infty([0,1])}\right] \leq \epsilon E\left[ \sup_{0 \leq t \leq T} |u^n(t)|^2_{H}\right] + C_\epsilon E\left[ \sup_{0 \leq t \leq T} |u^n(t)|^2_{H}\right]. \]  
\[ (2.53) \]

Letting \( n \to \infty \), it follows from Lemma 2.4 that 
\[ \lim_{n \to \infty} E\left[ \sup_{0 \leq t \leq T} e_n(t)|u^n(t)|^2_{L^\infty([0,1])}\right] \leq C\epsilon \]
Send \( \epsilon \) to 0 to prove the Corollary. ■

### 3 Existence and Uniqueness

Let \( u^n \) be the solution of the penalized equation (2.1). We will show that the limit of \( \{u^n, n \geq 1\} \) is a solution of the stochastic Burgers equation with reflection. We begin with the following lemma.

**Lemma 3.1.** There exists a constant \( \lambda > 0 \) such that
\[ \lim_{n,m \to \infty} \left\{ E\left[ \sup_{0 \leq t \leq T} \exp\{-\lambda \int_0^t (||u^n(s)||^2 + ||u^m(s)||^2) ds\} |u^n(t) - u^m(t)|^2_{H}\right] \ight. \]
\[ + E\left[ \int_0^T \exp\{-\lambda \int_0^t (||u^n(s)||^2 + ||u^m(s)||^2) ds\} |u^n(t) - u^m(t)|^2 dt \right] \} = 0 \]  
\[ (3.1) \]

**Proof.** Set 
\[ e_{n,m}(t) = \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds - \lambda \int_0^t ||u^m(s)||^2 ds\}. \]

Applying Ito’s formula, we have for \( m \geq n, \)
\[ |u^n(t) - u^m(t)|^2_{H} e_{n,m}(t) \]
\[ = -\lambda \int_0^t e_{n,m}(s)(||u^n(s)||^2 + ||u^m(s)||^2) |u^n(s) - u^m(s)|^2_{H} ds \]
\[ - 2 \int_0^t e_{n,m}(s)||u^n(s) - u^m(s)||^2 ds \]
\[ + 2 \sum_{k=1}^m \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), \sigma_k(u^n(s)) - \sigma_k(u^m(s)) > dB_k(s) \]
\[ + 2 \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), \frac{\partial g(u^n(s))}{\partial x} - \frac{\partial g(u^m(s))}{\partial x} > ds \]
\[ + 2 \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), nu^n(s) - nu^m(s) > ds \]
\[ + \sum_{k=1}^m \int_0^t e_{n,m}(s) |\sigma_k(u^n(s)) - \sigma_k(u^m(s))|^2_{H} ds. \]  
\[ (3.2) \]
For $u, v \in V$, we have

$$<u - v, \frac{\partial g(u)}{\partial x} - \frac{\partial g(v)}{\partial x} >$$

$$= - \int_0^1 \frac{\partial}{\partial x} (u(x) - v(x)) (g(u(x)) - g(v(x))) \, dx$$

$$\leq \frac{1}{8} \int_0^1 |(u(x) - v(x))|^2 \, dx + C \int_0^1 |g(u(x)) - g(v(x))|^2 \, dx$$

$$\leq \frac{1}{8} \int_0^1 ||u - v||^2 + C \int_0^1 (u(x))^2 + |v(x)|^2) \, dx - v(x))^2 \, dx$$

$$\leq \frac{1}{8} \int_0^1 ||u - v||^2 + C(||u||^2 + ||v||^2) ||u - v||_H^2,$$

(3.3)

where we have used the fact $|u|_{L^\infty([0,1])} \leq ||u||$. Observe that

$$2 \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), nu^n(s)^- - mu^m(s)^- > ds$$

$$= 2 \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), nu^n(s)^- > ds + 2 \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), mu^m(s)^- > ds$$

$$\leq 2 \int_0^t e_{n,m}(s) < u^n(s), nu^n(s)^- > ds + 2 \int_0^t e_{n,m}(s) < -u^n(s), mu^m(s)^- > ds$$

$$\leq 2 \int_0^t e_{n,m}(s) ds \int_0^1 u^n(s,x)^- nu^n(s,x)^- \, dx + 2 \int_0^t e_{n,m}(s) ds \int_0^1 u^n(s,x)^- mu^m(s,x)^- \, dx$$

$$\leq 2 \sup_{0 \leq s \leq T} e_{n,m}(s) ||u^n(s), \cdot^- ||_{L^\infty([0,1])} (n||u^n||_{L^1(Q))}$$

$$+ 2 \sup_{0 \leq s \leq T} e_{n,m}(s) ||u^n(s), \cdot^- ||_{L^\infty([0,1])} (n||u^n||_{L^1(Q))}.)$$

(3.4)

On the other hand, by the Burkholder’s inequality we have

$$2E[\sup_{0 \leq t \leq l} \left\{ \sum_{k=1}^m \int_0^t e_{n,m}(s) < u^n(s) - u^m(s), \sigma_k(u^n(s)) - \sigma_k(u^m(s)) > dB_k(s) \right\}]$$

$$\leq CE[\left\{ \sum_{k=1}^m \int_0^t e_{n,m}(s)^2 < u^n(s) - u^m(s), \sigma_k(u^n(s)) - \sigma_k(u^m(s)) >^2 \right\}]$$

$$\leq CE[\left\{ \sup_{0 \leq t \leq l} e_{n,m}(s)^{\frac{1}{2}} ||u^n(s) - u^m(s)||_H \right\} \left\{ \sum_{k=1}^m \int_0^t e_{n,m}(s) ||\sigma_k(u^n(s)) - \sigma_k(u^m(s))||_H^2 \right\}^{\frac{1}{2}}]$$

$$\leq \frac{1}{2} E[\sup_{0 \leq t \leq l} e_{n,m}(s)^{\frac{1}{2}} ||u^n(s) - u^m(s)||_H^2] + CE[\int_0^t e_{n,m}(s) ||u^n(s) - u^m(s)||_H^2 ds].$$

(3.5)
Substitute (3.3), (3.4), (3.5) back into (3.2) to obtain that for large enough \( \lambda > 0 \),
\[
\begin{align*}
E[ \sup_{0 \leq t \leq T} e_{n,m}(t)|u^n(t) - u^m(t)|^2_H] \\
+ E\int_0^T e_{n,m}(t)||u^n(t) - u^m(t)||^2_H dt \\
\leq \text{C}E[ \int_0^T e_{n,m}(t)|u^n(t) - u^m(t)|^2_H dt] \\
+ \text{C}E[ \sup_{0 \leq t \leq T} e_{n,m}(s)|u^n(s)|^2_{L^\infty([0,1])}(m||u^n||^2_{L^1(Q)})] \\
+ \text{C}E[ \sup_{0 \leq s \leq T} e_{n,m}(s)|u^n(s)|^2_{L^\infty([0,1])}(m||u^m||^2_{L^1(Q)})].
\end{align*}
\] (3.6)

Applying Gronwall’s inequality and the Hölder’s inequality yields that
\[
\begin{align*}
E[ \sup_{0 \leq t \leq T} e_{n,m}(t)|u^n(t) - u^m(t)|^2_H] \\
+ E\int_0^T e_{n,m}(t)||u^n(t) - u^m(t)||^2_H dt \\
\leq \text{C}(E[ \sup_{0 \leq s \leq T} e_{n,m}(s)|u^n(s) - u^m(s)|^2_{L^\infty([0,1])}])^{\frac{1}{2}}(E[(m||u^n||^2_{L^1(Q)})])^{\frac{1}{2}} \\
+ \text{C}(E[ \sup_{0 \leq s \leq T} e_{n,m}(s)|u^n(s) - u^m(s)|^2_{L^\infty([0,1])}])^{\frac{1}{2}}(E[(m||u^m||^2_{L^1(Q)})])^{\frac{1}{2}}.
\end{align*}
\] (3.7)

This together with Lemma 2.3 and Corollary 2.1 give the results desired. \( \blacksquare \)

**Lemma 3.2.** For any \( \delta > 0 \), we have
\[
\lim_{n,m \to \infty} P( \sup_{0 \leq t \leq T} |u^n(t) - u^m(t)|_H \geq \delta) = 0,
\] (3.8)
and
\[
\lim_{n,m \to \infty} P(\int_0^T ||u^n(t) - u^m(t)||^2_H dt \geq \delta) = 0.
\] (3.9)

**Proof.** We only prove (3.8). (3.9) can be proved using similar arguments. For any \( M > 0 \), we have
\[
P( \sup_{0 \leq t \leq T} |u^n(t) - u^m(t)|_H \geq \delta)
= P( \sup_{0 \leq t \leq T} |u^n(t) - u^m(t)|_H \geq \delta, \int_0^T ||u^n(s)||^2 + ||u^m(s)||^2 ds > M)
+ P( \sup_{0 \leq t \leq T} |u^n(t) - u^m(t)|_H \geq \delta, \int_0^T ||u^n(s)||^2 + ||u^m(s)||^2 ds \leq M)
\leq P(\int_0^T ||u^n(s)||^2 + ||u^m(s)||^2 ds > M)
+ P( \sup_{0 \leq t \leq T} \exp\{-\lambda \int_0^T ||u^n(s)||^2 ds - \lambda \int_0^T ||u^m(s)||^2 ds\} |u^n(t) - u^m(t)|^2_H \geq e^{-\lambda M \delta^2})
\leq \frac{1}{M} E[\int_0^T ||u^n(s)||^2 + ||u^m(s)||^2 ds]
+ e^{\lambda M} \frac{1}{\delta^2} E[ \sup_{0 \leq t \leq T} \exp\{-\lambda \int_0^T ||u^n(s)||^2 ds - \lambda \int_0^T ||u^m(s)||^2 ds\} |u^n(t) - u^m(t)|^2_H].
\] (3.10)
Given \( \varepsilon > 0 \), by Lemma 2.1 we can find \( M > 0 \) so that
\[
\frac{1}{M} E\left[\int_0^T (||u^n(s)||^2 + ||u^m(s)||^2) ds\right] \leq \frac{\varepsilon}{2}
\]
for all \( n, m \geq 1 \). Then by Lemma 3.1 there exists \( N_0 \) such that for \( n \geq N_0, m \geq N_0 \),
\[
e^{\lambda_M} \frac{1}{2} E\left[ \sup_{0 \leq t \leq T} \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds - \lambda \int_0^t ||u^m(s)||^2 ds\} ||u^n(t) - u^m(t)||_H^2 \right] \leq \frac{\varepsilon}{2}.
\]
Hence
\[
P( \sup_{0 \leq t \leq T} ||u^n(t) - u^m(t)||_H \geq \delta ) \leq \varepsilon
\]
for all \( n \geq N_0, m \geq N_0 \). As \( \varepsilon \) is arbitrary, the proof is complete. \( \blacksquare \)

Now we are in a position to state the first main result.

**Theorem 3.1.** Suppose (A.1) and (A.2) hold and \( u_0 \in V \). The reflected SPDE (1.1) admits a unique solution \( (u, L) \) that satisfies
\[
E\left[ \sup_{0 \leq t \leq T} ||u(t)||_H^2 \right] + E\left[ \int_0^T ||u(t)||_V^2 dt \right] < \infty,
\]
for \( T > 0 \). Moreover, the following energy equation holds:
\[
||u(T)||_H^2 + 2 \int_0^T ||u(t)||_V^2 dt = ||u(0)||_H^2 + 2 \sum_{k=1}^{m} \int_0^t ds < u(s), \sigma_k(u(s)) > dB_k(s)
\]
\[
+ \sum_{k=1}^{m} \int_0^t ds ||\sigma_k(u(s))||_H^2 dB_k(s).
\]

**Remark 3.1.** Actually under the assumption of Theorem 3.1, it also holds that
\[
E\left[ \sup_{0 \leq t \leq T} ||u(t)||_V^2 \right] + E\left[ \int_0^T ||u(t)||_{H^2_0([0,1])}^2 dt \right] < \infty.
\]

**Proof.** **Existence.** Let \( u^n \) be the solution to the penalized equation (2.1). According to Lemma 3.2, there exists an adapted process \( u \) such that for any \( T > 0 \), \( u^n \) converges to \( u \) in probability in the space \( C([0, T], H) \cap L^2([0, T], V) \). We will show that \( u(t), t \geq 0 \) is a solution to equation (1.1). Consider the random measure
\[
L^{(n)}(dt, dx) = nu^n(t, x)^\gamma dt dx.
\]
For any \( T > 0 \), by Lemma 2.3 we have
\[
\sup_n E\left[ (\text{Var}(L^{(n)})([0, T] \times [0, 1]))^2 \right] \leq \sup_n E\left[ (n \int_0^T \int_0^1 u^n(t, x)^\gamma dt dx)^2 \right] < \infty,
\]
where \( \text{Var}(L^{(n)}) \) denotes the total variation of \( L^{(n)} \) on \( Q_T = [0, T] \times [0, 1] \). Let \( \mathcal{M}(Q_T) \) denote the Banach space of totally finite signed measures on \( Q_T \), equipped with the norm of total variation. (3.14) shows that \( \{L^{(n)}(dt, dx), n \geq 1\} \) is bounded in \( L^2(\Omega, \mathcal{M}(Q_T)) \), hence relatively compact with respect to the weak* topology in \( L^2(\Omega, \mathcal{M}(Q_T)) \). Thus, we may assume ( take a subsequence if
necessary) that $L^{(n)}$ converges to some $L \in L^2(\Omega, \mathcal{M}(Q_T))$ with respect to the weak* topology. Moreover, it follows from (3.14) that $E[\{Var(L)([0, T] \times [0, 1])\}^2] < \infty$ for every $T > 0$.

Now, take any $\phi \in C_0^2((0, \infty) \times [0, 1] \rightarrow R)$ and use the chain rule and (2.1) to get

$$\int_0^t \int_0^1 \phi(s, x)L^{(n)}(ds, dx)$$

$$= - < u^n(t), \phi(t)> - < u(0), \phi(0)> - \int_0^t < \frac{\partial \phi(s)}{\partial s}, u^n(s)> ds$$

$$- \int_0^t < \frac{\partial^2 \phi(s)}{\partial x^2}, u^n(s)> ds$$

$$- \sum_{k=1}^m \int_0^t < \phi(s), \sigma_k(u^n(s))> dB_k(s) + \int_0^t < \frac{\partial \phi(s)}{\partial x}, g(u^n(s))> ds.$$  \hspace{1cm} (3.15)

Choosing a subsequence if necessary, we can assume that $u^n$ converges to $u$ almost surely in the space $C([0, T], H) \cap L^2([0, T], V)$. Due to the imbedding $V \subset C([0, 1])$, for a fixed random parameter $\omega$ we have that $u^n \to u$ in the space $L^2([0, T], C([0, 1]))$. Thus, $< \frac{\partial \phi(s)}{\partial x}, g(u^n(s))> \to < \frac{\partial \phi(s)}{\partial x}, g(u(s))>$ $ds$- almost everywhere. On the other hand,

$$\sup_n \int_0^t < \frac{\partial \phi(s)}{\partial x}, g(u^n(s))>^2 ds$$

$$= \sup_n \int_0^t \left( \int_0^1 \frac{\partial \phi(s, x)}{\partial x} g(u^n(s, x)) dx \right)^2 ds$$

$$\leq C \sup_n \int_0^t \left( \int_0^1 g(u^n(s, x)) dx \right)^2 ds \leq C \sup_n \int_0^t \left( \int_0^1 (1 + |u^n(s, x)|^2) dx \right)^2 ds$$

$$\leq C(1 + \sup_{0 \leq s \leq t} |u^n(s)|^2_T) < \infty.$$  \hspace{1cm} (3.16)

This shows that the family $\{ < \frac{\partial \phi(s)}{\partial x}, g(u^n(s)), s \in [0, t] \}_{n \geq 1}$ is uniformly integrable with respect to the Lebesgue measure on the interval $[0, t]$. Putting the above arguments together we deduce that

$$\lim_{n \to \infty} \int_0^t < \frac{\partial \phi(s)}{\partial x}, g(u^n(s))> ds = \int_0^t < \frac{\partial \phi(s)}{\partial x}, g(u(s))> ds.$$  

Since every term on the right side of the equation (3.15) converges as $n \to \infty$, let $n \to \infty$ to get

$$\int_0^t \int_0^1 \phi(s, x)L(ds, dx)$$

$$= - u(t), \phi(t)> - u(0), \phi(0)> - \int_0^t < \frac{\partial \phi(s)}{\partial s}, u(s)> ds$$

$$- \int_0^t < \frac{\partial^2 \phi(s)}{\partial x^2}, u(s)> ds$$

$$- \sum_{k=1}^m \int_0^t < \phi(s), \sigma_k(u(s))> dB_k(s) + \int_0^t < \frac{\partial \phi(s)}{\partial x}, g(u(s))> ds.$$  \hspace{1cm} (3.17)

On the other hand, it follows from Lemma 2.4 and Fatou Lemma we have

$$E[\sup_{0 \leq s \leq T} |u(s)|^2_T] < \lim_{n \to \infty} E[\sup_{0 \leq s \leq T} |u^n(s)|^2_T] = 0.$$  \hspace{1cm} (3.18)

This shows that for $t \geq 0$, $u(t, x) \geq 0$ for almost all $x \in [0, 1]$. Since $u(t, \cdot) \in V \subset C([0, 1])$ by the Sobolev embedding, we have $u(t, x) \geq 0$ for all $x \in [0, 1]$. As in the proof of Corollary 2.1,
by Sobolev imbedding we see that for large enough \( \lambda > 0 \), \( \exp(-\lambda \int_0^t ||u^n(s)||^2 ds)u^n \) converges to \( \exp(-\lambda \int_0^t ||u(s)||^2 ds)u \) in \( L^2(\Omega, C(Q_T)) \). As \( \sup_n E[(Var(L^{(n)})([0,T] \times [0,1]))^2] < \infty \), we deduce that
\[
E[\int_0^T \int_0^1 \exp(-\lambda \int_0^t ||u(s)||^2 ds)u(t,x)L(dt,dx)] = \lim_{n \to \infty} E[\int_0^T \int_0^1 \exp(-\lambda \int_0^t ||u^n(s)||^2 ds)u^n(t,x)L^{(n)}(dt,dx)] = \lim_{n \to \infty} E[\int_0^T \int_0^1 \exp(-\lambda \int_0^t ||u^n(s)||^2 ds)u^n(t,x)L^{(n)}(dt,dx)] \leq 0. 
\]
(3.19)

Thus we have shown that \( (u, L) \) is a solution to equation (1.1).

**Uniqueness.** Let \( (v(t,x), L_1(dt,dx)) \) be another solution to the reflected SPDE (1.1) such that \( E[\sup_{0 \leq t \leq T} ||v(t)||^2] < \infty \) for every \( T > 0 \). Denote by \( \{e_m, m \geq 1\} \) the eigen basis of the Laplacian operator \( \Delta = \frac{\partial^2}{\partial x^2} \) on \( [0,1] \) with Dirichlet boundary condition, namely, \( \Delta e_m = -\lambda_m e_m, \lambda_m > 0 \). Define \( u_m(t) = <u(t), e_m \geq 0 \) and \( v_m(t) = <v(t), e_m \geq 0 \). Set \( L^{(m)}(dt) = \int_0^1 e_m(x)L(ds,dx) \) and \( L^{(m)}_1(dt) = \int_0^1 e_m(x)L_1(ds,dx) \).

Applying the test function \( e_m \) to both sides of the equations satisfied by \( (u, L) \) and \( (v, L_1) \) and subtracting, we get
\[
\begin{align*}
\int_0^t (u_n(s) - v_n(s)) ds &+ \sum_{k=1}^m \int_0^t \sigma_k(u(s)) - \sigma_k(v(s)), \ e_n > dB_k(s) \\
&+ \int_0^t \partial_x g(u(s)) - \partial_x g(v(t)), \ e_n > ds + \int_0^t L^n(ds) - \int_0^t L_1^n(ds). 
\end{align*}
\]
(3.20)

For \( \lambda > 0 \), set \( h(t) = \exp(-\lambda \int_0^t ||u(s)||^2 ds - \lambda \int_0^t ||v(s)||^2 ds) \). Applying Ito’s formula to real-valued semimartingales, it follows that
\[
\begin{align*}
&|u_n(t) - v_n(t)|^2 h(t) \\
&= -\lambda \int_0^t h(s)(||u(s)||^2 + ||v(s)||^2)|u_n(s) - v_n(s)|^2 ds - 2\lambda_0 \int_0^t h(s)|u_n(s) - v_n(s)|^2 ds \\
&+ 2 \sum_{k=1}^m \int_0^t h(s)(u_n(s) - v_n(s)) < \sigma_k(u(s)) - \sigma_k(v(s)), \ e_n > dB_k(s) \\
&+ 2 \int_0^t h(s) < \partial_x g(u(s)) - \partial_x g(v(s)), (u_n(s) - v_n(s))e_n > ds \\
&+ \sum_{k=1}^m \int_0^t h(s) | < \sigma_k(u(s)) - \sigma_k(v(s)), \ e_n > |^2 ds \\
&+ 2 \int_0^t h(s)(u_n(s) - v_n(s))L^n(ds) - 2 \int_0^t h(s)(u_n(s) - v_n(s))L_1^n(ds). 
\end{align*}
\]
(3.21)
Adding up from 1 to \(N\) yields

\[
\sum_{n=1}^{N} |u_n(t) - v_n(t)|^2 h(t)
\]

\[
= -\lambda \sum_{n=1}^{N} \int_{0}^{t} h(s)(||u(s)||^2 + ||v(s)||^2)|u_n(s) - v_n(s)|^2 ds - 2 \sum_{n=1}^{N} \lambda_n \int_{0}^{t} h(s)|u_n(s) - v_n(s)|^2 ds
\]

\[
+ 2 \sum_{n=1}^{N} \sum_{m=1}^{N} \int_{0}^{t} h(s) < \sigma_k(u(s)) - \sigma_k(v(s)), (u_n(s) - v_n(s))e_n > dB_k(s)
\]

\[
+ 2 \sum_{n=1}^{N} \int_{0}^{t} h(s) < \frac{\partial}{\partial x}g(u(s)) - \frac{\partial}{\partial x}g(v(s)), (u_n(s) - v_n(s))e_n > ds
\]

\[
+ \sum_{k=1}^{m} \sum_{n=1}^{N} \int_{0}^{t} h(s) < \sigma_k(u(s)) - \sigma_k(v(s)), e_n > |^2 ds
\]

\[
+ 2 \sum_{n=1}^{N} \int_{0}^{t} h(s)(u_n(s) - v_n(s))L^n(ds) - 2 \sum_{n=1}^{N} \int_{0}^{t} h(s)(u_n(s) - v_n(s))L^n_1(ds).
\]

(3.22)

We will let \(N\) tend to \(\infty\) to establish a bound for \(|u(t) - v(t)|^2/h(t)\). We first show that

\[
\lim_{N \to \infty} \sum_{n=1}^{N} \int_{0}^{t} h(s)(u_n(s) - v_n(s))L^n(ds) = \int_{0}^{t} \int_{0}^{1} h(s)(u(s, x) - v(s, x))L(ds, dx),
\]

(3.23)

\[
\lim_{N \to \infty} \sum_{n=1}^{N} \int_{0}^{t} h(s)(u_n(s) - v_n(s))L^n_1(ds) = \int_{0}^{t} \int_{0}^{1} h(s)(u(s, x) - v(s, x))L_1(ds, dx).
\]

(3.24)

Because of the similarity, we only prove (3.23). Note that

\[
\sum_{n=1}^{N} \int_{0}^{t} h(s)(u_n(s) - v_n(s))L^n(ds) = \int_{0}^{t} \int_{0}^{1} h(s) \sum_{n=1}^{N} < u(s) - v(s), e_n > e_n(x) L(ds, dx),
\]

(3.25)

and

\[
F^n(s, x) := \sum_{n=1}^{N} < u(s) - v(s), e_n > e_n(x) \rightarrow u(s) - v(s) \quad \text{in} \quad V
\]

as \(N \to \infty\). By the Sobolev embedding,

\[
\sup_{0 \leq s \leq t} |F^N(s, \cdot)|_{L^\infty} \leq C \sup_{0 \leq s \leq t} ||F^N(s, \cdot)|| \leq C \sup_{0 \leq s \leq t} ||u(s) - v(s)|| \in L^2(\Omega).
\]

As \(E[Var(L^2([0, t] \times [0, 1]))] < \infty\), (3.23) follows from the dominated convergence theorem. As \(v(t, x), u(t, x)\) are nonegative, it follows from the definition of the solution that

\[
\int_{0}^{t} \int_{0}^{1} h(s)(u(s, x) - v(s, x))L(ds, dx) \leq 0, \quad \int_{0}^{t} \int_{0}^{1} h(s)(u(s, x) - v(s, x))L_1(ds, dx) \geq 0.
\]
Let \( N \to \infty \) in (3.22) to obtain
\[
|u(t) - v(t)|^2 h(t) \leq -\lambda \int_0^t h(s) (||u(s)||^2 + ||v(s)||^2) |u(s) - v(s)|^2 ds \\
-2 \int_0^t h(s) |u(s) - v(s)|^2 ds + 2 \sum_{k=1}^m \int_0^t h(s) < u(s) - v(s), \sigma_k(u(s)) - \sigma_k(v(s)) > dB_k(s) \\
+ 2 \int_0^t h(s) < u(s) - v(s), \frac{\partial g(u(s)) - g(v(s))}{\partial x} > ds + \sum_{k=1}^m \int_0^t h(s) |\sigma_k(u(s)) - \sigma_k(v(s))|^2 ds.
\]
(3.26)

Now,
\[
2 \int_0^t h(s) < u(s) - v(s), \frac{\partial g(u(s)) - g(v(s))}{\partial x} > ds = -2 \int_0^t h(s) < \frac{\partial}{\partial x} (u(s) - v(s)), g(u(s)) - g(v(s)) > ds \\
\leq \int_0^t h(s) |u(s) - v(s)|^2 ds + C \int_0^t h(s) ds \int_0^1 |g(u(s,x)) - g(v(s,x))|^2 dx \\
\leq \int_0^t h(s) |u(s) - v(s)|^2 ds + C \int_0^t h(s) ds \int_0^1 (1 + |u(s,x)|^2 + |v(s,x)|^2) |u(s,x) - v(s,x)|^2 dx \\
\leq \int_0^t h(s) |u(s) - v(s)|^2 ds + C \int_0^t h(s) ds (1 + ||u(s)||^2 + ||v(s)||^2) |u(s) - v(s)|^2_H.
\]
(3.27)

Substituting (3.27) into (3.26), choosing \( \lambda \) sufficiently large and using the Lipschitz continuity of \( \sigma_k \) we obtain
\[
|u(t) - v(t)|^2 h(t) \leq 2 \sum_{k=1}^m \int_0^t h(s) < u(s) - v(s), \sigma_k(u(s)) - \sigma_k(v(s)) > dB_k(s) \\
+ C \int_0^t h(s) |u(s) - v(s)|^2_H ds.
\]
(3.28)

Taking expectation in the above inequality and applying Gronwall’s inequality, it follows that \( E[|u(t) - v(t)|^2 h(t)] = 0 \) proving the uniqueness. The energy equation (3.12) can be proved through finite dimensional approximations as done for the uniqueness. 

4 Generalized Solutions

In this section we will show that there exists a generalized solution for the reflected stochastic Burgers type equation when the initial function \( u_0 \) is merely in \( L^2([0,1]) \). Recall that \( \{e_k, k \geq 1\} \) is the orthonormal basis of \( H \) consisting of eigen-functions of the Laplacian operator \( \Delta \) on \([0,1]\) with Dirichlet boundary condition.

**Definition 4.1.** We say that \((u, L)\) is a generalized solution to equation (1.1) if

(i) \( u \) is an adapted \( H \)-valued process such that \( u \in C([0,T], H) \cap L^2([0,T], V) \) a.s., and \( L(ds, dx) \) is an adapted random measure on \([0,\infty) \times [0,1]\),
(ii) for any \( \phi \in C^2_0((0, \infty) \times [0, 1] \to \mathbb{R}) \),
\[
\int_0^t \int_0^1 \phi(s, x) L(ds, dx)
= \langle u(t), \phi(t) \rangle - \langle u(0), \phi(0) \rangle - \int_0^t \int_0^1 \frac{\partial \phi(s)}{\partial s}, u(s) > ds
- \int_0^t ds < \frac{\partial^2 \phi(s)}{\partial x^2}, u(s) >
- \sum_{k=1}^m \int_0^t \phi(s), \sigma_k(u(s)) \rangle dB_k(s) + \int_0^t \int_0^1 \frac{\partial \phi(s)}{\partial x}, g(u(s)) > ds, a.s.,
\]
(4.1)

(iii) \( \lim_{n \to \infty} \int_0^T \int_0^1 \sum_{k=1}^m < u(s), e_k > \phi_k(x)L(ds, dx) = 0. \)

**Theorem 4.1.** Suppose (A.1) and (A.2) hold. Let \( u_0 \in H \) with \( u_0 \geq 0 \). Then the reflected stochastic Burgers type equation admits a generalized solution \((u, L)\) that satisfies
\[
E[\sup_{0 \leq t \leq T} |u(t)|^2_H] + E[\int_0^T \|u(t)\|_V dt] < \infty,
\]
(4.2)
for \( T > 0. \)

**Proof.** Without loss of generality, we fix the time interval \([0, T]\). Take a sequence \( u^n_0 \) of non-negative functions in \( V \) that converges to \( u_0 \) in \( H \). Let \((u^n, L^n)\) denote the unique solution of equation (1.1) with \( u_0 \) replaced by \( u^n_0 \). We will show that the sequence \((u^n, L^n)\) converges to a generalized solution of the equation (1.1). By energy equation proved in Theorem 3.1,
\[
|u^n(t)|^2_H = |u^n_0|^2_H + 2 \int_0^t ds \int_0^1 (u^n(s, x), \frac{\partial^2 u^n(s, x)}{\partial x^2}) dx
+ \sum_{k=1}^m \int_0^t < u^n(s), \sigma_k(u^n(s)) \rangle dB_k(s) + \sum_{k=1}^m \int_0^t |\sigma_k(u^n(s))|^2_H ds.
\]
(4.3)

Using the above equation, as in the proof of Lemma 2.1 we can show that
\[
\sup_n \{E[\sup_{0 \leq t \leq T} |u^n(t)|^2_H] + E[\int_0^T \|u^n(t)\|^2_V dt]\} \leq C \sup_n E[|u^n_0|^2_H] < \infty,
\]
(4.4)
for some constant \( K \), independent of \( n \). As \( u^n_0 \in V, u^n_0 \in V \), through finite dimensional approximations as in the proof of uniqueness of Theorem 3.1 the following energy equation holds
\[
|u^n(t) - u^m(t)|^2_H = |u^n_0 - u^m_0|^2_H - 2 \int_0^t |u^n(s) - u^m(s)|^2 ds
+ \sum_{k=1}^m \int_0^t < u^n(s) - u^m(s), \sigma_k(u^n(s)) - \sigma_k(u^m(s)) > dB_k(s)
+ \int_0^t < u^n(s) - u^m(s), \frac{\partial g(u^n(s))}{\partial x} - \frac{\partial g(u^m(s))}{\partial x} > ds
+ 2 \int_0^t \int_0^1 (u^n(s, x) - u^m(s, x)) L^n(ds, dx) - 2 \int_0^t \int_0^1 (u^n(s, x) - u^m(s, x)) L^m(ds, dx)
+ \sum_{k=1}^m \int_0^t |\sigma_k(u^n(s)) - \sigma_k(u^m(s))|^2_H ds.
\]
(4.5)
Set
\[ e_{n,m}(t) = \exp\{-\lambda \int_0^t ||u^n(s)||^2 ds - \lambda \int_0^t ||u^m(s)||^2 ds\}. \]

Applying the chain rule, we have
\[
|u^n(t) - u^m(t)|^2_H e_{n,m}(t) = -\lambda \int_0^t e_{n,m}(s)(||u^n(s)||^2 + ||u^m(s)||^2) ds + |u_0^n - u_0^m|^2_H - 2 \int_0^t e_{n,m}(s)||u^n(s) - u^m(s)||^2 ds \\
+ 2 \sum_{k=1}^m \int_0^t e_{n,m}(s) <u^n(s) - u^m(s), \sigma_k(u^n(s)) - \sigma_k(u^m(s))>_dB_k(s) \\
+ 2 \int_0^t \int_0^t e_{n,m}(s)(u^n(s,x) - u^m(s,x))L^n(ds,dx) - 2 \int_0^t \int_0^t e_{n,m}(s)(u^n(s,x) - u^m(s,x))L^m(ds,dx) \\
+ \sum_{k=1}^m \int_0^t e_{n,m}(s)|\sigma_k(u^n(s)) - \sigma_k(u^m(s))|^2_H ds. \tag{4.6}
\]

From the definition of the solutions we have
\[
2 \int_0^t \int_0^1 e_{n,m}(s)(u^n(s,x) - u^m(s,x))L^n(ds,dx) \leq 0,
\]
\[-2 \int_0^t \int_0^1 e_{n,m}(s)(u^n(s,x) - u^m(s,x))L^m(ds,dx) \geq 0.
\]

Following the similar arguments as in the proof of Lemma 3.1 and using (4.6), it can be proved that there exists a constant \( \lambda > 0 \) such that
\[
\lim_{n,m \to \infty} \left\{ E\left[ \sup_{0 \leq t \leq T} \exp\{-\lambda \int_0^t (||u^n(s)||^2 + ||u^m(s)||^2) ds\} ||u^n(t) - u^m(t)||^2_H \right] \right. \\
\left. + E\left[ \int_0^T \exp\{-\lambda \int_0^t (||u^n(s)||^2 + ||u^m(s)||^2) ds\} ||u^n(t) - u^m(t)||^2 dt \right] \right\} = 0. \tag{4.7}
\]

Thus, as in Lemma 3.2, we can deduce from (4.7) and (4.4) that \( u^n \) converges also in probability to some process \( u \) in the space \( C([0,T] \to H) \cap L^2([0,T] \to V) \). Moreover, for any \( T > 0 \),
\[
E[ \sup_{0 \leq t \leq T} ||u(t)||^2_H ] + E[ \int_0^T ||u(t)||^2 dt ] < \infty. \tag{4.8}
\]

Take any \( \phi \in C_0^2((0,\infty) \times [0,1] \to R) \) and use the chain rule to get
\[
\int_0^t \int_0^1 \phi(s,x)L^{(n)}(ds,dx) = <u^n(t),\phi(t)> - <u_0^n,\phi(0)> - \int_0^t <\partial \phi(s),\partial_s u^n(s)> ds \\
- \int_0^t <\partial^2 \phi(s),\partial^2_x u^n(s)> ds \\
- \sum_{k=1}^m \int_0^t <\phi(s),\sigma_k(u^n(s))>_dB_k(s) + \int_0^t <\partial \phi(s),\partial_x g(u^n(s))>_dB(s). \tag{4.9}
\]
Since every term on the right side converges, letting \( n \to \infty \) we see that \( L^n(ds, dx) \) converges as distributions to a non-negative random measure \( L(ds, dx) \) and

\[
\int_0^t \int_0^1 \phi(s, x)L(ds, dx) = \left< u(t), \phi(t) \right> - \left< u_0, \phi(0) \right> - \int_0^t \frac{\partial \phi(s)}{\partial s}, u(s) > ds - \int_0^t ds < \frac{\partial^2 \phi(s)}{\partial x^2}, u(s) > - \sum_{k=1}^m \int_0^t ds < \phi(s), \sigma_k(u(s)) > dB_k(s) + \int_0^t ds < \frac{\partial \phi(s)}{\partial x}, g(u(s)) > ds. \tag{4.10}
\]

To show \( (u, L) \) is a generalized solution, it remains to show that

\[
\lim_{n \to \infty} \int_0^1 \int_0^1 \sum_{j=1}^n < u(t), e_j > e_j(x)L(ds, dx) = 0. \tag{4.11}
\]

Let \( u_j(t) = < u(t), e_j > \) and \( L^j(ds) = \int_0^1 e_j(x)L(ds, dx) \). Choose \( \phi(t, x) = e_j \) in (4.10) to get

\[
\begin{align*}
    u_j(t) &= -\lambda_j \int_0^t u_j(s)ds + \sum_{k=1}^m \int_0^t < \sigma_k(u(s)), e_j > dB_k(s) \\
    &\quad + \int_0^t < \frac{\partial}{\partial x}g(u(s)), e_j > ds + \int_0^t L^j(ds). \tag{4.12}
\end{align*}
\]

By Itô’s formula for real-valued semimartingales, it follows that

\[
|u_j(t)|^2 = |u_j(0)|^2 - 2\lambda_j \int_0^t |u_j(s)|^2 ds + 2 \int_0^t u_j(s)L^j(ds) + 2 \sum_{k=1}^m \int_0^t u_j(s) < \sigma_k(u(s)), e_j > dB_k(s) \\
    + 2 \int_0^t u_j(s) < \frac{\partial}{\partial x}g(u(s)), e_j > ds + \sum_{k=1}^m \int_0^t |< \sigma_k(u(s)) - \sigma_k(v(s)), e_j >|^2 ds. \tag{4.13}
\]

Take the sum from 1 to \( n \) to obtain

\[
\begin{align*}
    \sum_{j=1}^n |u_j(t)|^2 &\quad = \sum_{j=1}^n |u_j(0)|^2 - 2 \sum_{j=1}^n \lambda_j \int_0^t |u_j(s)|^2 ds + 2 \int_0^t \sum_{j=1}^n u_j(s)e_j(x)L(ds, dx) \\
    &\quad + 2 \sum_{k=1}^m \int_0^t < \sigma_k(u(s)), \sum_{j=1}^n u_j(s)e_j > dB_k(s) \\
    &\quad + 2 \int_0^t < \frac{\partial}{\partial x}g(u(s)), \sum_{j=1}^n u_j(s)e_j > ds + \sum_{k=1}^m \sum_{j=1}^n \int_0^t |< \sigma_k(u(s)), e_j >|^2 ds. \tag{4.14}
\end{align*}
\]
For $f \in V$, recall that
$$\|f\|^2 = \sum_{j=1}^{\infty} \lambda_j <f,e_j>^2. \quad (4.15)$$

For $u \in V$, put $B(u) = \frac{\partial}{\partial x} g(u(x))$. We have the following estimate.
$$\|B(u)\|_{V^*} \leq C(\|u\|^2_{V^*} \|u\|_{V}^{\frac{1}{2}} + 1). \quad (4.16)$$

Let us prove (4.16). Recall that $V = D(A^{\frac{1}{2}})$, where $-A$ is the Laplacian operator on $[0,1]$ with the Dirichlet boundary condition. Note that $\bar{e}_k = \sqrt{\lambda_k} e_k, k \geq 1$ forms an orthonormal basis of $V$.

Recall that any element $l \in V^*$ can be identified through the Riesz representation theorem as an element $\bar{l}$ in $V$ and moreover,
$$\|l\|_{V^*}^2 = \|\bar{l}\|_{V}^2 = \sum_{k=1}^{\infty} <\bar{l},\bar{e}_k>^2 = \sum_{k=1}^{\infty} (l(\bar{e}_k))^2.$$

Keeping the assumption of $g$ in mind we have
$$\|B(u)\|_{V^*}^2 = \sum_{k=1}^{\infty} (B(u)(\bar{e}_k))^2$$
$$= \sum_{k=1}^{\infty} \left( \frac{1}{2} \frac{1}{\sqrt{\lambda_k}} \int_0^1 \frac{\partial}{\partial \xi} [g(u(\xi))] e_k(\xi) d\xi \right)^2$$
$$= \sum_{k=1}^{\infty} \left( \frac{1}{2} \frac{1}{\sqrt{\lambda_k}} \int_0^1 g(u(\xi)) \frac{\partial}{\partial \xi} e_k(\xi) d\xi \right)^2$$
$$= \sum_{k=1}^{\infty} \left( \frac{1}{2} \int_0^1 g(u(\xi)) \sqrt{2} \cos(k\pi \xi) d\xi \right)^2$$
$$\leq C \int_0^1 g(u(\xi))^2 d\xi \leq C(\|u\|^4_{H^1} + 1), \quad (4.17)$$

where we have used the fact that $\{\sqrt{2} \cos(k\pi \xi); k \geq 1\}$ also forms an orthonormal system of $L^2(0,1)$. By the Sobolev embedding theorem (see, e.g. Theorem 6, Chapter 5 in [E]), we have
$$H^\frac{1}{4}(0,1) \subset L^4(0,1),$$

where $H^\frac{1}{4}(0,1)$ is the usual Sobolev space of order $\frac{1}{4}$. Using the following well known interpolation inequality (see e.g. Section 4.3 in [T])
$$|u|_{L^4} \leq C|u|_{H^\frac{1}{4}} \|u\|_{V}, \quad (4.18)$$

(4.16) follows from (4.17) and (4.18). To pass to the limit in (4.14) we further notice that
$$\sum_{j=1}^{n} u_j(s)e_j \to u \quad \text{in} \quad L^2([0,T] \to V),$$

and
$$\int_0^T \|B(u(t))\|^2_{V^*} dt \leq C(\sup_{0 \leq t \leq T} |u(t)|_{H^\frac{1}{2}}^3 + 1) \int_0^T \|u(t)\|^2 dt < \infty.$$
Now we let $n \to \infty$ in (4.14) to get that

$$|u(t)|^2 = |u(0)|^2 - 2 \int_0^t \|u(s)\|^2 ds + 2 \lim_{n \to \infty} \int_0^t \int_0^1 \sum_{j=1}^n u_j(s) e_j(x) L(ds, dx)$$

$$+ 2 \sum_{k=1}^m \int_0^t <\sigma_k(u(s)), u(s)> dB_k(s) + \sum_{k=1}^m \int_0^t |\sigma_k(u(s))|^2 ds,$$  \hspace{1cm} (4.19)

where we have used the fact that

$$\int_0^t <\frac{\partial}{\partial x} g(u(s)), u(s)> ds = 0.$$

On the other hand, since $u^n$ converges in probability to $u$ in the space $C([0, T] \to H) \cap L^2([0, T] \to V)$, we let $n \to \infty$ in (4.3) to obtain

$$|u(t)|^2 = |u(0)|^2 - 2 \int_0^t \|u(s)\|^2 ds$$

$$+ 2 \sum_{k=1}^m \int_0^t <\sigma_k(u(s)), u(s)> dB_k(s) + \sum_{k=1}^m \int_0^t |\sigma_k(u(s))|^2 ds.$$  \hspace{1cm} (4.20)

Comparing (4.19) with (4.20) we conclude that

$$\lim_{n \to \infty} \int_0^t \int_0^1 \sum_{j=1}^n u_j(s) e_j(x) L(ds, dx) = 0$$

completing the proof of the theorem. \hspace{1cm} \blacksquare
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