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Abstract—This paper studies the online adaptive optimal controller design for a class of nonlinear systems through a novel policy iteration (PI) algorithm. By using the technique of neural network linear differential inclusion (LDI) to linearize the nonlinear terms in each iteration, the optimal law for controller design can be solved through the relevant algebraic Riccati equation (ARE) without using the system internal parameters. Based on PI approach, the adaptive optimal control algorithm is developed with the online linearization and the two-step iteration, i.e., policy evaluation and policy improvement. The convergence of the proposed PI algorithm is also proved. Finally, two numerical examples are given to illustrate the effectiveness and applicability of the proposed method.
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I. INTRODUCTION

Nonlinear control design has been an active research area for a long time. In the development of nonlinear control theory, optimality and veracity have become the fundamental principles of controller design. It is well known that designing an optimal controller for nonlinear systems depends on the unique positive-definite solution of the associated Hamilton-Jacobi-Bellman (HJB) equation [1], which reduces to the algebraic Riccati equation (ARE) when involved in linear systems. In general, the HJB equation is a nonlinear partial differential equation which is difficult even impossible to solve by analytical methods. As a favorable tool, dynamic programming (DP) [9] can be used to solve the HJB equation and a series of significant results centered on DP are published in [8]–[10]. Owing to the backward-in-time implementation of DP, these results are off-line and will encounter a dimensionality problem when they are applied in high-dimensional and more complex systems. In response to these problems, reinforcement learning (RL) or adaptive dynamic programming (ADP) have been introduced to solve the HJB equation [11]–[12]. One kind of RL algorithms, namely policy iteration (PI), can be used to deal with the adaptive optimal control problem of both linear and nonlinear systems, this algorithm contains two-step iteration, i.e., policy evaluation and policy improvement. The former means that the cost performance index relevant to the current control policy is evaluated, and the latter updates the policy to seek for a lower associated cost. In [11], Vrabie et al. proposed a novel online PI algorithm of continuous-time linear systems that can solve the ARE without knowing the internal dynamics; then the relevant method was introduced to similar linear systems with completely unknown dynamics [11]: He et al. [12] studied the adaptive optimal controller design for continuous-time Markov jump linear systems via an online PI algorithm; Liu and Wei [13] extended the PI algorithm to learn the infinite horizon optimal control solution for discrete-time nonlinear systems; and the authors in [14] discussed an online PI algorithm to solve the continuous-time optimal control problem of a class of unknown constrained-input systems. For the application of PI schemes in other respects, the readers can refer to [15]–[19].

On the other hand, neural network plays a very important role in solving nonlinear control problems because of its arbitrary approximation ability. The advantages of neural network over other linearization methods have been explained in [20]–[22]. In [23]–[27], neural network and PI algorithm are used to approximately solve the HJB equation. In these literatures, neural network was employed as critic network to represent the optimal cost function or actor network which represents the control policy. It is obvious that the studied results generated by these methods are effective. However, some computational complexity still exists and it might lead to some inevitable errors, because the approximation only stays at the level of computation and it is still difficult to solve the relevant HJB equation. Viewed from another angle, if we directly linearize the original system model by using neural network, it can fundamentally simplify the computation from the start, thereby avoiding solving the intractable nonlinear HJB equation. We always use this method to linearize the nonlinear model. It is known as neural network linear differential inclusion (LDI), proposed by Tanaka in [28]. As a specific neural network structure, the neural network LDI technique can convert the nonlinear terms into linear terms. Having been explicitly illuminated its principle in [29], the LDI technique was used in control design for nonlinear systems in discrete-time [29].
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and in continuous-time \cite{31}. For other results related to the LDI method, the readers can refer to \cite{32,33}. Notice that the previous approximation and the relevant design methods utilizing LDI are all off-line. There are few research results about the online LDI technique, and nothing of its application is reported in adaptive optimal control for nonlinear systems.

To realize the online adaptive algorithm, however, we need a synchronous linearization technique to accompany with the PI solution process. As a result, we put forward a new online LDI policy iteration (OLDIPI) algorithm, which can address the adaptive optimal control problem for a class of nonlinear systems. First, the original nonlinear system is approximated to a linear plant model based on the neural network LDI. Then inspired by the linear PI algorithm, the proposed OLDIPI algorithm can converge to the optimal solution; furthermore, the algorithm can be implemented online in least-square sense under a persistent excitation condition. The convergence of the proposed algorithm is also proved, and the corresponding simulation results are given to illustrate the feasibility and applicability.

The main contributions of this paper are as follows:

1) The online LDI representation is first realized and then used to solve the adaptive optimal control problems for nonlinear systems;
2) Compared with conventional off-line linearization methods (i.e., simply linearize the system around the origin once), our algorithm retains the nonlinear peculiarity of the system and guarantees the computational accuracy to the greatest extent. In addition, the combination of the online linearization and the online PI police provides a new perspective to address such problems;
3) By the designed OLDIPI algorithm, we do not have to solve the HJB equation. It simplifies the computation and improves the reality of the intractability of the optimal control problems for nonlinear systems. Based on this, the method has potential to solve some more complicated nonlinear control problems.

In our work, the designed algorithm is performed in an RL framework related to the LDI-represented neural network. Therefore, our designed nonlinear dynamical system can be treated as a type of learning systems \cite{34,35,36}. This learning system design consists of two parts, i.e., the LDI-represented neural network approximation and the PI-based adaptive optimal control realization.

The remainder of this paper is organized as follows. In Section II, we give the LDI representation of a class of continuous-time nonlinear systems and the online PI algorithm of continuous-time linear systems. In Section III, we propose the OLDIPI algorithm and show its convergence, as well as the online implementation. In Section IV, two simulation examples are provided to demonstrate the effectiveness of the proposed algorithm. Finally, a brief conclusion and extension are contained in Section V.

II. BACKGROUNDs

A. Neural-Network-Based System Description

The general nonlinear dynamical systems can be described by:

\[ \dot{x}(t) = f(x(t), u(t)). \]

To some extent, many nonlinear systems can be regarded as the coupling of linear and nonlinear parts. To study the adaptive optimal control algorithm, in this paper, we consider a class of nonlinear system in the form of:

\[ \dot{x}(t) = Ax(t) + Bu(t) + f(x(t)) + g(u(t)) \]

where \( x(t) \in \mathbb{R}^n \) is the state vector, \( u(t) \in \mathbb{R}^m \) is the control input; \( f(\cdot) \) and \( g(\cdot) \) are continuous and bounded nonlinear mapping of the state and control input; \( A \in \mathbb{R}^{n \times n} \) is the unknown constant matrix, \( B \in \mathbb{R}^{n \times m} \) is the known constant matrix, \( A \) and \( B \) are with the appropriate dimensions; moreover, \( (A, B) \) is assumed to be stabilizable.

The optimal control problem for nonlinear system (2) in the infinite horizon is equivalent to finding an optimal control policy, which can be given as follows:

\[ u(t) = u^*(x(t)) = -K^*x(t) \]

which minimizes the following infinite horizon performance index:

\[ V(x(t), u(t)) = \int_{t}^{\infty} [x^T(\tau)Qx(\tau) + u^T(\tau)Ru(\tau)]d\tau \]

where \( Q = Q^T \succeq 0, R = R^T > 0 \) and we assume that \( (A, B, Q^{1/2}) \) is stabilizable and detectable.

Remark 1: The nonlinear representation in system (2) can be considered as a special class of nonlinear systems (1). For system (2), although the nonlinear term \( f(x(t)) \) and \( g(u(t)) \) can be treated by some other methods, the expected accuracy is still a challenge. In our design, we will develop an LDI representation for a more effective adaptive optimal control.

For the purpose of designing the above control policy of nonlinear system (2), we need to deal with the nonlinear terms \( f(x(t)) \) and \( g(u(t)) \) firstly. By means of the arbitrary approximation ability of the neural network, we give a class of multi-layered perceptions (MLP’s) that admit an LDI state-space representation.

Lemma 1 \cite{37}: For the nonlinear terms \( f(x(t)) \) and \( g(u(t)) \), we give the following approximation representations by two L-layered MLP’s:

\[
\begin{align*}
NN_f(x(t), W_1, W_2, ..., W_L) &= \Psi_L[W_L...\Psi_2[W_2 \Psi_1[W_1 x(t)]]...], \\
NN_u(u(t), V_1, V_2, ..., V_L) &= \Psi_L[V_L...\Psi_2[V_2 \Psi_1[V_1 u(t)]]...].
\end{align*}
\]

where \( W_i (i = 1, 2, ..., L) \in \mathbb{R}^{n_i \times n_{i-1}} \) and \( V_i (i = 1, 2, ..., L) \in \mathbb{R}^{n_i} \) respectively denote the relevant weight matrices from the \((i-1)\)th layer to the \(i\)th layer; \( n^s_i (i = 1, 2, ..., L; s = x \text{ or } u) \) denotes the number of neurons in the \(i\)th layer, the superscript \( s \) denotes that the MLP’s are associated with \( x \) or \( u \); the activation function vector is defined as \( \Psi(\xi) \triangleq [\psi_1(\xi_1), \psi_2(\xi_2), ..., \psi_n(\xi_n)]^T \).
Assume that the activation function is a class of sigmoid functions:
\[ \psi_i(\xi_i) = \lambda_i \left( \frac{2}{1 + e^{-\xi_i/\eta_i}} \right); \eta_i, \lambda_i > 0. \]  
(6)

Furthermore, we denote the minimum and maximum values of \( \psi_i(\xi) \) as:
\[ s(k, \psi) = \begin{cases} \min_{\xi} \psi'(\xi), & k = 0, \\ \max_{\xi} \psi'(\xi), & k = 1. \end{cases} \]  
(7)

Recalling [37], \( \psi_i(\xi_i) \) can be represented as:
\[ \psi_i(\xi_i) = h(0)s(0, \psi_i) + h(1)s(1, \psi_i) \]  
(8)

where \( h(i) \geq 0 (i = 0, 1) \), and \( \sum_{i=0}^{1} h(i) = 1 \). This indicates that \( \psi_i(\xi_i) \) can be implemented by interpolating the two straight lines whose slopes are \( s(0, \psi_i) \) and \( s(1, \psi_i) \).

In order to adopt the compact representation in [29], we define a set of \( n^t_2 \)-dimensional index vectors tied to the \( i \)th layer of the approximating MLP's as:
\[ \mathbf{Y}_{n^t_2} = \mathbf{Y}_{n^t_2}(\delta) \triangleq \{ \delta \in \mathbb{R}^{n^t_1} \mid \delta_j \in \{0, 1\} \} \]  
(9)

where \( \delta \) is used as a binary indicator, \( j(j = 1, 2, ..., n^t_2) \) denotes the \( j \)th neuron in \( i \)th layer.

By adopting the compact representation in [29], the MLP's \( NN^t_2(x(t), W_1, W_2, ..., W_L) \) can be given as:
\[
NN^t_2(x(t), W_1, W_2, ..., W_L) = \Psi_L[W_L ... \Psi_2 [W_2 \Psi_1 [W_1 x(t)]] ...]
\]  
(10)

Similarly, \( NN^t_2(u(t), V_1, V_2, ..., V_L) \) can be expressed as:
\[
NN^t_2(u(t), V_1, V_2, ..., V_L) = \Psi_L[V_L ... \Psi_2 [V_2 \Psi_1 [V_1 u(t)]]] ... = \Psi_L[V_L ... \Psi_2 [V_2 \sum_{t_{i1}=0}^{1} h_{11}(i) s(i, \psi_{11})(V_1 u(t))_1], ...,
\]  
(11)

Suppose that there exist optimal approximation weights \{\( W^*_L, ..., W^*_t \)\} and \{\( V^*_L, ..., V^*_t \)\}, which satisfy
\[
\|f(x(t)) - NN^t_2(x(t), W^*)\| \leq \varepsilon_1 \|x(t)\|,
\|g(u(t)) - NN^t_2(u(t), V^*)\| \leq \varepsilon_2 \|u(t)\|
\]  
(12)

where \( \varepsilon_1 > 0, \varepsilon_2 > 0 \).

According to [33], the nonlinear system (2) can be written as:
\[
\dot{x}(t) = [A + \sum_{\sigma \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_\sigma A_\sigma(\sigma, \Psi, W^*)] x(t) + [B + \sum_{\eta \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_\eta B_\eta(\eta, \Psi, V^*)] u(t)
\]  
(13)

where
\[
\sum_{\sigma \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_\sigma = \sum_{i=0}^{1} \sum_{i_{n_1}=0}^{1} ... \sum_{i_{n_L}=0}^{1} \mu_{i_1,...,i_L} = 1,
\sum_{\eta \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_\eta = \sum_{i=0}^{1} \sum_{i_{n_1}=0}^{1} ... \sum_{i_{n_L}=0}^{1} \mu_{i_1,...,i_L} = 1,
\sum_{\sigma \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_{i_1,...,i_L} = \sum_{i=0}^{1} \sum_{i_{n_1}=0}^{1} ... \sum_{i_{n_L}=0}^{1} \mu_{i_1,...,i_L} = 1,
\sum_{\eta \in T_{n_2}^t \oplus ... T_{n_L}^t} \mu_{i_1,...,i_L} = \sum_{i=0}^{1} \sum_{i_{n_1}=0}^{1} ... \sum_{i_{n_L}=0}^{1} \mu_{i_1,...,i_L} = 1,
A_\sigma(\sigma, \Psi, W^*) = diag[\sigma_{L_1}(\sigma_{L_1}, \Psi_{L_1})] W^*_1 ... W^*_L
\]  
(14)

This kind of representation can be considered as a kind of LDI [33]. After using the LDI approximation to model the nonlinear terms, the PI algorithm and the relevant adaptive optimal control scheme will be studied in the following section for nonlinear system (2).
Remark 2: Eqs. (10)-(13) have illustrated how to use the LDI method to model the \( f(x(t)) \) and \( g(u(t)) \) function. In each iteration step of the following Algorithm 2, it involves a modeling process on piecewise \( f(x(t)) \) and \( g(u(t)) \).

Remark 3: There are many different LDI methods to address different issues. In [33], the authors give a common LDI description, i.e., \( \dot{x} = \Omega x \), where \( \Omega \) is a subset of \( \mathbb{R}^{n \times n} \). It treats the LDI as a tool to study the uncertainty of a family of linear time-varying systems. In [26], the LDI method is used to linearize and discuss the stability of a class of discrete-time nonlinear systems. While in our design, we use the neural network LDI method to convert the nonlinear terms \( f(x(t)) \) and \( g(u(t)) \) to the form as presented in (13), and subsequently in Algorithm 2, we will develop it to an online fashion.

B. PI Algorithm

Before designing the control policy for nonlinear system (2), we give the following lemmas and algorithm for the linear case.

Lemma 2 [33]: For a class of linear systems \( \dot{x}(t) = Ax(t) + Bu(t) \), if the controller is chosen as \( u(t) = -Kx(t) \), the solution of the quadratic optimal control in the infinite horizon is:
\[
K^* = R^{-1}B^TP^*
\]
where \( P^* \) is the positive definite solution of the following algebraic Riccati equation (ARE):
\[
A^TP + PA - PBR^{-1}BT^TP + Q = 0. \tag{15}
\]

Lemma 3 [33]: Let \( K(1) = 0 \) be an initial stabilizing feedback gain matrix and \( P(k) \) be the unique positive definite solutions of the Lyapunov equation:
\[
[A - BK^T(k)]P(k) + P(k)[A - BK(k)] + Q + K^T(k)RK(k) = 0 \tag{16}
\]
where, recursively,
\[
K(k + 1) = R^{-1}B^TP(k). \tag{17}
\]

Then, the following properties hold:
1) \( A - BK(k) \) is Hurwitz;
2) \( \lim_{k \to \infty} P(k) = P^* \), \( \lim_{k \to \infty} K(k) = K^* \).

In Lemma 3, the numerical approximate solution of the ARE (15) can be attained by iteratively solving Lyapunov Eq. (16) and updating \( K(k) \) by (17). Based on the work in Lemma 3, Vrabie et al. [10] proposed an online PI algorithm that can solve (16) without knowing the internal plant matrix \( A \). The algorithm is shown as Algorithm 1, which can be effectively converged to the ARE (15) to solve matrix \( P \).

Algorithm 1 PI Algorithm

- **Step 1**: Let \( k = 1 \). Give an initial stabilizing control policy \( K(1) = 0 \) and a cost matrix \( P(0) = 0 \), plus a small constant \( \epsilon (\epsilon > 0) \) as the accuracy. Start the iteration.
- **Step 2**: Solve the following PI equation.

1) **Policy Evaluation**:
\[
x_t^T P(k)x_t = \int_t^{t+T} x_\tau^T [Q + K^T(k)RK(k)] x_\tau^T d\tau + x_{t+T}^T P(k)x_{t+T}. \tag{18}
\]

2) **Policy Improvement**:
\[
K(k + 1) = R^{-1}B^TP(k). \tag{19}
\]

- **Step 3**: If \( ||P(k) - P(k-1)|| \leq \epsilon \), we stop and output \( P(k) \) as the solution matrix \( P \). Otherwise, set \( k = k + 1 \), go to Step 2 and continue the iteration process.

Considering that \( \Delta A(k) \) and \( \Delta B(k) \) are derived by the continuous and bounded nonlinear function \( f(x(t)) \) and \( g(u(t)) \) in (2), the values of them are thereby restricted in a very small scale in the single iteration. By Theorem 3.1 in [28], the neural network LDI-described system is asymptotically stable as long as the corresponding conditions are satisfied. Thus, we can assume that \( (\overline{A}(k), \overline{B}(k), Q^{1/2}) \) is stabilizable and detectable in each iteration.

Based on the above assumption, the convergence of Algorithm 2 can be guaranteed by the following theorems.

**Theorem 1**: Assuming that \( A(k) - \overline{B}(k)\overline{K}(k) \) is always stable, the policy evaluation (23) in Algorithm 2 is equivalent to finding the solution of Lyapunov Eq. (22).

**Proof**: Considering the control gain as \( \overline{u}(k) \), the \( k \)th iteration of the closed-loop form of nonlinear system (2) can be depicted:
\[
\dot{x}_t = [\overline{A}(k) - \overline{B}(k)\overline{K}(k)]x_t. \tag{25}
\]

Choosing the Lyapunov candidate function as \( V_k(x_t) = x_t^T \overline{P}(k)x_t \), we have
\[
\frac{d}{dt} x_t^T \overline{P}(k)x_t = x_t^T [\overline{A}(k) - \overline{B}(k)\overline{K}(k)]^T \overline{P}(k)x_t + \overline{P}(k)[\overline{A}(k) - \overline{B}(k)\overline{K}(k)]x_t. \tag{26}
\]

Integrating (26) from \( t \) to \( t + T \), it has
\[
x_{t+T}^T \overline{P}(k)x_{t+T} - x_t^T \overline{P}(k)x_t = \int_t^{t+T} x_\tau^T [\overline{A}(k) - \overline{B}(k)\overline{K}(k)]^T \overline{P}(k)x_\tau + \overline{P}(k)[\overline{A}(k) - \overline{B}(k)\overline{K}(k)]x_\tau d\tau. \tag{27}
\]

Then it follows from (23) that
\[
x_{t+T}^T \overline{P}(k)x_{t+T} - x_t^T \overline{P}(k)x_t = -\int_t^{t+T} x_\tau^T [Q + \overline{K}^T(k)\overline{K}(k)] x_\tau d\tau. \tag{28}
\]

Comparing (27) and (28), we can get (22). Therefore, the asymptotic stability of \( \overline{A}(k) - \overline{B}(k)\overline{K}(k) \) can guarantee that the solution of (23) equals to the unique solution of (22). ■
Algorithm 2 OLDIPI Algorithm

- **Step 1:** Let \( k = 1 \). Give an initial stabilizing control policy \( \overline{K}(1) = 0 \) and a cost matrix \( \overline{P}(0) = 0 \), plus a small constant \( \epsilon (\epsilon > 0) \) as the accuracy. Start the iteration.

- **Step 2:** In each iteration, the nonlinear terms \( f(x(t)) \) and \( g(u(t)) \) are sampled at a shorter interval \( \delta \), for the aim of obtaining a series of sampling points:

\[
\begin{align*}
  x_\delta &= [x(t), x(t + \delta), x(t + 2\delta), \ldots, x(t + T)], \\
  u_\delta &= [u(t), u(t + \delta), u(t + 2\delta), \ldots, u(t + T)].
\end{align*}
\]  

(20)

Then according to Lemma 1, the nonlinear state in \( k \) iteration can be linerized by LDI:

\[
\begin{align*}
  f(x(t)) &= \sum_{\sigma \in \mathcal{T}_n \otimes \mathcal{T}_n} \mu_{\sigma} A_{\sigma}(k)(\sigma, \Psi, W^*) x_{\delta}(t), \\
  g(u(t)) &= \sum_{\eta \in \mathcal{T}_n \otimes \mathcal{T}_n} \mu_{\eta} B_{\eta}(k)(\eta, \Psi, V^*) u_{\delta}(t).
\end{align*}
\]  

(21)

The new Lyapunov matrix equation in the \( k \)th step will be

\[
[\overline{A}(k) - \overline{B}(k)\overline{K}(k)]^T \overline{P}(k) + \overline{P}(k)\overline{A}(k) - \overline{B}(k)\overline{K}(k)
= -[\overline{K}^T (k) R \overline{K}(k) + Q],
\]  

(22)

where \( \overline{A}(k) = A + \Delta A(k), \overline{B}(k) = B + \Delta B(k) \).

- **Step 3:** Substitute the above results into (18) and (19), the final result becomes the solution of the following iterative equation:

1. **Policy Evaluation:**

\[
\begin{align*}
  &x_t^T \overline{P}(k)x_t = \int_t^{t+T} x^T [Q + \overline{K}^T (k) R \overline{K}(k)] x^T dt \\
  &+ x_{t+T}^T \overline{P}(k)x_{t+T}.
\end{align*}
\]  

(23)

2. **Policy Improvement:**

\[
\overline{K}(k + 1) = R^{-1} \overline{B}^T (k) \overline{P}(k).
\]  

(24)

- **Step 3:** If \( ||\overline{P}(k) - \overline{P}(k - 1)|| \leq \epsilon \), we stop and output \( \overline{P}(k) \) as the solution matrix \( \overline{P} \). Otherwise, set \( k = k + 1 \), go to Step 2 and continue the iteration process.

**Theorem 2:** Assuming that the control policy \( \overline{K}(k) \) is stabilizing with the associated cost \( V_k(x_t) \). Then the next step control policy \( \overline{K}(k + 1) \) attained by (24) will be stabilizing as well.

**Proof:** Considering \( V_k(x_t) \) as the Lyapunov function associated with \( \overline{K}(k + 1) \) and taking the derivative of \( V_k(x_t) \), we have:

\[
\begin{align*}
  \dot{V}_k(x_t) &= x_t^T [\overline{P}(k)\overline{A}(k) - \overline{B}(k)\overline{K}(k) + 1)] \\
  &= x_t^T [\overline{P}(k)(\overline{A}(k) - \overline{B}(k)\overline{K}(k)) + \overline{A}(k) - \overline{B}(k)\overline{K}(k)] x_t \\
  &+ x_t^T [\overline{P}(k)\overline{B}(k)(\overline{K}(k) - \overline{K}(k + 1))] x_t \\
  &+ (\overline{K}(k) - \overline{K}(k + 1)) \overline{B}^T (k) \overline{P}(k)x_t.
\end{align*}
\]  

(29)

By means of (22) and (24), the first term equals to \( -[\overline{K}^T (k) R \overline{K}(k) + Q] \), and the second can be rewritten as:

\[
\begin{align*}
  x_t^T [\overline{P}(k)\overline{B}(k)(\overline{K}(k) - \overline{K}(k + 1))] \\
  + (\overline{K}(k) - \overline{K}(k + 1)) \overline{B}^T (k) \overline{P}(k)x_t
\end{align*}
\]

(30)

In the end, Eq. (29) is turned into:

\[
\begin{align*}
  \dot{V}_k(x_t) = -x_t^T [\overline{K}^T (k + 1) R \overline{K}(k + 1) + Q] x_t \\
  &- x_t^T [(\overline{K}(k) - \overline{K}(k + 1)) R (\overline{K}(k) - \overline{K}(k + 1))] x_t.
\end{align*}
\]  

(31)

Considering \( Q \geq 0, R > 0 \) in (4), it is clear that \( \dot{V}_k(x_t) < 0 \). Thus, the new control policy \( \overline{K}(k + 1) \) updated by (24) is stabilizing. It indicates that if the initial control policy is stabilizing, \( \overline{K}(k) \) is always stable in the whole iteration process.

**Theorem 3 (Convergence):** Under the assumptions of the stabilizability of \( (\overline{A}(k), \overline{B}(k)) \) and the detectability of \( (Q^{1/2}, \overline{A}(k)) \) at each iteration, with \( Q \geq 0, R > 0 \) in (4), the OLDIPI algorithm in Algorithm 2 converges to the optimal solution of the corresponding ARE:

\[
\overline{A}^T (k) \overline{P}(k) + \overline{P}(k)\overline{A}(k) - \overline{P}(k)\overline{B}(k)\overline{K}(k) R^{-1} \overline{B}^T (k) \overline{P}(k) + Q = 0.
\]  

(32)

**Proof:** According to Eq. (12), we can see that if \( f(x(t)), g(u(t)) \) are bounded, \( ||\overline{A}(k)||, ||\overline{B}(k)|| \) will be bounded as well. Let \( ||\overline{A}_M||, ||\overline{B}_M|| \) be the upper bounds of \( ||\overline{A}(k)|| \) and \( ||\overline{B}(k)|| \), respectively, i.e.,

\[
||\overline{A}(k)|| \leq ||\overline{A}_M||, ||\overline{B}(k)|| \leq ||\overline{B}_M||
\]  

(33)

where \( || \cdot || \) denotes the induced matrix norm.

Assuming that \( \overline{A}(k) \) and \( \overline{B}(k) \) remain in their upper bounds at each iteration. By Theorem 1, we know that in this case the solution of the policy evaluation (23) is equivalent to solving the following Lyapunov equation:

\[
[\overline{A}_M - \overline{B}_M\overline{K}(k)]^T \overline{P}(k) + \overline{P}(k)[\overline{A}_M - \overline{B}_M\overline{K}(k)]
= -[\overline{K}^T (k) R \overline{K}(k) + Q].
\]  

(34)

By Lemma 3, we know that by solving the Lyapunov equation iteratively in each iteration, the solution to the ARE is numerically approximated. The iteration equivalence between (22), (24) and (23), (24) implies that in this case the solutions of Algorithm 2 converge to the optimal solution of the following ARE:

\[
\overline{A}^T (k) \overline{P}_M + \overline{P}_M\overline{A}_M - \overline{P}_M\overline{B}_M R^{-1} \overline{B}^T (k) \overline{P}_M + Q = 0.
\]  

(35)

Note that \( \lim_{k \to \infty} \overline{P}(k) = \overline{P}^*_M \), where \( \overline{P}^*_M \) denotes the unique positive definite solution of (34).

Although \( \overline{A}(k) \) and \( \overline{B}(k) \) are changeable at each iteration, the optimal control conditions are still satisfied. Considering the upper bounds \( \overline{A}_M \) and \( \overline{B}_M \), it is concluded that the solutions of the OLDIPI algorithm in Algorithm
The online implementation of Algorithm 2.

2 will converge to a certain value eventually. Note that \( \lim_{k \to \infty} \Pi(k) = \Pi^* \), where \( \Pi^* \) denotes the unique positive definite solution of (31) and \( \Pi^* \in S \), \( S = S(\Pi) \triangleq \{ \Pi \in \mathbb{R}^{n \times n} \mid \| \Pi \| < \Pi_{\text{th}} \} \). This completes the proof.

**B. Online Implementation**

In this subsection, we implement the OLDIPI algorithm in Algorithm 2 without using the knowledge of the system internal dynamics. The important point is that the states of the nonlinear system are required to be observed and updated under a persistent excitation at each iteration. Considering \( \Delta(k) \) is implicit in states \( x_t \) and \( x_{t+T} \), so the system internal dynamic will not be required in PI computation scheme. To facilitate this solution process, we rewrite the left side of (23) as:

\[
x_t^T \Pi(k) x_t = [\tilde{p}(k)]^T \hat{x}(t)
\]  

where \( \tilde{p}(k) \) is the column vector made by stacking the elements of the upper triangular part of \( \Pi(k) \) in order, and the off-diagonal elements of \( \Pi(k) \) are merged as 2\( \Pi_{ij} \), i.e.,

\[
\tilde{p}(k) = [\tilde{p}_{11}(k), 2\tilde{p}_{12}(k), ..., 2\tilde{p}_{1n}(k), \\
\tilde{p}_{22}(k), 2\tilde{p}_{23}(k), ..., \tilde{p}_{nn}(k)]^T,
\]

and \( \hat{x}(t) \) denotes the Kronecker product quadratic polynomial basis vector with the elements \( \{x_i(t)x_j(t)\}_{i=1,2;\ldots;j=i+1,\ldots,n} \), i.e.,

\[
\hat{x}(t) = [x_i^2(t), x_1(t)x_2(t), ..., x_1(t)x_n(t), \\
x_2^2(t), x_2(t)x_3(t), ..., x_n^2(t)].
\]

By (36) and (37), the \( k \)th policy evaluation in (23) can be replaced as:

\[
[\tilde{p}(k)]^T \hat{x}(t) - \hat{x}(t+T) \\
= \int_{t}^{t+T} x_t^T [Q + K_T(k)RK(k)] x_t \, dt.
\]

It is necessary to point out that, there are \( n(n+1)/2 \) elements in the symmetric matrix \( \Pi(k) \) to be solved. As the consequence, we at least need \( N(N \geq n(n+1)/2) \) independent equations for solving \( \tilde{p}(k) \). Hence, \( N \) state vectors should be sampled in each iteration interval \( T \), then the sampling interval will be \( \Delta t = T/N \); ultimately the matrix sequences \( \tilde{p}(k) \) can be obtained by solving the following least-square equation, and it will generate \( \Pi(k) \) subsequently:

\[
\tilde{p}(k) = (XX^T)^{-1} XY
\]

where

\[
X = [\hat{x}_1(t), \hat{x}_2(t), ..., \hat{x}_N(t)],
\]

\[
\hat{x}_\Delta(t) = \hat{x}[t + (i - 1)\Delta t] - \hat{x}[t + i\Delta t],
\]

\[
Y = [y_1(k), y_2(k), ..., y_N(k)],
\]

\[
y(i)^{(k)}(t) = \int_{t+(i-1)\Delta t}^{t+i\Delta t} x_t^T [Q + K_T(k)RK(k)] x_t \, dt.
\]

With an adequate collection of status points, the calculation of least-square problem (39) can be online in real-time. Besides, the sampling points (20) for nonlinear terms should be sufficient enough to ensure an admissible accuracy for the implementation. It is remarkable that when the Algorithm 2 is implemented online, the interval \( T \) in (20) should be replaced by \( \Delta t \). The online implementation of Algorithm 2 is shown in Fig. 1.

The online features of OLDIPI algorithm are mainly reflected in the following three aspects:

1) The linear adaptive optimal control is based on the online algorithm. It calculates the control policy after acquiring the sufficient data along the system state trajectory between the time interval \( T \);

2) The LDI approximation is performed online, which linearizes the nonlinear terms by utilizing the data set collected in a short time interval \( \delta \), in contrast to the previous off-line LDI approximation, which simply linearizes the system around the origin once before the PI control scheme;

3) By the OLDIPI algorithm, we can online collect and observe the variation of the state trajectory and the control input among the whole solution procedure.

**IV. SIMULATION RESULT**

In this section, two simulation examples are presented to demonstrate the validity and applicability of the proposed adaptive optimal control algorithm.
A. Example 1

Consider a fourth-order nonlinear system as follows:

\[ A = \begin{bmatrix} -2.0000 & 0.8233 & -7.8001 & -2.3333 \\ 0.4988 & -6.4123 & -5.2302 & -1.5024 \\ 1.0000 & 0.1000 & -10.2007 & -10.2007 \\ 0.0000 & -5.2032 & 8.2000 & -4.0000 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \\ 1 \\ 0 \end{bmatrix} \]

\[ f(x(t)) = \begin{bmatrix} 0 \\ 0 \\ \sin(0.1x_1(t)) \end{bmatrix}, \]

\[ g(u(t)) = \begin{bmatrix} 0 \\ 0 \\ 0.5\sin^2(u(t))\cos^2(u(t)) \end{bmatrix}, \]

\[ Q = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}, \quad R = 1. \]

For the above nonlinear terms, we construct two three-layered neural networks to perform LDI expression simultaneously on \( f(x(t)) \) and \( g(u(t)) \). The network approximating \( f(x(t)) \) contains four neurons in input layer, four in hidden layer and one in output layer, and the other network used to approximate \( g(u(t)) \) has one neuron in input layer, four in hidden layer and one in output layer. The parameters of the activation function are set as \( q = 0.5, \lambda = 1 \). The online simulation is designed by using \( \Delta t = T/N = 0.05 \), \( \delta = 0.001 \), with the initial state of the system is \( x_0 = [0.01 \ 0 \ 0.01 \ 0.01] \).

After the online sampling and policy iteration, we obtain the approximate solution by Algorithm 2:

\[ \mathcal{P} = \begin{bmatrix} 0.7060 & -1.1090 & -0.1087 & -0.0782 \\ -1.1090 & 2.6710 & 0.1149 & 0.3609 \\ -0.1087 & 0.1149 & 0.0554 & 0.0036 \\ -0.0782 & 0.3609 & 0.0036 & 0.0918 \end{bmatrix}. \] (40)

The simulation results are shown in Figs. 2-3. Fig. 2 shows the matrix parameters in \( \mathcal{P}(k) \) after each iteration and verifies the convergence of the proposed algorithm. It can be obviously seen from Fig. 2 that \( \mathcal{P}(k) \) can converge to the optimal solution very quickly after one iteration step. Fig. 3 show the state trajectory and control input curve of the closed loop system respectively. From the online control curve in Fig. 3, we can see the OLDIPI control algorithm is efficient for both two nonlinear terms.

To illustrate the convergence effectiveness of \( \Delta A(k) \) and \( \Delta B(k) \), we apply our online LDI method and PI algorithm to the system with the same \( A \) and \( B \), but let the nonlinear terms as \( f(x(t)) = 0 \) and \( g(u(t)) = 0 \) (i.e., a linear case). The state trajectory and the control input curve are shown in Fig. 4. Although \( \Delta A(k) \) and \( \Delta B(k) \) have little effect on the properties of the system in single iteration, after finishing the whole iteration process, they do have an accumulation effect on the convergence of the PI algorithm in prolonging the iteration time within a very acceptable limitation and cause an obvious fluctuation on the system dynamics. However, it is seen from Fig. 4 that the state trajectories of the closed-loop system are finally stabilizable, which also proves the convergence and stability of our designed PI algorithm.

Remark 4: The relevant weight matrices \( W_i \) and \( V_i \) are obtained after the training on the two three-layered neural networks, and they are updated via back-propagation algorithm by means of the input data (20). Then in the next iteration, \( W_i \) and \( V_i \) will have different values due to the different input data. Therefore, the values of \( W_i \) and \( V_i \) are consistently changing in each iteration, making it impractical to display all of them.

B. Example 2

In this subsection, the proposed adaptive optimal control algorithm is used with a nonlinear system in [40], [41] given by

\[ \begin{align*}
    \dot{x}_1 &= -x_1^3 - x_2, \\
    \dot{x}_2 &= x_1 + x_2 + u.
\end{align*} \] (41)

Consider the nonlinear form in system (2), we rewrite nonlinear system (41) as:

\[ \dot{x}(t) = \begin{bmatrix} 0 & -1 \\ 1 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) + \begin{bmatrix} -x_2^3(t) \\ 0 \end{bmatrix}. \] (42)

To handle the nonlinear term described in Eq. (42), we suppose a three-layered neural network which has two neurons in input layer, two in hidden layer and one in output layer. The parameters of activation function and online simulation in this part are the same as Example 1. And the initial state is set as \( x_0 = [1 \ -1]^T \).

Then, we can obtain the optimal controller as:

\[ \mathcal{P} = \begin{bmatrix} 0.1296 & 0.0596 \\ 0.0596 & 2.0361 \end{bmatrix}. \] (43)

The simulation results by applying the OLDIPI control algorithm are presented in Figs. 5-7. From Fig. 5, it is clear that \( \mathcal{P}(k) \) converges to the optimal solution after two iteration steps within 1 s. In contrast to the method proposed in [41], it employs the neural network without using LDI technique but requires 9 s to reach the final convergence. It demonstrates that our method is obviously more effective. In addition, we obtain a more explicit solution in the research result.
Fig. 3. The online control curve for Example 1 \((f(x(t)) = [0, 0, 0, \sin(0.1x_1(t))]^T, g(u(t)) = [0, 0, 0, 0.5\sin^2(u(t))\cos^2(u(t))]^T)\).

Fig. 4. The online control curve for Example 1 \((f(x(t)) = 0, g(u(t)) = 0)\).

V. CONCLUSION

A novel online PI algorithm to design has been proposed for the adaptive optimal controller of a class of continuous-time nonlinear systems with partially unknown system dynamics. By applying neural network LDI technique, the original nonlinear system can be approximated to a linear plant model accurately. Then, PI algorithm and the optimal solution of the corresponding ARE can be learned.

Inspired by the results in this paper, the new type algorithm can be applied to an akin system that has completely unknown nonlinear terms. The influence of sampling time and the neural network approximation error on research results will be addressed in the future work.
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