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Abstract

Continual advancements in the development of synchrotron radiation sources have resulted in X-ray based spectroscopic techniques capable of probing the electronic and structural properties of numerous systems. This review gives an overview of the application of metal K-edge and L-edge X-ray absorption spectroscopy (XAS), as well as Kα resonant inelastic X-ray scattering (RIXS), to the study of electronic structure in transition metal sites with emphasis on experimentally quantifying 3d orbital covalency. The specific sensitivities of K-edge XAS, L-edge XAS, and RIXS are discussed emphasizing the complementary nature of the methods. L-edge XAS and RIXS are sensitive to mixing between 3d orbitals and ligand valence orbitals, and to the differential orbital covalency (DOC), that is, the difference in the covalencies for different symmetry sets of the d orbitals. Both L-edge XAS and RIXS are highly sensitive to and enable separation of σ and π donor bonding and π back bonding contributions to bonding. Applying ligand field multiplet simulations, including charge transfer via valence bond configuration interactions, DOC can be obtained for direct comparison with density functional theory calculations and to understand chemical trends. The application of RIXS as a probe of frontier molecular orbitals in a heme enzyme demonstrates the potential of this method for the study of metal sites in highly covalent coordination sites in bioinorganic chemistry.

Keywords
X-ray absorption spectroscopy, X-ray emission spectroscopy, transition metal ion active sites, covalency, electronic structure, resonant inelastic X-ray scattering, bioinorganic chemistry

1. Introduction

Over the past several decades, improvements in synchrotron radiation storage ring capabilities have revolutionized X-ray spectroscopy. As shown in Figure 1.1, the original laboratory X-ray sources, X-ray tubes, had relatively low brilliance and there was little improvement in performance over half a century [1]. Starting in the 1960’s, it was recognized that storage rings that accelerate electrons also generate continuous-energy X-rays as a byproduct that could be used for X-ray spectroscopy, among other techniques. Second generation synchrotrons were then built for the dedicated purpose of X-ray science, in contrast to first generation accelerators that were primarily for high-energy physics. Reduced beam emittance, together with undulator insertion devices gave rise to the third generation synchrotrons currently in widespread use. Since 2009, X-ray free electron lasers (XFELs) have become operational, which have much higher brilliance and extremely short X-ray pulses that allow for sub-ps time-resolved experiments. Synchrotrons are also capable of generating X-rays across a large range of energies, from ~0.1 to >150 keV, and typically have monochromators that allow for precise selection of the X-ray energy. These advantages have allowed for a great expansion in X-ray spectroscopic techniques. One such technique, variable energy photoemission spectroscopy was reviewed by us in an earlier Coordination Chemistry Reviews (CCR) article [2].

The development of synchrotrons has enabled X-ray absorption spectroscopy (XAS) for a range of challenging experiments. Different XAS techniques have been used to study the bonding of metal coordination complexes and are explored in this review. Metal K-edge XAS utilizes hard X-rays (>4 keV) to excite 1s electrons. The K-edge spectrum is divided into two regions, the X-ray absorption near edge structure (XANES) region, which provides electronic structure and local geometric information (Section 2), and the extended X-ray absorption fine structure (EXAFS) region, which is used to obtain detailed structural information, such as bond lengths in different coordination shells, coordination numbers, and nearest neighbor atomic type [3-8]. However, analysis of the XANES region suffers due to the poor energy resolution at the metal K-edge (> 1 eV for 3d metals) caused by the short lifetime of the 1s core hole. In contrast, soft X-rays (0.1-2 keV) can be used to excite 2p electrons into unoccupied valence orbitals in transition metal L-edge XAS, providing a direct probe of the covalency in transition metal coordination complexes with better resolution (< 0.5 eV for 3d metals, Section 3). Because of the use of soft X-rays with limited penetration depth and in vacuo challenges, some systems, such as dilute protein solutions, are inaccessible by L-edge XAS. Resonant inelastic X-ray scattering (RIXS), an X-ray analog to resonance Raman
spectroscopy, provides a complementary technique to K- and L-edge XAS to probe the covalency of transition metal sites (Section 4). Together, these methods allow for detailed characterization of the bonding in transition metal compounds and metalloenzymes.

Because bond covalency profoundly influences the physical properties of chemical systems, quantifying metal-ligand bond covalency has long been a goal of physical and inorganic chemists. Many methods have been developed in pursuit of this endeavor, including ligand field theory and many levels of molecular orbital theory. For transition metal complexes the covalency of a metal-ligand bond is given by the amount of ligand \((\psi_L)\) character mixed into a metal d orbital \((\psi_{md})\) due to chemical bonding, \(\alpha^2 = (1 - \alpha^2)^{1/2}\psi_{md} - \alpha\psi_L\). For transition metal complexes, we generally focus on the frontier molecular orbitals (FMOs) that dominate the bonding, physical properties, and reactivity and reflect the interaction between the metal d orbitals and the symmetry-allowed linear combinations of ligand s and p orbitals. In catalytic systems and intermediates, changes in the bond covalency modify the amount of ligand character in the FMOs, altering the reactivity of these complexes; further, the covalency will affect the overall electron delocalization of materials and modify magnetic and electronic interactions, thus changing the system’s physical properties. Covalency effects can determine function in many biological systems, which often utilize transition metal centers (most 3d metals, but also Mo and W) to perform a series of tasks, including dioxygen binding, catalysis and electron transfer. Advances in computational methods enable the modeling of larger systems, including paramagnetic transition metal complexes (i.e. spin unrestricted DFT and multi-reference Hartree-Fock calculations). However, these can give different results depending on the type of calculations and there are few experimental methods capable of directly quantifying the metal-ligand covalency in transition metal complexes.

It has long been clear that the spectra obtained from traditional methods for transition metal complexes are strongly influenced by the covalency of the ligand-metal bonds. However, these effects are generally empirical and not quantifiable. From the application of ligand field theory (LFT) to the electronic absorption spectra of transition metal complexes, the electron-electron repulsion is clearly reduced from the free ion value due to covalency (the nephelauxetic effect). However, there are a number of contributions to this and the \(\beta\)’s obtained (equal to the ratio of the Racah B parameter for the complex relative to the free ion) do not translate into covalency. Also, in magnetism and EPR the Landé g factors are clearly reduced relative to their LFT estimates (giving the Steven’s orbital reduction factors, \(k\)) but again there are a number of contributions and the \(k\)’s do not give \(\alpha^2\) (these are best used to evaluate the results of electronic structure calculations). Other parameters, experimentally obtained from EPR, include zero field splitting (ZFS) for metal ions with \(S > \frac{1}{2}\) and metal hyperfine
coupling, which are also clearly highly sensitive to covalency but (due to their multiple contributions) also do not give an experimental estimate of $\alpha^2$. Ligand nuclear spin superhyperfine coupling to the electron spin of the metal ion is a direct reflection of covalency and quantifies the amount of ligand $p$ (and $s$) character in a metal $d$ orbital. However, this requires the complex to be EPR active with resolvable superhyperfine structure that is anisotropic (perhaps from ENDOR) and only probes singly occupied metal $d$ orbitals.

Synchrotron-based methods add a major dimension to the experimental determination of bonding. An earlier CCR article reviewed our ligand K-edge XAS method [9]. In Ligand K-edge XAS the localized nature of the ligand 1s orbital and the fact that the ligand $1s \rightarrow$ ligand $np$ transition is electric dipole allowed means that the ligand K pre-edge $1s \rightarrow 3d$ intensity directly quantifies the ligand $p$ character in all unoccupied and partly occupied metal $d$-based molecular orbitals. In the present CCR the focus is on metal-based X-ray absorption methods: metal K- and metal L- edge XAS, and $1s^2p$ resonant inelastic X-ray scattering (Ka-RIXS) which couples these in a 2D experiment with complementary selection rules. While this review primarily covers the studies done in the Hodgson, Hedman, and Solomon group, in addition the interested reader is referred to reviews and studies[10-13] that provide further insight utilizing metal K-edge XAS [14-23], L-edge XAS[24], and RIXS [25-34].

2. K-edge XAS

2.1 Metal K-edge XAS

Metal K-edge absorption occurs when the metal 1s electron is excited either into a valence orbital or into a continuum state. Generally, the XAS spectrum is divided into two regions, each of which involves different transitions and contains complementary information. The X-ray absorption near-edge structure (XANES), covers the lower energy portion of the XAS spectrum and consists of the pre-edge, the $1s \rightarrow 3d$ transitions, and the edge, which involves both the threshold to ionization and higher energy bound states that include both $1s \rightarrow 4p$ transitions and $1s \rightarrow 4p +$ ligand-to-metal charge transfer (LMCT) transitions known as shakedowns. The pre-edge peaks are quadrupole allowed ($\Delta l \pm 2$) and are particularly sensitive to the metal coordination number and symmetry. The pre-edge is dependent on the number of metal 3d holes, and is not observed in $d^{10}$ metals (Cu$^I$, Zn$^{II}$, etc.). The pre-edge varies significantly between systems with a single 3d hole (Cu$^{II}$) and multiple 3d holes (Fe$^{II}$/Fe$^{III}$) due to multiplet splitting from electron-electron repulsion and ligand field effects in the latter case leading to multiple final states. The edge transitions are dipole-allowed, and thus much stronger in intensity than pre-edge transitions; the edge energy is indicative of the oxidation state of the metal, the 4p orbital splitting is sensitive to the ligand field, and the
shakedown transitions are sensitive to the covalency of the metal-ligand bonds. The higher energy region contains the $1s \rightarrow$ continuum transitions that result in ejection of a photoelectron and are dominated by multiple scattering events and constructive and destructive interference with the nearby ligands’ electrostatic field. This portion of the spectrum is quite sensitive to the geometric structure around the absorbing metal, but will not be covered here.

In this section, we focus on transitions to bound states, specifically the $1s \rightarrow 3d$, $1s \rightarrow 4p$ and $1s \rightarrow 4p$/shakedown transitions. Cu$^{II}$ is among the simplest systems, having only a single 3d hole and thus not influenced by multiplet effects and is considered first. We then extend into Fe$^{II}$ and Fe$^{III}$ complexes to expand the theoretical framework to include multiplet effects. We primarily focus on how spectral shapes are influenced by transition selection rules, metal coordination and symmetry, and 3d-$4p$ mixing in non-centrosymmetric systems; this will allow extraction of some information regarding the covalency of metal-ligand bonds and serve as the basis for extension into metal L-edge XAS and K$\alpha$-RIXS in subsequent sections.

2.2 Cu K-edge

Copper centers are ubiquitous in biological systems, and numerous spectroscopic tools, including optical and X-ray methods, can probe their metal-ligand bonds. The relatively simple electronic structure of copper centers makes them ideal for developing models for extracting metal-ligand bonding information from the metal K-edge spectrum. For Cu$^{II}$ systems, extensive information can be extracted both from the electric quadrupole-allowed $1s \rightarrow 3d$ transitions in the pre-edge, as well as the electric dipole-allowed $1s \rightarrow 4p$ transitions at the edge. The edge transitions are particularly useful for Cu$^{I}$ systems, as Cu$^{I}$ possesses no 3d holes and therefore exhibits no pre-edge feature.

For Cu$^{II}$ systems, the most useful probe of covalency in the K-edge XAS spectrum comes from shakedown transitions, which are derived from LMCT states and observed below the $1s \rightarrow 4p$ edge transitions. In principle, the pre-edge can be used to probe covalency as well, however as the pre-edge is also very sensitive to minor amounts of 4p character, precise determination of covalency via the analysis of the K-edge pre-edge intensities is limited. Other effects can significantly affect the shape and intensity of the Cu pre-edge and edge, in particular 4p mixing and polarization effects in single crystal systems. An understanding of these effects is necessary both for the interpretation of metal K-edge XAS and K$\alpha$-RIXS spectra, as discussed below.

2.2.1 Cu$^{I}$ edge transitions: ligand-field effects

As stated above, a metal K pre-edge is not observed in d$^{10}$ systems, including Cu$^{I}$ complexes. Instead, electric dipole allowed 1s transitions into the metal 4p orbitals can be utilized as probes of the metal geometry using a simple ligand field model. Figure 2.1
shows the Cu K-edge spectra of two-coordinate (2C), 3C, and 4C copper complexes [35, 36]. Single crystal measurements have shown that the edge feature appearing around 8984 eV can be assigned as a 1s → 4p transition [36, 37], and its energy and intensity depend on the ligand environment around the copper centers [35]. The linear 2C copper complex exhibits one intense peak at ~8984 eV; repulsive interactions with these ligands breaks the degeneracy between the 4p_{x,y} and 4p_z orbitals, increasing the energy of the 4p_z orbital. Further, covalent interactions with the ligands will increase the ligand character in the 4p_z antibonding orbital, leading to a peak intensity decrease. Therefore, for a 2C copper complex, one observes a single, high intensity 1s→4p_{x,y} edge peak at 8984 eV.

Extending this model to 3C Cu complexes by including an additional ligand along the y-axis results in a “T-shaped” structure, which reaches a trigonal planar geometry in the limit where θ = 120°, as shown in Figure 2.1. Addition of the third ligand breaks the degeneracy of the 4p_{x,y} orbitals, leading to an increase in 4p_y energy, as well as a decrease in its peak intensity due to covalency. The 4p_y energy will increase with decreasing θ and becomes degenerate with the 4p_z orbital in the trigonal planar geometry. In this case, the 8984 eV edge peak corresponds to a 1s → 4p_x transition (x is now the direction perpendicular to the trigonal plane) with a lower intensity than that exhibited by 2C Cu systems as it is non-degenerate. Finally, addition of a fourth ligand results in a nominally tetrahedral geometry. In this geometry, the three 4p orbitals will be nearly degenerate and shifted to higher energy due to the repulsive interactions with the four ligands. The resulting edge peak is shifted to ~8985-8986 eV, with a decreased intensity relative to the 2C complexes due to the ligand character mixed into each of the 4p orbitals.

2.2.2 Cu\textsuperscript{II} K pre-edge polarization effects

Since synchrotron radiation is polarized with $\vec{e}$ in the plane of the ring, for systems with a fixed orientation, such as single crystals, the intensity of the K pre-edge is dependent on the relative orientation of the unoccupied d-orbital(s) with respect to the polarization of the electric field and the propagation direction of the incoming X-ray. This dependence will be lost, however, in systems with a random distribution of alignments, as in frozen solution or powder samples. For centrosymmetric systems, the 1s → 3d pre-edge intensity is weak but not absent; this implies two possible mechanisms for pre-edge intensity, either a direct quadrupole coupling or vibronically-allowed electric dipole coupling, and the relative strengths of these two can be determined based on the angular dependence of the 1s → 3d transition of a single crystal in a polarized X-ray beam. The results of polarization-dependent K-edge X-ray absorption of a single crystal of the nominally square planar, $D_{4h}$ complex creatininium\textsubscript{2}CuCl\textsubscript{4} is shown in Figure 2.2 [38]; [CuCl\textsubscript{4}]\textsuperscript{2-} has a single 3d_{x2−y2} electron hole. The crystal was rotated about its c-axis, which closely corresponds to rotation about the molecular z-axis. The pre-edge intensity
exhibits a polarization dependence, reaching a minimum at 0°, parallel to the Cu-Cl bond, and a maximum at 45°, bisecting the Cu-Cl bonds.

The angular dependence of the electric quadrupole matrix element is given by:

\[ M_{\text{quad}} \propto \langle \Psi_{1s} \mid (\hat{\epsilon}_k \cdot \hat{p})(\hat{k} \cdot \hat{r}) \mid \Psi_f \rangle \]

where \( \hat{r} \) is the position operator, \( \hat{p} \) is the momentum operator, and \( \hat{\epsilon}_k \) is the polarization vector of the incoming X-ray with propagation direction \( \hat{k} \). In the coordinate system defined by the propagation and polarization directions (x and y), the half-filled d-orbital must transform as \( xy \) in order to have quadrupole transition intensity, since \( \langle s \mid xy \mid d_{x^2-y^2} \rangle = 0 \) and \( \langle s \mid xy \mid d_{xy} \rangle \neq 0 \). Since the singly occupied d orbital has its lobes oriented along the Cu-Cl bonds, the transition into this orbital would have a maximum intensity when \( \hat{\epsilon}_k \) bisects adjacent Cu-Cl bonds. This is observed in Figure 2.2 with a maximum pre-edge intensity at 45° with a fourfold periodicity as expected for electric quadrupole coupling. The constant intensity offset in the quadrupole peaks shows that the pre-edge peak intensity may also have a contribution from spherically symmetric, vibronically-allowed electric dipole coupling. However there may also be a contribution due to a slight difference between the molecular axes and the rotation axis.

**2.2.3 3d-4p mixing: loss of inversion symmetry**

Since the wavelength of a 7000 – 9000 eV photon is on the order of the radius of the electron in a valence orbital, quadrupole intensity is observed [39, 40]. However, the electric dipole allowed \( 1s \rightarrow 4p \) intensity is still 2 orders of magnitude larger (vide infra). Thus, in non-centrosymmetric complexes (i.e., no inversion) the pre-edge will gain intensity from 3d-4p mixing. This results in a small amount of electric dipole character in the pre-edge transitions, which can dominate due to the large difference in intensity between electric quadrupole and dipole allowed transitions. Such effects are observed for \([\text{CuCl}_4]^{2-}\), shown in Figure 2.3, which is distorted from \( D_{4h} \) to \( D_{2d} \) symmetry by switching the cation from creatininium to cesium (2 trans Cl ligands shift above and 2 trans Cl ligands shift below the plane in \( D_{2d} \) symmetry.) Since the crystal field contribution to the 3d-4p mixing is small [41], the mixing of the 3d and 4p orbitals derives from the covalent interactions with the ligands. This is given by a valence bond configuration interaction (VBCI) model involving both the metal 3d and 4p orbitals covalently interacting with the same ligand orbital [42], as shown below. In this model, the 3d and 4p orbitals mix via bonding interactions with the same symmetry-adapted linear combination (SALC) of the Cl 3p orbitals.

\[
\begin{pmatrix}
\langle \text{Cl} 3p \rangle \\
\langle \text{Cu} 3d \rangle \\
\langle \text{Cu} 4p \rangle
\end{pmatrix} =
\begin{bmatrix}
0 & T_1 & T_2 \\
T_1 & \Delta_1 & 0 \\
T_2 & 0 & \Delta_2
\end{bmatrix}
\]
The Cl 3p orbitals are lowest in energy, followed by the metal 3d and metal 4p, separated by configuration energies $\Delta_1$ and $\Delta_2$. $T_1$ and $T_2$ are the Hamiltonian matrix elements for the interaction between ligand p and metal 3d orbitals, and ligand p and metal 4p orbitals, respectively, and reflect the metal-ligand overlap in the ground state. This model will reproduce the ground state energy splitting and wavefunction coefficients if appropriate values are chosen for the $T$ and $\Delta$ parameters. Note that this model does not allow for the direct (crystal field) mixing of the metal 3d and 4p metals (by a term in the crystal field that transforms as $V_{xyz}$); therefore, 3d-4p mixing will only occur if a given ligand p SALC mixes with both the metal 3d and metal 4p orbitals (i.e., $T_1$ and $T_2 \neq 0$ for the same Cl 3p SALC).

For the $D_{4h}$ [CuCl$_4$]$^{2-}$, the symmetry of the Cl 3p SALC that forms a $\sigma$ bond with the Cu $3d_{x^2-y^2}$ is $b_{1g}$, and therefore cannot mix with the Cu 4p orbitals of $a_{2u}$ and $e_u$ symmetries (i.e., $T_2 = 0$). However, when the symmetry is lowered to $D_{2d}$, the $b_{1g}$ Cl 3p SALC now transforms as $b_2$ and can mix with both the $3d_{x^2-y^2}$ and $4p_z$ orbitals, which both transform as $b_2$. Therefore, for the $D_{2d}$ complex, $T_1$ and $T_2$ can both be nonzero for a single SALC, and 3d-4p mixing will occur through the ligand 3p interactions with the copper, resulting in additional electric dipole character in the pre-edge transitions that significantly increases the pre-edge intensity relative to that exhibited by the centrosymmetric $D_{4h}$ complex.

### 2.2.4 Quantifying 3d-4p mixing via shakedown transitions

When an electron is excited from the metal 1s orbital to a 4p orbital, the 1s core hole increases the effective nuclear charge ($Z_{eff}$) felt by the metal valence orbitals. As a result, the metal 3d orbitals shift to lower energy, and for Cu$^{II}$, which has a high $Z_{eff}$ in the ground state, they can shift, in the presence of a core hole, below the ligand p valence orbitals, resulting in LMCT from the ligand p orbitals into the metal 3d orbitals at lower energy than the direct 1s $\rightarrow$ 4p transition. This 1s $\rightarrow$ 4p + LMCT transition is known as a shakedown and can be used to determine the amount of 3d-4p mixing, as well as the covalency of the ligand-metal bonds.

Similar to the case of 3d-4p mixing, these transitions can be analyzed using a VBCI model involving the pure metal state ($3d^9$) and the LMCT state ($3d^{10}L$, where $L$ is a ligand p-hole), as shown below.

The ground-state wavefunction is represented by $\Psi_G$, constructed by diagonalization of the matrix:

$$
\langle 3d^9 \mid \begin{bmatrix} \Delta & T \\ T & 0 \end{bmatrix} \rangle
$$

$\Delta$ and $T$ are defined in the same way as used above. Diagonalization of the above matrix yields
\[ \Psi_G = \cos \theta |3d^9\rangle - \sin \theta |3d^{10}L\rangle \]

where

\[ \tan 2\theta = \frac{2T}{\Delta} \]

and \(\Delta\) is negative in this definition. Excitation of the 1s → 4p transition generates two possible final states, the main 1s → 4p (\(\Psi_M\)) and the shakedown (\(\Psi_S\)), separated in energy by \(W\). The excited-state wavefunctions are given by:

\[ \Psi_M = \sin \theta' |3d^9\rangle + \cos \theta' |3d^{10}L\rangle \]
\[ \Psi_S = \cos \theta' |3d^9\rangle - \sin \theta' |3d^{10}L\rangle \]

where

\[ \tan 2\theta' = \frac{2T}{\Delta - Q} \]

Note that in the core hole final state, the d manifold experiences an increase in \(Z_{\text{eff}}\) that shifts the energy down by \(Q\). \(W\) (Figure 2.4, right) is given by the equation:

\[ W = \sqrt{[(\Delta - Q)^2 + 4T^2]} \]

The intensity ratio \(\frac{I_M}{I_s}\) is given by

\[ \frac{I_M}{I_s} = \frac{\sin \theta' \cos \theta - \cos \theta' \sin \theta}{\cos \theta' \cos \theta + \sin \theta' \sin \theta} = \tan^2(\theta' - \theta) \]

Both \(W\) and \(\frac{I_M}{I_s}\) can be measured experimentally; further, both \(W\) and \(\frac{I_M}{I_s}\) are sensitive to the mixing term \(T\), and therefore are sensitive to metal-ligand bond covalency. This model was applied to the \(D_{2d} [\text{CuCl}_4]^2^-\) complex to determine the amount of 3d-4p mixing and to quantify the effect of this mixing on the pre-edge intensity. Figure 2.5 a shows the z- and x,y-polarized Cu K-edge XAS spectra for \(D_{2d} [\text{CuCl}_4]^2^-\); note that, while the electric quadrupole transition is x,y polarized, the x,y-polarized spectrum does not exhibit a significant pre-edge transition, consistent with the pre-edge intensity originating from the 3d_{x2-y2} mixing with metal 4p_z through the ligand SALC of \(b_2\) symmetry (Figure 2.3). A fit of the z-polarized pre-edge, shakedown, and main peaks (Figure 2.5 b) shows that \(\frac{I_M}{I_s} = 0.69\), indicating that the main transition contains 41% of the 1s → 4p transition intensity and the shakedown contains 59% [43]. Further, the ratio of pre-edge intensity to shakedown intensity is ~0.0636 (note that the pre-edge intensity in the z-polarized spectrum is derived only from the electric dipole character). Therefore, this ratio, along
with the total $1s \rightarrow 4p$ character in the shakedown transition, gives $3.8 \pm 1.5\%$ total 4p character mixed into the $3d_{x^2-y^2}$ orbital. The z-polarized pre-edge peak has an intensity of 5.45, and therefore $1.4 \pm 0.7$ units of electric dipole intensity represent 1\% metal 4p character in the singly occupied Cu 3d orbital.

Analysis of the Cu K-edge shakedown transitions has been used to measure Cu-ligand bond covalencies of the blue-copper proteins plastocyanin and stellacyanin [44]. Plastocyanin, like most blue copper proteins, has a trigonally-distorted tetrahedral active site, with a short Cu-S(Cys) bond, two Cu-N(His) bonds, and a long axial Cu-S(Met) bond, where the weak bond to the Met ligand results in a strong $\pi$-interaction between the Cu and the Cys ligand. Stellacyanin replaces the Met with a stronger Cu-O(Gln) bond, which weakens the Cu-S(Cys) bond. We can determine the change in Cu-ligand covalency due to this ligand substitution by analysis of the Cu K-edge shakedown transitions, shown in Figure 2.6. $\frac{I_M}{I_s}$ is larger for stellacyanin than plastocyanin (1.41 vs. 0.90), while both systems have $W \approx 8$ eV. Configuration interaction models best reproduce these differences by increasing the magnitude of $T$ from -0.6 for stellacyanin to -1.0 for plastocyanin, respectively, indicating that plastocyanin has a more covalent bonding interaction than stellacyanin. This result is consistent with S K-edge XAS measurements, which demonstrated that plastocyanin and stellacyanin had S 3p characters of 38\% and 41\% in their singly occupied HOMOs, respectively [45]. This method has been used in a number of Cu XAS studies in the determination of bond covalency for both Cu$^{II}$ [43] and Cu$^{III}$ [46] systems.

2.3 Fe K-edge: multiple 3d holes

Cu$^{II}$ complexes have only one 3d hole and therefore only one $(1s^1 3d^{10})$ final state, resulting in rather simple K pre-edges. However, electron-electron repulsion and the ligand field splitting of the d orbitals lead to multiplet effects in metals with more than one 3d hole, resulting in pre-edges with multiple transitions whose intensities and energies are dependent on the metal oxidation state, spin, and geometry, as well as the metal-ligand bond covalencies and 3d-4p mixing. The allowed multiple-electron excited states are determined by ligand field theory. A 3d$^N$ metal has a $1s^1 3d^{N+1}$ excited configuration; however, because the coupling of the spherical 1s hole is weak, Tanabe-Sugano diagrams [47] for the 3d$^{N+1}$ electron configuration can be applied to obtain the final states associated with the $1s^1 3d^{N+1}$ excited configuration. The K pre-edges of ferrous and ferric low-spin and high-spin complexes are presented below.[48]

2.3.1 Fe K-edge of centrosymmetric systems

The ferric, high-spin $O_h$ complex [FeCl$_6$][Co(NH$_3$)$_6$] [49, 50] has the electron-hole ground configuration $(t_{2g})^3(e_g)^2$ and a $^6A_{1g}$ ground state. The Fe K-edge XAS spectrum for this complex is shown in Figure 2.7. K-edge excitation into the 3d orbitals involves purely
quadrupole-allowed transitions, as the center of inversion of $O_h$ complexes precludes 3d-4p mixing. A series of ferric octahedral complexes have an average pre-edge intensity of 4.9, which represents an average total electric quadrupole contribution to the K pre-edge. Excitation of a 1s electron into the 3d orbitals results in two excited hole configurations, $(t_{2g})^2(e_g)^2$ and $(t_{2g})^3(e_g)^1$, leading to two spin-allowed final states after coupling of the holes, the $^5T_{2g}$ and $^5E_g$, respectively. (Note: coupling to the $(1s^1)$ leads to spin allowed sextets and spin forbidden quartets of each. The quintet label is used to remain consistent with the $d^{N+1}$ Tanabe-Sugano diagrams.) Generally, we would expect two pre-edge features in this case with a degeneracy-weighted $^5T_{2g}$, $^5E_g$ intensity ratio of 3:2, separated in energy by 10Dq. However, deviations from the 3:2 intensity distribution will occur due to differences in the covalency of the metal-ligand bonds between the $t_{2g}$ and the $e_g$ orbitals, which we refer to as the differential orbital covalency (DOC). Increased bond covalency decreases the amount of unoccupied metal 3d character in an orbital and therefore decreases the intensity of transitions into that orbital. DFT calculations have shown that the $^5T_{2g}$ final state of [FeCl$_6$]$^{3-}$ has more 3d character than the $^5E_g$ state (76% vs. 50%) due to the stronger σ-bonding interactions with the ligands, and as such the $^5T_{2g}$, $^5E_g$ intensity ratio favors the $^5T_{2g}$ state. However, DOC is best obtained from L-edge XAS (vide infra), as DOC analysis via the K pre-edge is limited due to the experimental resolution, and the sensitivity of the pre-edge to 4p mixing.

The ferrous $O_h$, high-spin complex [Fe(H$_2$O)$_6$][SiF$_6$] complex [51] has the ground electron-hole configuration $(t_{2g})^2(e_g)^2$ with a $^5T_{2g}$ ground state; its K-edge spectrum is shown in Figure 2.8. Excitation of a 1s electron into the 3d holes gives two excited hole configurations: $(t_{2g})^1(e_g)^2$ and $(t_{2g})^2(e_g)^1$. The $(t_{2g})^1(e_g)^2$ hole configuration gives a $^4T_{1g}$ excited state and a number of spin forbidden states, while coupling in the $(t_{2g})^2(e_g)^1$ hole configuration gives $^4T_{2g}$ and $^4T_{1g}$, and spin forbidden excited states. Coupling of these three spin-allowed excited states with the 1s hole $(2a_{1g})$ gives a set of one-electron triplet and quintet final states $(^3T_{1g}$, $^3T_{2g}$, $^3T_{1g}$ and $^5T_{1g}$, $^5T_{2g}$, $^5T_{1g}$, respectively), but only the quintet states are spin-allowed and contribute to the pre-edge. The relative energies of the spin-allowed excited states can be obtained from the $d^7$ Tanabe-Sugano diagram; as before we ignore the 1s core hole coupling and represent these final states as $d^{N+1}$ quartets. The K pre-edge exhibits two peaks; the first consists of the $(t_{2g})^1(e_g)^2$ configuration $^4T_{1g}$ state and the $^4T_{2g}$ state of the $(t_{2g})^2(e_g)^1$ configuration. These transitions are separated by ~0.9 eV, appearing as one peak due to energy broadening from the 1s core hole. The second pre-edge peak is from the $(t_{2g})^2(e_g)^1$ configuration $^4T_{1g}$, ~2.2 eV above the low energy peak. Because the $(t_{2g})^1(e_g)^2$ configuration gives only a single allowed excited state while the $(t_{2g})^2(e_g)^1$ configuration gives two, the lower energy $^4T_{1g}$ state has an intensity equal to the sum of the higher energy excited states. However, the $e_g$ orbitals are more covalent than the $t_{2g}$, resulting in an even larger relative intensity for the lowest energy pre-edge peak, as shown in Figure 2.8 b.
The ferrous $O_h$ low-spin complex Fe(prpep)$_2$ [52] has the ground electron-hole configuration $(t_{2g})^0(e_g)^4$. Its K-edge spectrum is shown in Figure 2.9. Unlike the ferric or ferrous high-spin system discussed above, the Fe(prpep)$_2$ only has holes in the $e_g$ orbital. Therefore, the only allowed transition is from the ground state $^1A_{1g}$ to the $^2E_g$ (actually a $^2E_g$ from coupling to the $(1s)^1$ core hole) final state and the pre-edge for this system is expected to exhibit only one, electric quadrupole-allowed transition. Note that the higher energy peak at 7115.6 eV is not a $1s \rightarrow 3d$ transition and rather is assigned as a transition to a ligand $\pi^*$ orbital with 4p character.

The ferric, low-spin $O_h$ complex [Fe(prpep)$_2$](ClO$_4$) [52] has a $(t_{2g})^1(e_g)^4$ ground hole configuration and a $^2T_{2g}$ ground state. In contrast to the single-peak pre-edge exhibited by the ferrous, low-spin $O_h$ complex shown in Figure 2.9, the [Fe(prpep)$_2$](ClO$_4$) K-edge exhibits a quadrupole-allowed pre-edge main peak with two weak shoulders at lower and higher energies (Figure 2.10). Here, there are two possible excited hole configurations: the $(e_g)^4$ and $(t_{2g})^1(e_g)^3$ configurations. The $(e_g)^4$ configuration gives a $^1A_{1g}$ state; in the $(t_{2g})^1(e_g)^3$, hole coupling configuration yields multiple final states: $^3T_{1g}$, $^3T_{2g}$, $^1T_{1g}$, and $^1T_{2g}$. The energy splitting of these states is given by the 3d$^6$ Tanabe-Sugano diagram. The $^1A_{1g}$ corresponds to the lower energy shoulder, with the $^1T_{2g}$ corresponding to the higher energy shoulder. The main feature consists of the $^3T_1$, $^3T_2$, and $^1T_1$ states, which are not distinguishable due to the poor energy resolution from the $1s$ core hole. The $(e_g)^4$ and $(t_{2g})^1(e_g)^3$ hole configurations will have a 1:4 intensity ratio due to the 1:4 one electron excitation contributions, and the 4 is distributed over the $^3T$ and $^1T$ states such that the two $^3T$ are three times as intense as the two $^1T$, resulting in a large middle pre-edge peak relative to the high energy pre-edge peak and the experimental intensity distribution is 1:6.4:1.7. The lower intensity of the $^1T$ states relative to the $^3T$ states is also found in the RIXS simulations of ferric, low-spin $O_h$ complexes (see Section 4.2).

### 2.3.2 3d-4p Mixing in non-centrosymmetric Fe complexes

While the intensity distribution as a function of energy of the Fe K pre-edge is largely determined by the multiplet splitting of the final states, as well as the differential orbital covalency, the total pre-edge intensity can greatly increase due to 3d-4p mixing in non-centrosymmetric systems; the mechanism for 3d-4p mixing is the same as that described above for copper, albeit more complicated for iron due to the many available final states. The iron center in (Et)$_n$N[FeCl$_4$] [53] is $T_d$, high-spin, and has two possible core excited configurations as shown in Figure 2.11. The $(t_2)^2(e)^2$ electron-hole configuration gives a $^5T_2$ final state, while the $(t_2)^3(e)^1$ hole configuration gives a $^5E$ final state. The 2:3 intensity distribution of each of these quadrupole-allowed contributions to the pre-edge intensities are shown in Figure 2.11b, where the energy splitting for these transitions (10Dq, $T_d$) is estimated from Tanabe-Sugano matrices; the $^5T_2$ and $^5E$ final
states are separated by ~0.6 eV and therefore should not be resolvable in the K-edge XAS measurement.

In a similar fashion to section 2.2.3 we can describe the effects of 3d-4p mixing and the intensity contribution from the electric dipole-allowed final states. The metal 4p orbitals transform as $t_2$ and can only mix with the metal 3d orbitals of $t_2$ symmetry. Therefore, 3d-4p mixing can only occur with the $(t_2)^2(e)^2$ excited hole configuration and electric dipole intensity is localized in this $^5T_2$ final state. The total pre-edge intensity for this complex is $20.7 \pm 0.8$; if a pre-edge quadrupole intensity of $4.9 \pm 0.2$ (determined from ferric octahedral complexes, vide supra) is assumed, the total dipole intensity contribution to the pre-edge is $15.8 \pm 1.0$.

The 3d-4p mixing for this system can be quantified from this intensity, but this requires the proper conversion factor. As shown above, Cs$_2$CuCl$_4$ has an electric dipole intensity of 5.45 in the pre-edge, corresponding to 3.8% 4p$_z$ character [43, 54]; thus, 1.4 units of electric dipole intensity correspond to 1% 4p character. However, this must be corrected for differences in 1s $\rightarrow$ 4p oscillator strength and normalization differences between Cu$^{II}$ and Fe$^{III}$. The oscillator strength is corrected using the following equation:

$$f_{1s \rightarrow 4p} \propto \left[ \frac{(Z_{1s})^3(Z_{4p})^5}{((Z_{4p})+2(Z_{1s}))^7} \right]^2$$

This equation reflects the square of the transition moment integral for an electric dipole 1s $\rightarrow$ 4p transition using hydrogenic wavefunctions. This gives an $f_{1s \rightarrow 4p}$ for Fe$^{III}$ that is 0.83 times that of Cu$^{II}$. The normalization correction reflects differences in the photoionization cross section between Cu$^{II}$ and Fe$^{III}$. Using a normalization correction for the 1s $\rightarrow$ continuum intensity of 129% Fe$^{III}$ relative to Cu$^{II}$ [43] together with the oscillator strength correction reveals that $1.5 \pm 0.8$ electric dipole intensity units corresponds to 1% 4p character in ferric systems, and therefore (Et$_4$N)[FeCl$_4$] has $10.5 \pm 4.8\%$ total 4p character distributed in the three $t_2$ orbitals. DFT calculations predict 2.5% 4p character in each of the $t_2$ orbitals for a total 4p character of 7.5%, consistent with the experimentally determined value. Figure 2.11 shows the resulting pre-edge, which exhibits a single intense peak, corresponding to the $^5T_2$ final state. Note that 10.5% total 4p character gives 15.8 intensity units while the 5 half occupied d orbitals together give 4.9 intensity units. Given that each d orbital has an average of ~20 % ligand character (~400% total d character, see table 3.1), the 1s $\rightarrow$ 3d transitions are ~$10^2$ less intense than the 1s $\rightarrow$ 4p transitions.

2.4 Outlook

We have shown that metal K-edge XAS serves as a probe of the covalency of the unoccupied metal d-orbitals. For Cu-based complexes we have utilized the shakedown transition as a measure of the covalency of the sole unoccupied metal d-orbital, while
for Fe complexes, we can determine the differential orbital covalency of the multiple unoccupied d-orbitals using the multiplet intensity distribution in the pre-edge. However, the ferric \(O_h\) and \(T_d\) K-edge XAS spectra highlight the complications in this method, namely the poor energy resolution and the introduction of electric dipole character caused by 3d-4p mixing, and an accurate determination of DOC requires a technique that is not limited by these issues (L-edge XAS).

3. L-edge XAS

3.1 Metal L-edge XAS

L-edge X-ray absorption spectroscopy (XAS) probes transitions of 2s\(^2\)2p\(^6\) core electrons into 3d valence holes. The \(L_1\) quadrupole transition edge (2s\(^2\)3d\(^n\) \(\rightarrow\) 2s\(^1\)3d\(^{n+1}\)) has a transition oscillator strength some hundred times weaker than the intense electric dipole transitions of the \(L_{3,2}\) edge (2p\(^6\)3d\(^n\) \(\rightarrow\) 2p\(^5\)3d\(^{n+1}\)). Hence L-edge spectroscopy for the study of transition metal complexes generally refers to the \(L_{3,2}\) edges. Soft X-ray L-edge XAS has been applied for the study wide ranging topics in coordination chemistry. The (2p\(^6\)3d\(^n\) \(\rightarrow\) 2p\(^5\)3d\(^{n+1}\)) transition results in a 2p\(^5\) core configuration that splits into two states at different energy due to spin-orbit coupling. This splitting results in two excitation edges from \(J = (l + s) = 3/2\) and \(J = (l − s) = 1/2\). The transitions at lower energy involve the 2p\(_{J=3/2}\) manifold, known as the \(L_3\)-edge, and transitions involving the 2p\(_{J=1/2}\) manifold are referred to as the \(L_2\)-edge. In going from the hard X-ray 1s \(\rightarrow\) 3d transitions of the K pre-edge, to the soft X-ray 2p \(\rightarrow\) 3d transitions of the L-edge, substantial increases in energy resolution are gained as both the life time of the 2p core hole is longer than the 1s core hole and instrument monochromator energy resolution is better at lower energy. Lorentzian energy broadening due to the finite life time of the 2p core hole is larger for the \(L_2\) edge than the \(L_3\) edge due to an additional Coster-Kronig Auger decay process [55]. As a first order approximation the ratio of the \(L_3/L_2\) intensities is 2:1, in correspondence with the state degeneracies (2J+1), however in practice, multiplet effects redistribute the intensity between the two edges, and both the \(L_3\) and \(L_2\) edges must be considered together. Since the L-edge involves an electric dipole allowed transition, unlike the K pre-edge, it is insensitive to 3d-4p mixing, such that the total-integrated L-edge intensity is proportional to the metal 3d character in all unoccupied valence orbitals, regardless of crystal field, making L-edge XAS a precise probe of covalency in transition metal sites. The quantification of covalency by L-edge XAS is simplified for Cu\(^{II}\) species as the transition final state (2p\(^6\)3d\(^{10}\)) includes a completely filled set of 3d orbitals, eliminating or precluding the possibility of 2p – 3d multiplet contributions to the XAS spectrum.

3.2 L-edge as a probe of covalency in Cu\(^{II}\) species
As the L-edge absorption originates from a 2p core electron localized on the metal, and the p → d transition is electric dipole allowed, only transitions to the metal d components of valence holes have transition final state intensity. Hence the integrated intensity of the L-edge absorption can be directly related to covalency (ligand character in the metal valence orbitals) via the normalized ground state wavefunction, expressed as a linear combination of the metal and ligand orbitals:

$$|\psi\rangle = \sqrt{1 - \alpha^2}|M_{3d}\rangle - \alpha|L\rangle$$

where M_{3d} is the unoccupied metal 3d orbital, L is the interacting ligand valence orbital and $\alpha^2$ reflects the covalency of the metal-ligand interaction.

This methodology was exploited to determine the covalency of the electron transfer blue Cu^{II} active site of plastocyanin [56, 57]. The ground state wavefunction of the active site has one hole in the Cu 3d_{x^2-y^2} orbital and the L-edge absorption fills this hole (2p^63d^9 → 2p^53d^{10}). Figure 3.1 (a) shows the L-edge spectra of plastocyanin and reference compounds, Cs_2CuCl_4 and (N-pmh)_2CuCl_4, all with one half unoccupied molecular orbital of 3d_{x^2-y^2} character. For quantitative comparison of the measured spectra, normalization of the intensity to the post ionization edge jump is necessary. The normalization procedure requires the measured spectral region to be extended at least 100 eV beyond the L_2-edge to extend beyond the delayed 2p absorption maximum at around ~50 eV. A linear background is fitted to below the L_3-edge and the edge jump is normalized to 1.0. Arctangents are used to model the 2p_{3/2} and 2p_{1/2} ionization edges that, due to the 2p spin orbit coupling, are split in energy by ~20 eV for Cu. Using the normalized L-edge intensity of the [CuCl_4]^2- model complexes, where we know the covalencies from Cl K-edge XAS [58], the highly covalent nature of the half occupied HOMO of plastocyanin could be quantified. The comparison of the L-edge intensity of the three complexes demonstrates the linear dependence between the decrease in L-edge intensity with increase in covalency of the half occupied HOMO (Figure 3.1(b)). Quantification of the highly covalent nature of the blue Cu site, with ~41% d character, revealed the activation of the site for directional electron transfer associated with the function of this metalloprotein. Additionally, shifts in energy of the L_3-edge peaks from 930.5 to 931.1 and 930.7 eV for D_{2d} CuCl_4, D_{4h} CuCl_4 and plastocyanin, respectively, correlate with changes in the energy of the half occupied HOMO, indicating the sensitivity of L-edge XAS to different ligand fields due to differing coordination geometries (distorted tetrahedral, square planar, and trigonal, respectively).

3.3 Multiplets in transition metal L-edge spectroscopy

For Cu^{II}, excitation of the 2p core electron leads to fully occupied 3d valence orbitals in the final state, however for ions with a 3d^{<9} ground configuration, the 2p core electron hole and 3d valence holes in the excited configuration strongly interact, significantly
affecting the shape of the L-edge absorption spectrum. This is not the case for the K
pre-edge absorption final state as the 1s\(^1\) core hole does not significantly interact with
the 3d valence electrons, thus for the K-edge the energetic sequence of pre-edge
transitions can be interpreted by consideration of the ligand field in combination with
electron repulsion effects within the 3d shell in accordance with Tanabe-Sugano theory
(See section 2.3). Unlike the K-edge 1s\(^1\) core-hole, the shallower L-edge 2p\(^5\) core-hole
does interact strongly with 3d holes. This exchange interaction relates to the energy
difference in the coupling of 3d-holes with the spin-up and spin-down configurations of
the 2p-hole, significantly influencing the spectral shape of the Fe L-edge XAS, a focus
of this review. The interpretation of L-edge XAS, for complexes with one or more 3d-
hole(s) in the 2p core excited configuration, requires the consideration of multiplet
effects that include 2p-3d exchange, and both 3d-3d and 2p-3d Coulomb repulsion, 2p
final state spin-orbit coupling and 3d spin-orbit coupling [59]. In addition to these effects,
one needs to include the ligand field splitting of the 3d orbitals and the 3d orbital
covalency, which will vary for the degenerate symmetry blocks of valence d orbitals, i.e.
the DOC [60]. The calculation of atomic multiplets for the L-edge XAS process can be
described by a reduced form of the Schrödinger atomic Hamiltonian.

\[ H = H_{\text{ave}} + \sum_{i,j} \frac{e^2}{r_{i,j}} + \sum_{l=1}^{N} \xi(l_i) l_i \cdot s_i \]

The first term, \( H_{\text{ave}} \), incorporates both electron kinetic energy and electron – nucleus
interactions, and does not require explicit evaluation for the calculation of XAS as these
terms are equivalent for all electrons of a given ground or excited configuration. The
second and third terms represent electron – electron repulsions and spin orbit couplings
(both for the 3d and 2p electrons) and define the relative energy of different states
within a given electron configuration. The Hartree-Fock method can be used to obtain
the Slater-Condon-Shortley integrals (\( \mathcal{F} \) for Coulomb repulsion and \( \mathcal{G} \) for Coulomb
exchange) for the ground and excited electron configurations of the XAS process. The
electron – electron interactions are separated into radial integrals for Coulomb and
exchange terms, where the angular part puts selection rules onto particular radial terms
relevant for a given electron configuration. The Slater-Condon-Shortley integrals are
scaled to 80% of the Hartree-Fock values to account for the excessive electron-electron
repulsion found in these values for free transition metal ion atomic calculations.
Following the evaluation of the atomic Hamiltonian the crystal field perturbation is
added. The crystal field multiplet model accurately reproduces the L-edge XAS of ionic
3d transition metal complexes [61]. However, for many interesting metal complexes the
effect of covalency on XAS must be included.

A software package developed for the simulation of L-edge XAS based on multiplet
theory was extended from codes that were initially developed for the calculation of
atomic spectra by R. D. Cowan and co-workers [62] to incorporate Butler's point group symmetry methods for crystal field multiplet calculations by B. T. Thole. The program calculates the spin orbit coupling, Coulomb and exchange terms using the Hartree-Fock method. Transition intensities are determined in accordance to the electric dipole selection rule of $\Delta J = \pm 1, 0$ (or $\Delta S = 0, \Delta L=1$ in the uncoupled basis). A convenient software package for performing multiplet calculations of L-edge XAS is explained in Ref. [63].

Figure 3.2 shows L-edge XAS simulations for two example Fe$^{III}$ (3d$^5$) complexes, with $O_h$ crystal field symmetry, in high-spin (a) and low-spin (b) electron configurations. The top spectra show full simulations, the lower spectra exclude 2p$^5$3d$^6$ Coulomb and exchange multiplet effects in the simulations. The shape of the lower spectra follow Tanabe-Sugano theory, with a $L_3/L_2$ ratio of 2/1. The comparison demonstrates the strong influence that 2p3d interactions have on the spectral shape. The vertical “sticks” in Figure 3.2, show the individual transition final states with intensities that contribute to the Gaussian and Lorentzian broadened simulations. It is important to note that there are many more sticks (i.e. final states) for the simulation including 2p$^5$3d$^6$ Coulomb and exchange multiplet effects (top), and consequently the multiplet effects spread out the L-edge intensity, broadening the simulated spectrum that correlates to experiment.

3.4 Charge transfer multiplet theory: the valence bond configuration interaction model (VBCI) and differential orbital covalency (DOC)

3.4.1 VBCI

Further reduction of the 80% scaled Slater-Condon-Shortley integral values, due to the nephelauxetic effect, can be used to simulate the effect of the reduction of total 3d character. However, this approach is empirical and there is no direct connection between the amount of Slater reduction and the extent of covalency. A more precise approach to model covalency is through the introduction of ligand – metal charge transfer effects, which connect different atomic multiplet configurations. The VBCI methodology applied is similar to the model used to quantify 3d-4p mixing via K-edge shakedown transitions (Section 2.2.4). In the case of ligand electron donor bonding, a $d^{n+1}L$ configuration (where $L$ = ligand hole) is mixed with the atomic $d^n$ ground configuration. The two configurations are separated by the charge transfer potential energy, $\Delta$, and mixed by the element $T$:

$$T = \langle 3d^n | h | 3d^{n+1} L \rangle$$

where $h$ is the molecular Hamiltonian, classifying mixing pathways according to orbital symmetry. In contrast with the K-edge, L-edge XAS is sensitive to DOC. Hence the element $T$, which is proportional to orbital overlap, regulates the mixing between specific valence orbitals depending on their $\pi$ or $\sigma$ overlap. This is the mechanism for the
introduction of DOC into the model. The VBCI matrix results in mixing of the charge transfer configuration into the crystal field multiplet. In the case of mixing two configurations, this is given as

\[ H_{VBCI} = \begin{bmatrix} 0 & T \\ T & \Delta \end{bmatrix} \]

The solutions for the ground (G) state wavefunctions for the bonding (B) and antibonding (AB) charge transfer states can be written as

\[ |\psi_{G,B}\rangle = \alpha_G |d^n\rangle + \beta_G |d^{n+1}L\rangle \]
\[ |\psi_{G,AB}\rangle = \beta_G |d^n\rangle - \alpha_G |d^{n+1}L\rangle \]

Similarly the transition core excited (E) state wavefunctions for the bonding (B) and antibonding (AB) charge transfer states can be written as

\[ |\psi_{E,B}\rangle = \alpha_G |c d^n\rangle + \beta_G |c d^{n+1}L\rangle \]
\[ |\psi_{E,AB}\rangle = \beta_G |c d^n\rangle - \alpha_G |c d^{n+1}L\rangle \]

where \( c \) denotes the 2p core hole in the final state wavefunction components. The charge transfer energy in the excited state (\( \Delta' \)) differs from that of the ground state (\( \Delta \)) according to the differences in the ground and excited state 3d-3d interaction potential (U) and the 2p-3d electron interaction potential (Q), such that \( \Delta' = \Delta + Q - U \). Where \( Q - U \) is on the order of 1 eV. A convenient software package for the simulation of DOC is explained in Ref. [64].

### 3.4.2 Differential orbital covalency.

The ground state wavefunction for the charge transfer multiplet simulation can be analyzed to obtain a molecular orbital description of metal - ligand covalency to the extent that DOC can be extracted and compared directly to percentages of unoccupied valence orbital metal character calculated by density functional theory [60]. The \( \sigma \) and \( \pi \) donor bonding contributions are mixed due to the presence of multiplet interactions, hence L-edge XAS is sensitive to DOC through the modulation of absorption intensities that are distributed across the spectrum. Hence the covalency of specific bonds must be elucidated by full spectral shape analysis. Figure 3.3 demonstrates how the distribution of \( \pi \) and \( \sigma \) character contributes to L-edge simulations of ferric systems with high and low-spin \( O_h \) ligand fields. Despite the L-edge of high-spin complexes being dominated more strongly by multiplet effects, distributing \( t_{2g} (\pi) \) and \( e_g (\sigma) \) final states across the full L-edge, the distribution is far from isotropic and parts of the spectrum are predominantly of \( t_{2g} (\pi) \) character. For the low-spin case, where the ligand field is dominant over the multiplet effects, the low energy feature in the L3-edge is close to
being pure $t_{2g}$ (dπ) in character, whereas the higher energy intense L₃ peak has dominantly σ donor character.

Figure 3.4 shows a selection of measured Fe L-edge spectra, with overlaying charge transfer multiplet fits. The spectra are all normalized to the post edge and are background subtracted. The compounds cover differences in coordination geometry ($T_d$ and $O_h$), valence state (ferric and ferrous) and bonding character. [Fe$^{III}Cl_4$], [Fe$^{III}Cl_6$]$^{3-}$ and [Fe$^{III}tacn_2$]$^{3+}$ (Figure 3.4 a, b and c) are all ferric, with increasing ligand field strength from a to c. Complexes [Fe$^{III}Cl_4$] and [Fe$^{III}Cl_6$]$^{3-}$ have weaker ligand fields and are high-spin. The crystal field splits the $t_2$ and e orbitals in accordance with $O_h$ and $T_d$ symmetry for [Fe$^{III}Cl_6$]$^{3-}$ and [Fe$^{III}Cl_4$], respectively. In both cases the weak ligand field splitting results in XAS spectra that are dominated by the 2p core-hole multiplet effects. The compound [Fe$^{III}tacn_2$]$^{3+}$ is low-spin, and thus exhibits a much stronger crystal field, and hence 2p core hole multiplet effects have a less dominant effect on the distribution of absorption intensities. The large ligand field brings the spectrum close to a single electron picture, such that the low energy absorption at ~705.6 eV can be assigned as being associated with a $2p^6t_{2g}^5 \rightarrow 2p^5t_{2g}^6$ transition (i.e. filling the dτ+ hole). Comparison with the low-spin ferrous counterpart, Figure 3.4 f, shows that [Fe$^{II}tacn_2$]$^{2+}$ lacks the low energy spectral feature at ~705.6 eV associated with an electron hole in the $t_{2g}$ orbitals that is present in the low spin Fe$^{III}$ complex. In accordance with the number of 3d holes present, the normalized total intensity of the ferrous complexes are less than their ferric equivalents (Table 3.1). Quantification of the normalized total L-edge intensity gives the total covalency of the unoccupied valence orbitals, to a precision of typically ~10%, depending on variations in the baseline of the measurement. However the $t_2$ and e orbitals for the complexes have different metal-ligand σ and π bonding and consequently the DOC can be extracted by fitting the VBCI model to the experimental spectra [60]. The DOC is obtained by projecting out the simulation ground state wavefunction into final states for which multiplet effects have been eliminated. This allows discrimination of the different $t_2$ and e symmetry contributions to the charge transfer pathways and therefore DOC, as given in Table 3.1.

For each of the compounds in Figure 3.4 the DOC extracted from the charge transfer multiplet simulation fits are compared with DFT results (Table 3.1). For the $O_h$ complexes the e$_g$ orbitals are more covalent than the t$_{2g}$ orbitals, while for the $T_d$ complexes the t$_2$ orbitals are more covalent than the e orbitals, in accordance with the well-known differences in the σ and π bonding in octahedral and tetrahedral coordination geometries. The experimentally determined DOC for both the high-spin and low-spin complexes compare well with calculated values, with the calculated covalencies being generally slightly higher (i.e. less metal d character in Table 3.1) than those found experimentally. The calculations were performed using a pure density
functional (BP86) method. Addition of Hartree-Fock, used in a hybrid functional, would reduce covalent interactions in the calculation to better match with experiment.

Table 3.1: Summary of L-edge integrated intensities for the spectra in Figure 3.4, with DOC simulation results and comparison to molecular orbital DFT calculations (BP86). Adapted from Ref. [60]

<table>
<thead>
<tr>
<th>Complex</th>
<th>Spin</th>
<th>Symmetry</th>
<th>Measured intensity</th>
<th>% metal character DOC (DFT)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>t2</td>
<td>e</td>
</tr>
<tr>
<td>[Fe(III)Cl3]2+</td>
<td>S=5/2, Td</td>
<td>50.5</td>
<td>76 (68)</td>
<td>89 (77)</td>
</tr>
<tr>
<td>[Fe(II)Cl3]2-</td>
<td>S=2, Td</td>
<td>43.9</td>
<td>87 (84)</td>
<td>93 (89)</td>
</tr>
<tr>
<td>[Fe(III)Cl6]3-</td>
<td>S=5/2, Oh</td>
<td>53.1</td>
<td>95 (85)</td>
<td>70 (64)</td>
</tr>
<tr>
<td>[Fe(II)Cl6]4-</td>
<td>S=2, Oh</td>
<td>44.7</td>
<td>96 (94)</td>
<td>93 (83)</td>
</tr>
<tr>
<td>[Fe(III)(tacn)3]3+</td>
<td>S=1/2, Oh</td>
<td>40.6</td>
<td>99 (93)</td>
<td>88 (62)</td>
</tr>
<tr>
<td>[Fe(II)(tacn)2]2+</td>
<td>S=0, Oh</td>
<td>37.4</td>
<td></td>
<td>72 (71)</td>
</tr>
</tbody>
</table>

The determination of DOC based on the charge transfer multiplet simulations provides insight into covalency of the frontier molecular orbitals. The DOC extracted from fitting experimental XAS data is complementary to DFT calculations and together these can be used to understand chemical trends. This strategy was implemented by Hocking et al. to investigate how the high affinity chelation of Fe(III) is achieved in bacteria and fungi by siderophores [65]. The chelation of metal ions is vital in biology for the uptake and transport of Fe, and is relevant in medical treatment and industrial application such as radionuclide separation. Most bacteria and fungi produce siderophores to facilitate the uptake of Fe(III). Siderophores have high stability constants and selectivity for Fe(III), but the origin of their stability was difficult to access experimentally. L-edge spectroscopy enabled a differential orbital analysis of the bonding contributions to the high stability constants for siderophore model complexes, including [Fe(cat)3]3- (cat = catecholate) that has a stability constant 10^{44.9}, with respect to reference complex [Fe(ox)3]3- (ox = oxalate), that has a stability constant of 10^{18} [65]. Contributions to the L-edge from both σ and π donation are distributed over the full spectra for the high-spin ferric complexes, but a higher proportion of π character is present in the low-energy feature (c.f. Figure 3.3). Comparing the intensities of the L3-edge peaks (Figure 3.5), both the dπ and dσ regions for [Fe(cat)3]3- are of lower intensity than [Fe(ox)3]3- and
hence have increased covalency. The covalent contribution to the ligand-metal bond strength is given by $E \propto \alpha^2 \Delta$, where $\alpha^2$ is the covalency and $\Delta$ is the energy difference between the metal and ligand valence orbitals. Using the covalency values determined by DOC, and $\Delta$ from DFT calculations, the $\sigma$ and $\pi$ contribution to the ligand – metal binding energy, for the cat and ox ligands were deduced. The results indicated that 20% of the increase in bond strength of $[\text{Fe(cat)}]_{3}^{3-}$ with respect to $[\text{Fe(ox)}]_{3}^{3-}$ originates from the increased $\pi$ donor bonding with the larger contribution coming from an increase in $\sigma$ donor bonding, despite the $\sigma$ and $\pi$ orbital covalencies increasing by similar amounts in going from $[\text{Fe(cat)}]_{3}^{3-}$ to $[\text{Fe(ox)}]_{3}^{3}$. It is hence found that the $\sigma$ orbitals that are at deeper energy in $[\text{Fe(cat)}]_{3}^{3-}$ provide the major contribution to increased bond strength.

3.4.2 Back-bonding in Fe(CN)$_6$

In addition to sensitivity to $\sigma$ and $\pi$ ligand to metal electron donor bonding, L-edge spectroscopy is also sensitive to metal to ligand back-bonding, enabling each to be separately quantified. Significant back-bonding can be present when occupied or partially occupied metal orbitals interact with low energy unoccupied ligand valence orbitals. L-edge XAS has contributed significantly to the understanding of heteronuclear cyanide complexes [66, 67], and photo-induced electron transfer in Prussian Blue analogues [68]. In a detailed study of low-spin Fe cyanide complexes, Hocking et al. extended the DOC methodology to quantify covalency due to back-bonding [69]. The study demonstrates how L-edge XAS is sensitive to both ligand electron donation and acceptance such that the effect of $\sigma$ and $\pi$ donation and $\pi$ acceptance can be discriminated and separately quantified. Figure 3.6 shows the L-edge XAS spectra of $\text{K}_{4}[\text{Fe}^{II}(\text{CN})_{6}]$ and $\text{K}_{3}[\text{Fe}^{III}(\text{CN})_{6}]$ together with charge transfer multiplet simulations. The complexes are both low-spin, with some similarities to $[\text{Fe}^{III}(\text{tacn})]_{2}^{3+}$ and $[\text{Fe}^{II}(\text{tacn})]_{2}^{2+}$ (Figure 3.4 c and f). The $\text{K}_{3}[\text{Fe}^{III}(\text{CN})_{6}]$ spectrum shows a $2p^6t_{2g}^5 \rightarrow 2p^5t_{2g}^6$ transition at 705.8 eV similar to that for $[\text{Fe}^{III}(\text{tacn})]_{2}^{3+}$ at 705.7 eV. The spectra of the ferric and ferrous cyanide complexes differ most distinctly from their tacn equivalents, due to additional intense peaks on the high-energy side of the $L_3$ and $L_2$ edges. These additional intensities are reproduced by charge transfer multiplet simulations, which show them to directly reflect and quantify the amount of back-bonding. The back-bonding peak has strong intensity due to acquiring occupied d character in the unoccupied ligand $\pi^*$ orbitals, and due to the unoccupied $\pi^*$ being close in energy to the unoccupied $e_g$ orbitals. The 3d ($e_g$) orbitals and the CN $\pi^*$ ($t_{2g}$) are of different symmetry but both have $T_{1u}$ final state symmetry due to coupling with the 2p hole. The same symmetry and similar energies allow for excitations into the CN $\pi^*$ to borrow intensity from the main $e_g$ excitation. Note that while donor bonding reduces 3d character, and therefore L-edge intensity, back-bonding shifts occupied 3d orbital character into unoccupied ligand valence orbitals, increasing L-edge intensity.
The inclusion of π back bonding in addition to σ and π donation in the charge transfer multiplet model requires a linear combination of three configurations: the main 3d<sup>n</sup> configuration, the ligand to metal charge transfer configuration (LMCT) 3d<sup>n+1</sup>L<sup>-</sup> and the metal to ligand charge transfer configuration (MLCT) 3d<sup>n-1</sup>L<sup>-</sup>, where the latter configuration introduces the back-bonding. The respective ground state and excited states are given as

\[ |\psi_{G,B}\rangle = \alpha_G |d^n\rangle + \beta_G |d^{n+1}L\rangle + \gamma_G |d^{n-1}L^-\rangle \]

\[ |\psi_{E,B}\rangle = \alpha_E |\xi d^{n+1}\rangle + \beta_E |\xi d^{n+2}L\rangle + \gamma_E |\xi d^nL^-\rangle \]

The VBCI Hamiltonian matrix for the three configurations becomes:

\[
H_{VBCI} = \begin{pmatrix}
\Delta_2 & T_2 & 0 \\
T_2 & 0 & T_1 \\
0 & T_1 & \Delta_1
\end{pmatrix}
\]

where both LMCT and MLCT have charge transfer energies \(\Delta_1\) and \(\Delta_2\), respectively, and covalent mixing terms \(T_1\) and \(T_2\). The charge transfer multiplet simulation fits of the \(\text{K}_3[\text{Fe}^{\text{III}}(\text{CN})_6]\) and \(\text{K}_4[\text{Fe}^{\text{II}}(\text{CN})_6]\) XAS are included in Figure 3.6. The fits gave covalency values of 60% \(t_{2g}\), 47% \(e_g\) and 14% \(d\) character in the \(\pi^*\) CN orbitals for \(\text{K}_3[\text{Fe}^{\text{III}}(\text{CN})_6]\), and 45% \(e_g\) and 19% \(d\) character in the \(\pi^*\) CN orbitals for \(\text{K}_4[\text{Fe}^{\text{II}}(\text{CN})_6]\). The values show that both complexes exhibit large amounts of \(\pi^*\) back-bonding, and are consistent with DFT calculations (BP86). The DFT calculated values for \(\text{K}_3[\text{Fe}^{\text{III}}(\text{CN})_6]\) are 75% \(t_{2g}\), 54% \(e_g\) and 14% \(\pi^*\), while for \(\text{K}_4[\text{Fe}^{\text{II}}(\text{CN})_6]\) the DFT calculations give 57% \(e_g\) and 16% \(\pi^*\). The study revealed that π back-donation has strong effects on the L-edge spectral shape, and that it is possible to quantify the separate effects of σ and π donation, and π back-donation using a three configuration VBCI model.

### 3.5 Probing DOC in heme Fe sites

#### 3.5.1 Heme vs. non-heme, low-spin ferric porphyrin

The ability to probe electron delocalization due to both ligand to metal (i.e. donation) and metal to ligand (i.e. back-bonding) charge transfer effects make L-edge XAS particularly well suited to the investigation of metal porphyrins. The porphyrin affects the properties of the heme Fe center and is difficult to probe by optical spectroscopy due to the dominant π to π* transitions which obscure features associated with the metal center valence orbitals. Determining how the Fe valence electrons delocalize into the porphyrin is important to understanding the role of heme in biology, in processes that include electron transfer, where interactions between donor and acceptor redox sites are facilitated by super-exchange pathways, and oxygen activation, where delocalization into the porphyrin changes the catalytic frontier molecular orbitals.
(FMOs). L-edge XAS can be used to compare heme versus non-heme Fe electronic structure, as the intensity directly probes the unoccupied orbitals with metal character, even in highly covalent environments [70, 71]. Low-spin Fe(II) and Fe(III) heme complexes, [Fe(tpp)-(ImH)_2] and [Fe(tpp)-(ImH)_2]Cl, were investigated and compared to non-heme low spin reference compounds with no π donation or back-bonding, [Fe^{III}(tacn)_2]^{3+} and [Fe^{II}(tacn)_2]^{2+}. Figure 3.7 compares the L-edge spectra for the heme versus non-heme complexes. The L-edge XAS of the heme complexes were simulated with the charge transfer multiplet model under \( D_{4h} \) symmetry, and the differences in going from non-heme to heme were identified. The heme Fe(II) L-edges are broader than the non-heme Fe^{II} L-edge (Figure 3.7 a) due to the addition of 10% π* back-bonding, which adds additional intensity that overlays with the high energy side of the e\(_g\)-orbital set. Additionally, the L-edge of the heme complex is shifted to higher energy with respect to the non-heme due to strong σ donation in the heme, increasing the ligand field, shifting the d\(_{x^2-y^2}\) and d\(_z^2\) to higher energy. Comparing the Fe(III) compounds, the non-heme t\(_{2g}\) peak is of greater intensity and is separated from the main L\(_3\) multiplet by a larger energy than that of the heme compound. Charge transfer multiplet simulations reveal that these differences are due to strong π porphyrin donation into the dπ hole. The simulations also reveal, from the intensity distribution of the dσ peak, that in [Fe(tpp)-(ImH)_2]Cl the d\(_{x^2-y^2}\) is more covalent than the d\(_z^2\) indicating that the heme is a stronger donor ligand than the axial imidazole ligands (Figure 3.7 b). The study identifies that there is strong π donation in the low spin heme Fe(III) that produces the redox active molecular orbital (dπ character of 54%) and little π back-bonding, whereas the heme Fe(II) HOMO has 10% ligand π back-bonding character. The relative strengths of the π donor and acceptor interactions in Fe porphyrins indicate that the electron transfer mechanism in heme metalloproteins, such as cytochromes, involves a hole type superexchange mechanism through the ligand valence orbitals that is facilitated by strong π donation from the porphyrin into Fe(III) dπ* orbitals. The strong heme π donation also plays an important role in stabilizing intermediates in catalytic cycles.

### 3.5.2 Oxy-picket fence porphyrin

The nature of the Fe-O\(_2\) bond present in oxy-myoglobin (Mb) and oxy-hemoglobin (Hb) is a long standing issue in bioinorganic chemistry, and a wealth of spectroscopic and computational studies have been applied in attempt to understand the electronic structure of their active sites. While the geometric structure of the Fe-O\(_2\) bond is known, the electronic structure of the Fe center has been ambiguous due to the electron delocalization of the porphyrin. The deoxygenated form of both proteins are high-spin Fe^{II}, S = 2, and become diamagnetic upon dioxygen binding. Three possible descriptions of the spin singlet ground state of oxy-hemoglobin are generally considered: a low spin (S=0) ferrous center with diamagnetic O\(_2\), as proposed by
Pauling [72], a low-spin (S=1/2) ferric center antiferromagnetically coupled to a O$_2^-$ doublet, as proposed by Weiss [73], and an intermediate (S=1) ferrous center antiferromagnetically coupled to an O$_2$ triplet as proposed by McClure [74], Harcourt [75], and Goddard [76]. The sensitivity of L-edge absorption spectroscopy for probing electron delocalization was applied to shed new light on this long standing problem. The nature of the Fe-O$_2$ bond was studied in Collman’s biomimetic Fe-O$_2$ heme complex Fe picket fence porphyrin [Fe(pfp)-(1-Melm)O$_2$] (pfp = meso-tetra(α,α,α,α-0-pivalamidophenyl)porphrin) [77]. The L-edge spectrum of Fe-O$_2$ pfp (Figure 3.8 a) has no clear t$_2$ − π (dπ) peak, which would be associated with a low-spin ferric porphyrin (S=1/2) such as [Fe$^{III}$(tpp)(ImH)$_2$]Cl (Figure 3.8 b; yellow). Further comparison with other heme model complexes finds Fe-O$_2$ pfp to be most similar to [Fe$^{II}$(pfp)(1-Melm)$_2$] (S=0) (Figure 3.8 b; blue), with least resemblance to an intermediate S=1 [Fe$^{II}$(pfp)] with no axial ImH (Figure 3.8 b; red). Charge transfer multiplet calculations were performed, starting from both ferrous and ferric ground states, using the lack of a dπ peak in the Fe-O$_2$ pfp experimental spectrum (Figure 3.8 a) as a reference for the amount of charge transfer between the Fe and O$_2$. Starting from the ferrous limit (Figure 9 a, bottom), the maximum MLCT into O$_2$ is no greater than 30% and in the ferric limit (Figure 9 b, bottom) a similar maximum for the amount of LMCT donation from the O$_2$ was determined, whereas calculations outside of these limits produced a clear dπ hole type peak (indicated with a ‘*’ in Figure 3.9). The best fit of Fe-O$_2$ pfp (Figure 3.8 a) starting from a Fe(II) ground state with both MLCT and LMCT gives the dπ character to be 15% ± 5, while also revealing strong σ donation from the O$_2$ into the d$_z^2$ of the Fe. The investigation emphasizes the limitation of oxidation state formalisms for the highly covalent Fe-O$_2$ bond. The L-edge spectrum of Fe-O$_2$ pfp shows an absence of a hole in the dπ orbital of the Fe, indicating a strong π interaction between the Fe and O$_2$, limiting the extent of spin-polarization in the Fe-O$_2$ bond. This eliminates the antiferromagnetically coupled Fe$^{III}$ O$_2^-$ radical (the Weiss model for Fe-O$_2$ pfp). In pfp there is no hydrogen bond to the outer oxygen of the Fe-O$_2$; in Hb and Mb such a hydrogen bond is present and proposed to have an important role on Fe-O$_2$ spin polarization [78]. It would be important to now obtain L-edge data for oxy-Hb or Mb, which, however, is challenging due to the complexity of detecting L-edge spectroscopic signals for proteins, which are of low Fe concentration and in solution.

3.6 Outlook

There are significant challenges in progressing from model complexes to metalloenzymes and proteins with low metal ion concentrations. The low penetration depth of soft X-rays limit the volume of sample probed, and detection methods such as electron yield reduce the active penetration depth even further to ~10 Å. The shorter active depth probed by L-edge XAS can make the method particularly susceptible to radiation damage, which must be carefully managed. Radiation damage is sample
specific and depends on temperature and pressure. It is hence important to perform control experiments to determine the maximum X-ray exposure time for each sample and measurement condition. Measuring the total emitted fluorescence increases the active penetration depth to greater than 1000 Å, however in biological samples the large number of oxygen atoms present dominate this fluorescence, masking the fluorescence of transition metal ions. Resolving the energy of fluorescence emissions, such that oxygen emissions can be separated from the metal ion emissions can overcome this limitation, as demonstrated in the study of blue Cu plastocyanin [56] (Figure 3.1 a) and other examples [79]. However, to extend this method beyond Cu to other transition metals, with lower energy emission lines, is more challenging due their proximity in energy with the oxygen Kα emissions, at ~525 eV, that dominate in biological systems. Hence, to study transition metal active sites, such as iron, another method is needed as described below.

4. RIXS

4.1 Introduction

Resonant inelastic X-ray scattering (RIXS) is an advanced X-ray technique that combines XAS with X-ray emission spectroscopy (XES). RIXS is a two-photon process that starts with the excitation of a core electron into a valence orbital, as in XAS, followed by detection of a photon emitted by the decay of an electron from a different orbital filling the core hole, as in XES [80, 81]. The RIXS data can be plotted as a two-dimensional plane, with the incident energy on the x-axis and the energy transfer (incident – emitted) on the y-axis (Figure 4.1) [82-84]. The higher dimensionality of the RIXS data gives more information than standard XAS experiments [10]. RIXS experiments can be performed in a variety of ways on a variety of samples. In the soft X-ray (0.1-2 keV) regime, RIXS has been performed on, for example, the C, N, and O K-edges in small molecules [85], metal oxides [86], and coordination compounds [87]. 2p3d RIXS (2p→3d excitation, 3d→2p emission) is also commonly used to study d-d interactions, ligand field, and charge transfer effects in Ti [88], Mn [89], Fe [87], and Ni [89, 90] compounds. In the hard X-ray (>2 keV) regime, 2p5d RIXS can be used to probe the valence orbitals of 5th row transition metals such as platinum [91]. 2p3d RIXS is also used to study the electronic structure of lanthanides [92]. This review will focus on using 1s2p RIXS to gain detailed electronic structure information in Fe compounds and proteins.

1s2p RIXS (Kα RIXS) involves a 1s→3d quadrupole excitation, as in K-edge XAS, followed by a 2p→1s electric dipole emission to give a final 2p53dN+1 configuration, the same as in L-edge XAS. Kα RIXS thus provides both K-edge and L-edge-like information in a single experiment (Figure 4.2). As mentioned in Section 3, L-edge XAS analyzed with a charge transfer multiplet model can provide detailed electronic structure
insight into Fe centers (i.e. DOC) (Sections 3.4 and 3.5), but probing solution and protein samples can be very difficult with L-edge XAS (Section 3.6). K-edge XAS uses high-energy photons (~7110 eV) and can be used on a wide variety of samples. Kα RIXS therefore provides a method of obtaining L-edge-like information from samples that are difficult to measure with the traditional L-edge experimental setup. Because it is a different intensity mechanism however, Kα RIXS provides additional information than available in XAS experiments [93], making the three techniques complementary to each other.

4.2 Constant emission energy cuts

To investigate the differences between Kα RIXS, K-edge XAS, and L-edge XAS, Kα RIXS and K-edge XAS were performed on the low-spin model compounds, ferrous tacn ([FeII(tacn)2]Br2) and ferrocyanide (K4[FeII(CN)6]), and their complementary low-spin ferric forms [93], which have been characterized by L-edge XAS in our previous studies [60, 69] (Section 3.4). The Kα RIXS planes of the compounds are shown in Figure 4.1. To obtain the K-edge-like information, a diagonal cut through the RIXS plane at a constant emission energy (CEE) (Figure 4.1 a) can be performed. This is also known as high energy-resolution fluorescence detection (HERFD), and as seen in Figure 4.3, this gives a higher energy-resolution spectrum compared to the standard K-edge XAS experiment. Since the cut goes diagonally through the RIXS plane, and the emission energy detector resolution (0.4 eV) is much higher than the broadening in the incident energy direction (1-2 eV), the broadening in the CEE cut is decreased relative to the broadening in the incident energy direction, unlike the standard K-edge XAS spectrum. Additionally, as seen in Figure 4.1, the lifetime broadening in the rising edge transitions (the incident energy range above 7.114 keV) increases at higher transfer energies. This broadening increases the background in the pre-edge region, and decreases the resolution of K-edge XAS, which integrates over all final states. The CEE cut avoids this problem since it can be done at lower transfer energies where the broadening from the rising edge is less pronounced. Shoulders in the rising edge can be resolved as in the ferrous CEE cuts (Figure 4.3 a,b), and the low-energy peak corresponding to the transition into the t2g hole is also more easily resolvable in the ferric systems (Figure 4.3 c,d).

Since the CEE cut is diagonal through the RIXS plane, it can however be affected by off-diagonal resonances. In the ferrous tacn CEE cut (Figure 4.3 a), there is a shoulder in the pre-edge at 7112 eV. This shoulder is not an actual pre-edge transition, but instead is intensity that originates with an off-diagonal resonance. These off-diagonal resonances come from 2p-3d interactions that lead to multiple final states arising from the same intermediate state (vide infra). Since the intermediate state is the same, the incident energy is the same, and the final states simply differ in the energy transfer. As seen in the ferrous tacn pre-edge (Figure 4.1 a), there are two major resonances at 706.8 eV and 707.6 eV in the energy transfer direction, at the same incident energy, 7111.1 eV. Due to the large lifetime broadening in the incident energy direction, the
diagonal cut through the resonance at 706.8 eV contains a portion of the resonance at 707.6 eV, leading to the shoulder at 7112 eV in Figure 4.3 a. This demonstrates that it is important to measure the full RIXS plane (rather than just the HERFD) in order to determine whether peaks in the CEE cuts are due to 1s→3d transitions or are a result of off-diagonal resonances.

4.3 Constant incident energy cuts

As shown in Figure 4.1 a, a vertical cut at constant incident energy (CIE) can also be performed. The CIE cut shows all of the final states that arise from a given 1s → 3d intermediate state. This means the lifetime broadening in the CIE cut arises solely due to the 2p hole in the final states, which is significantly less (~0.4 eV in L₂ and ~0.8 eV in L₃) than the 1s core hole lifetime broadening in the incident energy direction (~1.2 eV) [10]. While the spectrum along the incident energy axis is dominated by d-d ligand field and multiplet interactions, the spectrum along the energy transfer axis is dominated by 2p-3d interactions and 2p spin-orbit coupling, giving an L-edge-like spectrum [94]. As seen in Figure 4.4, 2p spin-orbit coupling splits the CIE cut into two main regions, the Kα₁ region at lower energy transfer, with final states corresponding to the L₃ (J = 3/2) edge of the L-edge XAS, and the Kα₂ region at higher energy, with final states corresponding to the L₂ (J = 1/2) edge [10]. For the ferrous samples (Figure 4.1 a,b), the dominant pre-edge resonances occur at a single incident energy. This means the CIE through the pre-edge is directly analogous to the L-edge XAS spectrum, but with RIXS selection rules (vide infra) (Figure 4.4 a,b).

For the ferrous spectra, the most obvious difference between the CIE and L-edge XAS spectra in Figure 4.4 a,b is that the CIE has much broader peaks in the L₃ and L₂, regions with greater intensity at lower energy compared to the L-edge XAS. From the comparison of the ferric compounds (Figure 4.4 c,d), the lifetime and instrument broadening in both the CIE cut and L-edge XAS are very similar, since the low-energy peak corresponding to transitions into the low-spin ferric t₂g hole has the same width in both experiments. This means that the broadening seen in the CIE cuts of the ferrous compounds is due to final states accessible by RIXS, but not by L-edge XAS. The differences in selection rules are investigated further in the next section. Another major difference observed in all the compounds (Figure 4.4) comes from the higher background intensity in the L₂ region. As mentioned above, this background intensity comes from the large incident energy broadening of the rising edge that bleeds into the CIE cut.

For the ferric compounds, the pre-edge now has resonances occurring at multiple incident energies (Figure 4.1 c,d). This means that multiple CIE cuts are required to compare with the L-edge XAS. These CIE cuts can be integrated over the different resonances to provide a full spectrum that is directly comparable to the L-edge XAS (Figure 4.4 c,d, 3rd rows). The L₃ portions of the ferric spectra show two main features: the sharp low-energy peak corresponding to 1s→3d transitions into the t₂g hole, and the broader feature at higher energy corresponding to 1s→3d transitions into the e₉ orbitals.
As with the ferrous spectra, the $e_g$ features are broader in the low-energy side in the CIE compared to the L-edge XAS, corresponding to additional final states probed by the RIXS experiment due to the different selection rules (vide infra). Additionally, the $t_{2g}$ peak in the $L_2$ is higher in intensity in the CIE cut than in the L-edge XAS spectrum.

The final major difference between the CIE and L-edge spectra is in the intensity of the $\pi^*$ back-bonding peaks. For ferrocyanide (Figure 4.4 b), the CIE cut (in red) has very little intensity at 710.7 eV where the intense $\pi^*$ back-bonding peak is located in the L-edge XAS spectrum (in blue). Likewise, the ferricyanide (Figure 4.4 d, 3rd row) CIE shows little intensity where the $\pi^*$ back-bonding is in the L-edge XAS spectrum at 712.2 eV (in blue). Since RIXS accesses more final states than L-edge XAS, while L-edge XAS more clearly probes the $\pi^*$ back-bonding peaks, the two methods provide complementary information and thus very detailed experimental electronic structure insight when analyzed together.

### 4.4 RIXS selection rules

As mentioned above, different final states are accessible in RIXS CIE cuts compared to L-edge XAS, since RIXS is a two photon process, while L-edge XAS is a single photon process. This is illustrated in Figure 4.5. In the ferrous case, on the left, the ground state has $A_{1g}$ symmetry. The final state has a 2p hole of $T_{1u}$ symmetry and an electron in a $3d(e_g)$ orbital, which couple to give final states of $T_{1u}$ and $T_{2u}$ symmetry. In the L-edge XAS experiment, the 2p→3d excitation involves electric dipole selection rules and only accesses final states of $T_{1u}$ symmetry. In Ka RIXS, the initial 1s→3d excitation involves electric quadrupole selection rules (transform as $t_{2g}$ and $e_g$ in $O_h$) to give an $E_g$ intermediate state. The subsequent Ka emission is electric dipole allowed ($T_{1u}$), and thus accesses final states of both $T_{1u}$ and $T_{2u}$ symmetry. Ignoring spin-orbit coupling, a component of the $T_{1u}$ final state wavefunction can be written as a product of the 2p$_z$ electron with a $3d_z^2$ electron, while a component of the $T_{2u}$ final state is a product of the 2p$_z$ electron with a $3d_x^2-y^2$ electron. Due to the difference in d orbital shapes relative to 2p$_z$, the $T_{1u}$ state experiences greater electron repulsion than the $T_{2u}$ state, resulting in its higher energy. This is the origin of the additional intensity in the CIE cut compared to the L-edge spectrum and why it (i.e. the $T_{2u}$ states) occurs at lower energy (Figure 4.4 a,b). The ferric case (Figure 4.5, right), is similar to the ferrous case (Figure 4.5, left), with the two-photon Ka RIXS accessing final states that are forbidden in L-edge XAS.

To investigate the bonding in iron compounds with Ka RIXS, the same charge transfer multiplet model used to analyze L-edge XAS data can be used to analyze the RIXS data. In this model, the cross section at a core resonance, $F(\Omega, \omega)$, is dominated by the resonant contribution to the scattering in the Kramers-Heisenberg formula [80, 81]:

$$F(\Omega, \omega) = \sum_f \sum_i \left| \sum \left( \frac{\langle f | H_{1s2p} | i \rangle \langle i | H_{1s3d} | g \rangle}{E_g - E_f + \Omega - \frac{i\omega}{2}} \right) \right|^2 \times \delta(E_g - E_f + \Omega + \omega)$$
where Ω and ω are the incident and emission energy, respectively, with Ω – ω being the energy transfer, that gives L-edge-like spectra. Using this model, the Kα RIXS data of the tacn and cyanide compounds were simulated with the same parameters used to simulate the L-edge XAS data of the compounds in previous studies [60, 69]. The charge transfer multiplet model accurately reproduced the experimental RIXS plane (Figure 4.1), CEE cuts (Figure 4.3), and CIE cuts (Figure 4.4). This shows that simultaneous fitting of the RIXS and L-edge XAS data can provide great insight into the bonding of Fe centers. The charge transfer multiplet model accurately predicts the broader CIE cuts (Figure 4.4 a,b). The model also clearly shows the contributions from different final states. For both compounds (Figure 4.4 a,b), the model (bottom spectra) shows that the intensity at lower energy comes from T2u final states, as predicted by the different selection rules. The model also shows that the energy difference between the T2u and T1u final states is smaller in ferrocyanide than in ferrous tacn. This is due to reduced 3d-3d electron repulsion in ferrocyanide, indicating a more covalent Fe center.

In the ferric systems, the CIE cuts show larger intensity in the L2 region of the t2g resonance compared to the L-edge spectrum (Figure 4.4 c,d, dark red spectrum, top rows). This is reproduced with the charge transfer multiplet model (second row). A breakdown of the final state contributions (Figure 4.4 c, bottom rows) shows that this intensity derives from the Γ6 final states (green), which are not accessible by L-edge XAS (Figure 4.5, right). The ferric systems also show broader eg resonances, similar to the ferrous systems. Unlike in the ferrous systems, the extra intensity in the eg resonance is not solely due to newly accessible final states. The L-edge XAS forbidden Γ6 final states also do not contribute strongly to the eg resonance. Instead, the Γ8 final states, which are accessible through L-edge XAS, dominate (Figure 4.4 c, fifth row, orange). The difference in intensity patterns comes from the Kα RIXS intermediate states (i.e. the 1s→3d transitions). From the assignment of the K-edge XAS, the 1s transition into the eg set of d orbitals gives (t2g)5(eg)1 and 5T1g, 3T2g, 1T1g, and 1T2g states. The intensity on the lower energy side of the eg resonance primarily comes from the 3T1g intermediate state, while the contributions to the intensity at higher energy comes from singlet intermediate states (Figure 4.4 c, bottom row). Since the intensity of the triplet states is higher in the K-edge absorption process compared to the singlet states (Figure 4.3 c), their contribution to the RIXS spectral intensity dominates. Thus in the ferric systems, which have multiple K-edge absorption resonances (Figure 4.3 c,d), both the intermediate states and the final states in RIXS are important in shaping the RIXS plane.

The different selection rules in Kα RIXS are also responsible for the difference in intensity of the π* back-bonding features mentioned in the previous section (strong in L-edge XAS, weak in RIXS). The lack of back-bonding intensity in the experimental CIE cuts is partly due to the main π* back-bonding resonance occurring at a higher incident energy. While the raw RIXS data do not show extra resonances due to overlap with the rising edge, they can be simulated using the charge transfer multiplet model. This is seen in Figure 4.1 b,d, bottom, where resonances at higher incident energy (7114.7 eV
for Fe$^{II}$ and 7117.4 eV for Fe$^{III}$) are present in the cyanide compounds and not in the tacn compounds (Figure 4.1 a,c). These resonances are affected by changing the contribution of the metal-to-ligand charge transfer configuration and correspond to the π* back-bonding resonance. The ferrocyanide CIE cut is done at 7112.9 eV, but as seen in the model simulations, the main π* back-bonding resonance occurs at 7114.7 eV. This π* back-bonding feature appears at 7117.4 eV in the ferricyanide RIXS, where the CIE cuts are done at 7110.9 eV and 7113.3 eV. As seen in the CEE cuts, however (Figure 4.3 b,d, red), these resonances are overlapped by the strong rising edge transitions, and are difficult to experimentally probe through the RIXS.

The modeled intensity of the RIXS π* back-bonding resonance (Figure 4.3 b,d, black) is still lower compared to the intensity of the L-edge XAS back-bonding peak however. This is due to the different selection rules. In the L-edge XAS experiment, while the 3d ($e_g$) and CN− π* ($t_{2g}$) orbitals have different symmetries, the 2p hole couples with both to give final states of $T_{1u}$ symmetry. Having the same symmetry and small energy gap between these states allow for excitations into the CN− π* orbitals to borrow intensity from the main $e_g$ excitation and this accounts for the strong L-edge intensity. Alternatively, the K-edge excitation of RIXS involves a 1s orbital hole with $A_{1g}$ symmetry and gives intermediate states of $E_g$ and $T_{2g}$ symmetry for transitions into the 3d and π* orbitals, respectively. Since they do not have the same symmetry, intensity borrowing does not occur and the π* excitation is relatively weak. This combined K-edge and L-edge XAS, and Kα RIXS study shows that RIXS can be a powerful technique in probing iron centers, and the different selection rules make the techniques complementary to each other. Additionally, the study shows that the charge transfer multiplet model used in L-edge analysis can also be applied to RIXS with the same efficacy to provide electronic structure information. This also standardizes RIXS for use when L-edge XAS is not possible as in metalloenzyme intermediates.

4.5 Probing highly covalent heme systems

As indicated in the introduction, the major experimental advantage of Kα RIXS is that it can be used to probe metalloprotein and solution samples to gain L-edge-like information. Kα RIXS, in conjunction with the charge transfer multiplet model, was applied to cytochrome c (cyt c) in order to experimentally determine the DOC and explore the bonding in the reduced and oxidized forms of the protein [95]. The Fe center in heme proteins have been difficult to directly study with traditional spectroscopic methods (see Section 3). This is the first time that a protein has been investigated through Kα-RIXS with the extraction of DOC, allowing for a correlation between the structural and electronic properties in this and eventually other biological systems [95]. Cyt c is a paradigm protein for probing structure-function relationships in bioinorganic chemistry. While cyt c is an electron transfer (ET) protein, it also functions as a peroxidase in programmed cell death (e.g., apoptosis), which requires cleaving the S(Met)−Fe bond [96]. To calibrate the RIXS analysis, L-edge XAS and Kα RIXS data were collected on two heme model compounds Fe$^{II}$(tpp)(ImH)$_2$ and [Fe$^{III}$(tpp)(ImH)$_2$]$^+$.
(tpp=tetraphenylporphyrin, ImH=imidazole) [71], in addition to the Kα RIXS measurements of both reduced and oxidized cyt c. Figure 4.6 shows the structure of the model compared to the protein active site, with the primary difference being the S-Met axial ligand in the protein compared to N-His in the model. Figure 4.7 shows the reduced cyt c RIXS data and a comparison of the CEE and CIE cuts with the ferrous model. The CEE and CIE data show that the model and protein are indeed very similar. The primary differences are seen in the CIE cuts, where the protein has less intensity in the shoulder at 710 eV and also has a more intense L2 edge. These differences can be reproduced using the charge transfer multiplet model, which gives a difference in the DOC. This analysis showed that the axial methionine in the protein is more covalent than the histidine in the model (70% vs 77% metal character, respectively, in the d\( \sigma^2 \) orbital).

Figure 4.8 shows the RIXS data of the oxidized cyt c, and a comparison of the CEE and CIE cuts with the ferric bis-imidazole model compound. In the CEE cuts, the low-energy peak is lower in intensity for the protein, while the main peak is shifted lower in energy. In the CIE cuts associated with d\( \pi \) excitation (green), the protein has less intensity in the low energy peak, but higher intensity in the 708.2 eV shoulder. In the cuts associated with d\( \sigma \) excitation (red), the protein peak is shifted 0.3 eV lower in energy. As in the ferrous case, the protein has a higher intensity L2 edge than the model. Reproducing the spectral differences with the charge transfer multiplet model shows that the d\( \sigma^2 \) orbital is also more covalent in the ferric protein compared to the bis Im model (62% vs 67% metal character respectively). This shows that the bond to the axial methionine is more covalent than to the histidine in both the reduced and oxidized forms. Also the Fe-S(Met) covalency is higher in the ferric than the ferrous state. Additionally, the DOC analysis shows that the reduced form of cyt c has more \( \pi^* \) back-bonding into the porphyrin than the oxidized form (7% vs 3% metal 3d character).

These results were used to calibrate DFT calculations which showed that, although the Fe-S(Met) bond is more covalent than the Fe-N(His) bond, the Fe-N(His) bond is stronger than the Fe-S(Met) (7.2 vs 2.6 kcal/mol in Fe\( \text{II} \), 14.7 vs 5.5 kcal/mol for Fe\( \text{III} \)) because the N(His) \( \sigma \) donor orbital is 1.1 eV lower in energy than the Met \( \sigma \) valence donor orbital (see Section 3.4.2 for \( \pi \) and \( \sigma \) covalency contributions to ligand-metal bond strength). Importantly, these results show that S(Met) binds more strongly to the Fe\( \text{III} \) than the Fe\( \text{II} \). Past studies that treated the S(Met)-Fe bond as stronger in the reduced state than in the oxidized state, in fact, reflect the fact that both N(His) and H\(_2\)O replacement ligands bind stronger to the Fe\( \text{III} \) than the Fe\( \text{II} \) center relative to Met. This study also shows that the Fe\( \text{II} \)-S(Met) bond is weak (2.6 kcal/mol) and under entatic (i.e. constrained) control by the protein to keep it bound at physiological temperature (i.e. to overcome the entropic contribution to the Gibbs free energy) for its electron transfer function.

4.6 Outlook
The study on cytochrome c established a methodology utilizing RIXS to study the bonding in metalloproteins with highly covalent active site environments. Model compounds that are measurable by both RIXS and L-edge XAS are first analyzed, in order to create a framework through which the RIXS data of the metalloprotein site, not easily accessible by L-edge XAS, can be analyzed. This methodology can be extended to other heme enzyme sites, such as Fe-O_2 in oxyhemoglobin (with [Fe(pfp)-(1-MeIm)O_2] as a reference model compound (Section 3.5.2)) and Fe^{IV}=O sites in compound I and II in a range of metalloenzymes and their models.

5 Concluding Comments

X-ray absorption spectroscopy at the K-edge and L-edge accesses rich electronic structure information. Both methods can be used to probe the unoccupied 3d orbitals of transition metal sites; however, their different absorption transition operators lead to specific sensitivities, giving complimentary information. Metal K-edge spectroscopy includes both electric quadrupole (1s \rightarrow 3d) pre-edge and electric dipole (1s \rightarrow 4p) edge transitions. The K pre-edge is sensitive to coordination number and symmetry, exhibiting enhanced intensities in non-centrosymmetric coordination environments due to ligand-enabled mixing of metal 4p character into the 3d orbitals. K-edge XAS can thus be used to quantify this 3d – 4p mixing, as well as aspects regarding the covalency of ligand-metal bonds, particularly from shakedown transitions on the edge. L-edge XAS probes electric dipole allowed 2p \rightarrow 3d transitions providing a more direct probe of covalent delocalization in that the covalency of specific d orbitals can be differentiated. With the use of charge transfer multiplet simulations of the entire L-edge spectral shape, the DOC of metal ions can be obtained, leading to detailed insight into ligand-metal σ and π donation and π back-bonding. The short penetration depth of L-edge XAS limits applicability for the study of low concentration biological systems. Fluorescence detection can to some extent overcome the short penetration depth of electron yield detected L-edge XAS, extending the detected depth to over 1000 Å. However, for the study of bioinorganic metal sites, the fluorescence from non-metal atoms can dominate the total emission (particularly the oxygen Kα emissions), masking the weaker emissions that originate from the metal centers. Discrimination of emission energies can be achieved to some extent with Ge diode or Si drift detection, however in many cases further development, such as dispersion methods [97, 98], will be required, before partial fluorescence detected L-edge XAS can be applied to transition metal sites in biological systems. K-edge XAS requires hard X-rays, which are more deeply penetrating in matter than soft X-ray L-edge XAS, and is better suited for the study of low concentration samples. K-edge XAS, however lacks the detailed sensitivity to differential orbital covalency that L-edge provides. Resonant inelastic X-ray scattering (RIXS) combines hard X-ray K-edge absorption with Kα emission resulting in the same final state configuration obtained with L-edge XAS. Due to the presence of the absorption intermediate state, Kα RIXS can also access final states forbidden by L-edge
XAS, and is therefore highly sensitive to DOC. RIXS spectra at pre-edge incident energies (i.e. CIE cuts) give L-edge like spectra, from which DOC can be extracted. Furthermore, RIXS spectra at Kα emission energies (i.e. CEE cuts) give high resolution K-edge like spectra. Determination of DOC based on L-edge XAS and RIXS measurements requires the use of semi-empirical crystal field multiplet simulations, with valence bond configuration interactions, to uncouple multiplet effects from π and σ bonding and π back bonding contributions to spectra. Alternative theoretical methods offering ab initio approaches have recently been developed, including ROCIS [99] and RASPT2 [100, 101]. In principle, the application of these multi-reference methods will be effective in situations where metal clusters are of low symmetry, and charge transfer multiplet simulations become over parameterized.

The sensitivity of Kα RIXS to low concentration metal sites, combined with ability to access final states forbidden by L-edge XAS, make the method particularly precise for quantifying bonding contributions to frontier molecular orbitals in bio-inorganic systems. In particular we have shown that Kα RIXS can access the frontier molecular orbitals of heme sites, which cannot be accessed by traditional optical spectroscopies, due to the intense intra-ligand heme transitions and high covalency that mask signals associated with the metal ion. For these reasons it will be important to apply Kα RIXS to the study of metal heme sites in protein and enzyme systems, including, the investigation of O₂ binding and activation and quantification of how heme relate to non-heme iron active sites.
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**Figure Captions:**

**Figure 1.1:** X-ray brilliance (photons/s/mm$^2$/mrad$^2$/0.1%BW) with orders of magnitude increase as a function of time. Tubes represent X-ray tubes generally used in a laboratory, “Rings”: synchrotron radiation storage rings facilities, “ERLs”: energy recovery LINACs, XFELs: X-ray free electron lasers. Figure was reproduced from Ref. [102], with permission of the copyright holders.

**Figure 2.1:** Top: Cu K-edge spectra of 2-coordinate (solid), 3-coordinate (dotted), and 4-coordinate (dashed) Cu$^+$ complexes. Bottom: Splitting of Cu 4p orbitals with different coordination numbers. Adapted from Ref. [35].

**Figure 2.2:** a) Polarization of the incoming X-ray relative to the [CuCl$_4$]$^{2-}$ crystal; X-rays are polarized perpendicular to the molecular z-axis b) Polarization-dependent K-edge XAS spectra for [CuCl$_4$]$^{2-}$, with the rotation angle $\varphi$ collinear along the crystal c-axis. c) $1s \rightarrow 3d$ transition cross section as a function of $\varphi$. Adapted from Ref. [38].

**Figure 2.3:** Illustration of the orbital mixing between the copper and chlorine ligands. a) For $D_{4h}$ Cu, the $\sigma$ anti-bonding SALC of $b_{1g}$ symmetry overlaps with the $3d_{x^2-y^2}$, but not the $4p_z$. b) For $D_{2d}$ Cu, the $\sigma$ anti-bonding SALC of $b_2$ symmetry overlaps with both the
3d_{x^2-y^2} and the 4p_z, resulting in 3d-4p mixing. c) Cu K pre-edges of $D_{4h}$ and $D_{2d}$ [CuCl_4]^2-. Adapted from Ref. [94].

Figure 2.4: Configuration energy diagrams for the ground (left) and final (right) states for shakedown transitions. Adapted from Ref. [42].

Figure 2.5: a) Polarized Cu K-edge XAS spectra of $D_{2d}$ [CuCl_4]^2- along the z (solid) and y (dashed) axes; b) Fits to the pre-edge, shakedown, and main peaks of z-polarized $D_{2d}$ [CuCl_4]^2-. Reproduced from Ref. [43].

Figure 2.6: Cu K-edge XAS spectra of plastocyanin (left) and stellacyanin (right). Adapted from Ref. [44].

Figure 2.7: a) Fe Fe K-edge XAS spectrum of [FeCl_6][Co(NH_3)_6]; b) theoretical energy splitting and intensity distribution in the allowed final states; c) ground and final-state electronic configurations for ferric, high-spin $O_h$ complexes. Reproduced from Ref. [48].

Figure 2.8: a) Fe K-edge XAS spectrum of [Fe(H_2O)_6][SiF_6]; b) theoretical energy splitting and intensity distribution in the allowed final states, and effect of changing covalency and 10Dq; c) ground- and final-state electronic configurations for ferrous, high-spin $O_h$ complexes. Reproduced from Ref. [48].

Figure 2.9: a) Fe K-edge XAS spectrum of Fe(prpep)_2; b) single allowed transition in the pre-edge; c) ground and final-state electronic configurations for ferrous, low-spin $O_h$ complexes. Reproduced from Ref. [48].

Figure 2.10: a) Fe K-edge XAS spectrum of [Fe(prpep)_2](ClO_4); b) theoretical energy splitting and intensity distribution in the allowed final states, and effect of changing covalency and 10Dq; c) ground and final-state electronic configurations for ferric, low-spin $O_h$ complexes. Reproduced from Ref. [48].

Figure 2.11: Fe K-edge XAS spectrum of (Et_4N)[FeCl_4]; b) intensity distribution of the quadrupole-allowed and dipole-allowed transitions; c) ground and final-state electronic configurations for ferric, high-spin $T_d$ complexes. Reproduced from Ref. [48].

Figure 3.1: a) Intensity normalized L-edge spectra of Cu^{II} plastocyanin with reference samples (N-mph)_2CuCl_4 and Cs_2CuCl_4. b) Left: schematic of the observed Cu 2p to 3d $\psi_{\text{HOMO}}$ transition. b) Right: Variation of Cu L-edge intensity, plotted as a function of Cu 3d_{x^2-y^2} character. Adapted from Ref [56].

Figure 3.2: Simulations to demonstrate the strong influence of multiplet effects in high spin (a) and low spin (b) $O_h$ Fe^{III} L-edge XAS. The upper figures show simulations including all multiplet, crystal field and spin orbit coupling effects. The lower simulations excludes 2p3d Coulomb and exchange multiplet effects.
Figure 3.3: The distribution of $t_{2g}$ ($\pi$) and $e_g$ ($\sigma$) density of states in high and low-spin ferric charge transfer multiplet simulations. Adapted from Ref [65].

Figure 3.4: Fe L-edge spectra (solid lines) and ligand field multiplet simulations with DOC (broken lines) for (a) [Fe$^{III}$Cl$_4$]$^-$ $T_d$ $S=5/2$, (b) [Fe$^{III}$Cl$_6$]$^{3-}$, $O_h$ $S=5/2$, (c) [Fe$^{III}$(tacn)$_2$]$^{3+}$, $O_h$ $S=1/2$, (d) [Fe$^{II}$Cl$_4$]$^{2-}$ $T_d$ $S=2$, (e) [Fe$^{II}$Cl$_6$]$^{4-}$ $O_h$, $S=2$, and (f), [Fe$^{II}$(tacn)$_2$]$^{2+}$ $O_h$ $S = 0$. Adapted from Ref. [60].

Figure 3.5: Intensity normalized Fe L-edge spectra for K$_3$[Fe(cat)$_3$] and K$_3$[Fe(ox)$_3$]. The relative ratios of the two main L$_3$-peaks indicate the different amounts of $\pi$ and $\sigma$ donation into the 3d orbitals. The total intensities of the peaks indicates the relative amounts of covalency. Adapted from Ref. [65].

Figure 3.6: L-edge XAS spectra of (a) Fe$^{III}$(CN)$_6$ and (b) Fe$^{II}$(CN)$_6$ (solid lines) and charge transfer multiplet simulations (broken lines). Adapted from Ref. [69].

Figure 3.7: Fe L-edge XAS of heme versus non-heme Fe compounds: a) Fe$^{II}$ heme complex [Fe(tpp)(ImH)$_2$] and Fe$^{II}$ non-heme complex [Fe(tacn)$_2$]Cl; b) Fe$^{III}$ heme complex [Fe(tpp)(ImH)$_2$]Cl and non-heme complex [Fe(tacn)$_2$]Cl$_3$. Adapted from Ref.[71].

Figure 3.8: (a) L-edge spectrum of [Fe(pfp)-(1-MeIm)O$_2$] (Fe-O$_2$ picket fence porphyrin) with charge transfer multiplet fit. (b) L-edge spectra of [Fe$^{II}$(pfp)(1-MeIm)$_2$], [Fe$^{II}$(pfp)] and [(Fe$^{III}$(tpp)ImH)$_2$]. Adapted from Ref. [77]

Figure 3.9: (a) multiplet simulations progressing from a ferrous low-spin ($\Delta_{BB} = -1.65$ eV) to a ferric low spin ($\Delta_{BB} = -8.65$ eV) resulting in more MLCT from 9% to 90% d\pi* hole character on the iron. (b) Multiplet simulations progressing from ferric low-spin ($\Delta = -0.60$ eV) to ferrous low spin ($\Delta = -9.40$ eV) resulting in more LMCT into the d\sigma hole, giving rise to a simulation with predominantly d$^6$ character. Adapted from Ref [77].

Figure 4.1: Experimental RIXS planes for ferrous tacn [Fe$^{II}$$(tacn)_2$]Br$_2$, ferrocyanide K$_4$[Fe$^{II}$(CN)$_6$], ferric tacn [Fe$^{III}$$(tacn)_2$]Br$_3$ and ferricyanide K$_3$[Fe$^{III}$(CN)$_6$] (first row). In the ferrous tacn spectrum, white lines show constant incident energy (CIE) and constant emission energy (CEE) cuts. The second row shows expanded pre-edge regions where the maximum of the color scale corresponds to the peak of the pre-edge. The third row shows VBCI modeling results for the corresponding pre-edge region. As the model only includes quadrupole transitions, the dipole-dominated rising edge is not described. Adapted from Ref.[93].

Figure 4.2: Two-step total energy schematic of the Kα RIXS process. The vertical axis shows the total energy of the electron configuration. Photon energies are shown for the case of an iron complex. Adapted from Ref.[93].

Figure 4.3: Spectra in the K pre-edge region for ferrous tacn (top left), ferrocyanide (top right), ferric tacn (bottom left), and ferricyanide (bottom right). Experimental K pre-edge spectra (blue) are compared to the spectra from the VBCI multiplet model (light blue).
Modeled absorption resonances are shown as sticks. Experimental CEE cuts through the maximum of the pre-edge resonance (red) are compared to the corresponding cuts through the modeled RIXS plane (gray). The CEE cuts are arbitrarily scaled to facilitate comparison with the K pre-edge. Adapted from Ref.[93].

Figure 4.4: Comparison of the RIXS CIE cut from the maximum of the pre-edge resonance (dark red) to the L-edge XAS spectrum (dark blue) of ferrous tacn (top left) and ferrocyanide (top right). The results from the VBCI multiplet model are shown below the experimental results for both CIE cut (light red) and L-edge XAS (light blue). Separate contributions to the RIXS CIE spectra from final states of $T_{1u}$ ($\Gamma_{6}^{-}$) and $T_{2u}$ ($\Gamma_{8}^{-}$) symmetry are shown in purple and gray, respectively. Experimental and modeled CIE cuts through the center of the pre-edge features, together with integrated CIE spectra (purple) and L-edge XAS (blue) for ferric tacn (bottom left) and ferrocyanide (bottom right). The integrations of the experimental CIE spectra are done up to an incident energy of 7115.0 eV for ferric tacn and 7114.3 eV for ferricyanide to limit the effects from the rising edge. Contributions to the integrated CIE spectrum of ferric tacn from final states of different symmetry are shown in light green ($\Gamma_{6}^{-}$), violet ($\Gamma_{7}^{-}$), and orange ($\Gamma_{8}^{-}$), and contributions from different intermediate states, labeled by the symmetry of the valence state, are shown at the bottom. Adapted from Ref.[93].

Figure 4.5: Relevant symmetry selection rules in $O_h$ symmetry for $K_{\alpha}$ RIXS and L-edge XAS from the $A_{1g}$ ($\Gamma_{1}^{+}$) ground state in low-spin ferrous complexes (left) and from the $\Gamma_{7}^{+}$ ground state of low-spin ferric complexes (right). Adapted from Ref.[94].

Figure 4.6: Molecular structures of (a) FeTPP(ImH)$_2$, and (b) its active side counterpart in cytochrome c. Adapted from Ref.[95].

Figure 4.7: Ferrous cyt c: (a) Full 1s2p RIXS plane; (b) rising-edge subtracted K$\alpha$ RIXS plane; (c) comparison of the CEE cut through the uncorrected plane (red line in (a)) with the CEE cut of Fe$^{II}$TPP(ImH)$_2$; (d) comparison of the CIE cut along the red line in (b) with the CIE cut of Fe$^{II}$TPP(ImH)$_2$. Adapted from Ref.[95].

Figure 4.8: Ferric cyt c: (a) Full 1s2p RIXS plane, (b) rising-edge subtracted K$\alpha$ RIXS plane, (c) comparison of the CEE cut through the uncorrected plane (red line in (a)) with the CEE cut of Fe$^{III}$TPP(ImH)$_2$, (d) comparison of the CIE cuts along the green and red lines in (b) with the corresponding CIE cuts of the ferric model complex. Adapted from Ref.[95].
Figure 1.1: X-ray brilliance with orders of magnitude increase as a function of time. Tubes represent X-ray tubes generally used in a laboratory, “Rings”: synchrotron radiation storage rings facilities, “ERLs”: energy recovery LINACs, XFELs: x-ray free electron lasers. Figure was reproduced from ref. [1], with permission of the copyright holders.
Figure 2.1: Top: Cu K-edge spectra of 2-coordinate (solid), 3-coordinate (dotted), and 4-coordinate (dashed) Cu$^+$ complexes. Bottom: Splitting of Cu 4p orbitals with different coordination numbers. Adapted from Ref. [10].
Figure 2.2: a) Polarization of the incoming x-ray relative to the [CuCl$_4$]$^{2-}$ crystal; x-rays are polarized perpendicular to the molecular z-axis b) Polarization-dependent K-edge XAS spectra for [CuCl$_4$]$^{2-}$, with the rotation angle $\phi$ collinear along the crystal c-axis. c) 1s $\rightarrow$ 3d transition cross section as a function of $\phi$. Adapted from Ref. [13].
Figure 2.3: Illustration of the orbital mixing between the copper and chlorine ligands. 

a) For $D_{4h}$ Cu, the $\sigma$ anti-bonding SALC of $b_{1g}$ symmetry overlaps with the $3d_{x^2-y^2}$, but not the $4p_z$. 

b) For $D_{2d}$ Cu, the $\sigma$ anti-bonding SALC of $b_2$ symmetry overlaps with both the $3d_{x^2-y^2}$ and the $4p_z$, resulting in 3d-4p mixing. 

c) Cu K pre-edges of $D_{4h}$ and $D_{2d} [CuCl_4]^{2-}$. Adapted from Ref. [68].
Figure 2.4: Configuration energy diagrams for the ground (left) and final (right) states for shakedown transitions. Adapted from Ref. [17].
Figure 2.5: a) Polarized Cu K-edge XAS spectra of $D_{2d} [\text{CuCl}_4]^2-$ along the z (solid) and y (dashed) axes; b) Fits to the pre-edge, shakedown, and main peaks of z-polarized $D_{2d} [\text{CuCl}_4]^2-$. Reproduced from Ref. [18].
Figure 2.6: Cu K-edge XAS spectra of plastocyanin (left) and stellacyanin (right). Adapted from Ref. [19].
Figure 2.7: a) Fe K-edge XAS spectrum of $[\text{FeCl}_6][\text{Co(NH}_3)_6]$; b) theoretical energy splitting and intensity distribution in the allowed final states; c) ground and final-state electronic configurations for ferric, high-spin $O_h$ complexes. Reproduced from Ref. [22].
Figure 2.8: a) Fe K-edge XAS spectrum of \([\text{Fe(H}_2\text{O)}_6][\text{SiF}_6]\); b) theoretical energy splitting and intensity distribution in the allowed final states, and effect of changing covalency and 10Dq; c) ground- and final-state electronic configurations for ferrous, high-spin \(O_h\) complexes. Reproduced from Ref. [22].
Figure 2.9: a) Fe K-edge XAS spectrum of \( \text{Fe(prpep)}_2 \); b) single allowed transition in the pre-edge; c) ground and final-state electronic configurations for ferrous, low-spin \( O_h \) complexes. Reproduced from Ref. [22].
Figure 2.10: a) Fe K-edge XAS spectrum of [Fe(prpep)$_2$](ClO$_4$); b) theoretical energy splitting and intensity distribution in the allowed final states, and effect of changing covalency and 10Dq; c) ground and final-state electronic configurations for ferric, low-spin $O_h$ complexes. Reproduced from Ref. [22].
Figure 2.11: Fe K-edge XAS spectrum of (Et₄N)[FeCl₄]; b) intensity distribution of the quadrupole-allowed and dipole-allowed transitions; c) ground and final-state electronic configurations for ferric, high-spin $T_d$ complexes. Reproduced from Ref. [22].
Figure 3.1: a) Intensity normalized L-edge spectra of Cu$^{II}$ plastocyanin with reference samples (N-mph)$_2$CuCl$_4$ and Cs$_2$CuCl$_4$. b) Left: schematic of the observed Cu 2p to 3d $\psi_{\text{HOMO}}$ transition. b) Right: Variation of Cu L-edge intensity, plotted as a function of Cu 3d$_{x^2-y^2}$ character. Adapted from Ref [30].
Figure 3.2: Simulations to demonstrate the strong influence of multiplet effects in high spin (a) and low spin (b) $O_h$ Fe$^{III}$ L-edge XAS. The upper figures show simulations including all multiplet, crystal field and spin orbit coupling effects. The lower simulations excludes 2p3d Coulomb and exchange multiplet effects.
Figure 3.3: The distribution of $t_{2g}$ ($\pi$) and $e_g$ ($\sigma$) density of states in high and low-spin ferric charge transfer multiplet simulations. Adapted from Ref [39].
Figure 3.4: Fe L-edge spectra (solid lines) and ligand field multiplet simulations with DOC (broken lines) for (a) [Fe$^{\text{III}}$Cl$_4^-$] $T_\text{d}$ $S=5/2$, (b) [Fe$^{\text{III}}$Cl$_6^{3-}$] $O_\text{h}$ $S=5/2$, (c) [Fe$^{\text{III}}$(tacn)$_2$]$^{3+}$ $O_\text{h}$ $S=1/2$, (d) [Fe$^{\text{II}}$Cl$_4^{2-}$] $T_\text{d}$ $S=2$, (e) [Fe$^{\text{II}}$Cl$_6^{4-}$] $O_\text{h}$ $S=2$, and (f) [Fe$^{\text{II}}$(tacn)$_2$]$^{2+}$ $O_\text{h}$ $S=0$. Adapted from Ref. [34].
Figure 3.5 Intensity normalized Fe L-edge spectra for K$_3$[Fe(cat)$_3$] and K$_3$[Fe(ox)$_3$]. The relative ratios of the two main L$_3$-peaks indicate the different amounts of $\pi$ and $\sigma$ donation into the 3d orbitals. The total intensities of the peaks indicate the relative amounts of covalency. Adapted from Ref. [39]
Figure 3.6: L-edge XAS spectra of (a) Fe$^{\text{III}}$(CN)$_6$ and (b) Fe$^{\text{II}}$(CN)$_6$ (solid lines) and charge transfer multiplet simulations (broken lines). Adapted from Ref. [43].
Figure 3.7: Fe L-edge XAS of heme versus non-heme Fe compounds: a) Fe$^{II}$ heme complex [Fe(tpp)(ImH)$_2$] and Fe$^{II}$ non-heme complex [Fe(tacn)$_2$]Cl$_2$; b) Fe$^{III}$ heme complex [Fe(tpp)(ImH)$_2$]Cl and non-heme complex [Fe(tacn)$_2$]Cl$_3$. Adapted from Ref. [45].
Figure 3.8: (a) L-edge spectrum of $[\text{Fe(pfp)}(1-\text{Melm})\text{O}_2]$ (Fe-O$_2$ picket fence porphyrin) with charge transfer multiplet fit. (b) L-edge spectra of $[\text{Fe}^\text{II}(\text{pfp})(1-\text{Melm})_2]$, $[\text{Fe}^\text{II}(\text{pfp})]$ and $[\text{Fe}^\text{III}(\text{tpp})\text{ImH}_2]$. Adapted from Ref. [51]
Figure 3.9: (a) multiplet simulations progressing from a ferrous low-spin ($\Delta_{BB} = -1.65$ eV) to a ferric low spin ($\Delta_{BB} = -8.65$ eV) resulting in more MLCT from 9% to 90% d$\pi^*$ hole character on the iron. (b) Multiplet simulations progressing from ferric low-spin ($\Delta = -0.60$ eV) to ferrous low spin ($\Delta = -9.40$ eV) resulting in more LMCT into the d$\pi$ hole, giving rise to a simulation with predominantly d$^6$ character. Adapted from Ref [51].
Figure 4.1: Experimental RIXS planes for ferrous tacn $[\text{Fe}^{II}(\text{tacn})_2]\text{Br}_2$, ferrocyanide $\text{K}_4[\text{Fe}^{II}(\text{CN})_6]$, ferric tacn $[\text{Fe}^{III}(\text{tacn})_2]\text{Br}_3$ and ferricyanide $\text{K}_3[\text{Fe}^{III}(\text{CN})_6]$ (first row). In the ferrous tacn spectrum, white lines show constant incident energy (CIE) and constant emission energy (CEE) cuts. The second row shows expanded pre-edge regions where the maximum of the color scale corresponds to the peak of the pre-edge. The third row shows VBCI modeling results for the corresponding pre-edge region. As the model only includes quadrupole transitions, the dipole-dominated rising edge is not described. Adapted from Ref. [67].

Figure 4.2: Two-step total energy schematic of the Kα RIXS process. The vertical axis shows the total energy of the electron configuration. Photon energies are shown for the case of an iron complex. Adapted from Ref. 67.
Figure 4.3: Spectra in the K pre-edge region for ferrous tacn (top left), ferrocyanide (top right), ferric tacn (bottom left), and ferricyanide (bottom right). Experimental K pre-edge spectra (blue) are compared to the spectra from the VBCI multiplet model (light blue). Modeled absorption resonances are shown as sticks. Experimental CEE cuts through the maximum of the pre-edge resonance (red) are compared to the corresponding cuts through the modeled RIXS plane (gray). The CEE cuts are arbitrarily scaled to facilitate comparison with the K pre-edge. Adapted from Ref. 67.
Figure 4.4: Comparison of the RIXS CIE cut from the maximum of the pre-edge resonance (dark red) to the L-edge XAS spectrum (dark blue) of ferrous tcnq (top left) and ferrocyanide (top right). The results from the VBCI multiplet model are shown below the experimental results for both CIE cut (light red) and L-edge XAS (light blue). Separate contributions to the RIXS CIE spectra from final states of $T_{1u}$ ($\Gamma_{4u}$) and $T_{2u}$ ($\Gamma_{5u}$) symmetry are shown in purple and gray, respectively. Experimental and modeled CIE cuts through the center of the pre-edge features, together with integrated CIE spectra (purple) and L-edge XAS (blue) for ferric tcnq (bottom left) and ferrocyanide (bottom right). The integrations of the experimental CIE spectra are done up to an incident energy of 7115.0 eV for ferric tcnq and 7114.3 eV for ferrocyanide to limit the effects from the rising edge. Contributions to the integrated CIE spectrum of ferric tcnq from final states of different symmetry are shown in light green ($\Gamma_{6u}$), violet ($\Gamma_{7u}$), and orange ($\Gamma_{8u}$), and contributions from different intermediate states, labeled by the symmetry of the valence state, are shown at the bottom. Adapted from Ref. 67.
Figure 4.5: Relevant symmetry selection rules in $O_h$ symmetry for Kα RIXS and L-edge XAS from the $A_{1g}$ ($\Gamma_3^+$) ground state in low-spin ferrous complexes (left) and from the $\Gamma_7^+$ ground state of low-spin ferric complexes (right). Adapted from Ref. 68.

Figure 4.6: Molecular structures of (a) FeTPP(ImH)$_2$, and (b) its active side counterpart in cytochrome c. Adapted from Ref. 69.
Figure 4.7: Ferrous cyt c: (a) Full 1s2p RIXS plane; (b) rising-edge subtracted Kα RIXS plane; (c) comparison of the CEE cut through the uncorrected plane (red line in (a)) with the CEE cut of Fe$^{II}$TPP(ImH)$_2$; (d) comparison of the CIE cut along the red line in (b) with the CIE cut of Fe$^{II}$TPP(ImH)$_2$. Adapted from Ref. 69.
Figure 4.8: Ferric cyt c: (a) Full 1s2p RIXS plane, (b) rising-edge subtracted Kα RIXS plane, (c) comparison of the CEE cut through the uncorrected plane (red line in (a)) with the CEE cut of FeIII TPP(ImH)2, (d) comparison of the CIE cuts along the green and red lines in (b) with the corresponding CIE cuts of the ferric model complex. Adapted from Ref. 69.