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ABSTRACT
Data preparation, whether for populating enterprise data warehouses or as a precursor to more exploratory analyses, is recognised as being laborious, and as a result is a barrier to cost-effective data analysis. Several steps that recur within data preparation pipelines are amenable to automation, but it seems important that automated decisions can be refined in the light of user feedback on data products. There has been significant work on how individual data preparation steps can be refined in the light of feedback. This paper goes further, by proposing an approach in which feedback on the correctness of values in a data product can be used to revise the results of diverse data preparation components. Furthermore, the approach takes into account all the available feedback in determining which actions should be applied to refine the data preparation process. The approach has been implemented to refine the results of of matching, mapping and data repair components in the VADA data preparation system, and is evaluated using deep web and open government data sets from the real estate domain. The experiments have shown how the approach enables feedback to be assimilated effectively for use with individual data preparation components, and furthermore that synergies result from applying the feedback to several data preparation components.

1 INTRODUCTION
Data preparation is the process of transforming data from its original form into a representation that is more appropriate for analysis. In data warehouses, data preparation tends to be referred to as involving an Extract Transform Load (ETL) process [34], and for more ad hoc analyses carried out by data scientists may be referred to as data wrangling [27]. In both cases, similar steps tend to be involved in data preparation, such as: discovery of relevant sources; profiling of these sources to better understand their individual properties and the potential relationships between them; matching to identify the relationships between source attributes; mapping to combine the data from multiple sources; format transformation to revise the representations of attribute values; and entity resolution to identify and remove duplicate records representing the same real world object.

This is a long list of steps, each of which can potentially involve data engineers: (i) deciding which data integration and cleaning operations to apply to which sources; (ii) deciding the order of application of the operations; and (iii) either configuring the individual operation applications or writing the rules that express the behaviour to be exhibited. Although there are many data preparation products, and the market for data preparation tools is estimated to be $2.9 billion [24], most of these products are essentially visual programming platforms, in which users make many, fine-grained decisions. The consequences of this is that data preparation is typically quoted as taking 80% of the time of data scientists, who would prefer to be spending their time on analysing and interpreting results\footnote{https://www.forbes.com/sites/gilpress/2016/03/23/data-preparation-most-time-consuming-least-enjoyable-data-science-task-survey-says/33d442566f3}.

The high cost of data preparation has been recognised for a considerable period. For example, research into dataspaces [12] proposed a pay-as-you-go approach to data integration, in which there was an initial and automated bootstrapping phase, which was followed by an incremental improvement phase in which the user provided feedback on the data product. This gave rise to a collection of proposals for pay-as-you-go data integration and cleaning platforms [17], which in turn led to proposals for the use of crowds as a possible source of feedback [9]. This research provided experience with pay-as-you-go data management, without leading to many end-to-end systems, for the most part, feedback was obtained for a particular task (e.g. mapping selection, entity resolution) and used for that task alone. This was alright, but collecting feedback on lots of individual components is itself expensive, and thus not especially helpful for the complete, many-step data preparation process.

This, therefore, leaves open the question as to how to make a multi-step data preparation process much more cost effective, for example through automation and widespread use of feedback on data products. There are now some results on automating comprehensive data preparation pipelines. For example, in Data Tamer [29], machine learning is used to support activities including the alignment of data sets and instance level integration through entity resolution and fusion. In some respects Data Tamer follows a pay-as-you-go approach, as the training data used by the learning components is revised in the light of experience. Furthermore, in VADA [21], a collection of components (for matching, mapping generation, source selection, format transformation and data repair) are orchestrated automatically over data sources, informed by supplementary instance data drawn from the domain of the target schema [20]. However, to date, feedback has only been applied in VADA to inform the selection of mappings.

In this paper we investigate how feedback on the data product that results from the multi-component data preparation process in VADA can be used to revise the results of multiple of these wrangling components in a well-informed way. In particular, given feedback on the correctness of tuples in the data product, a feedback assimilation strategy explores a set of hypotheses about the reason for problems with the result. The statistical significance of these hypotheses is then tested, giving rise to the generation of a revised data integration process. The proposed approach thus uses the same feedback to inform changes to many different data preparation components, thereby seeking to maximise the return on the investment made in the provision of feedback.

The contributions of the paper are as follows:
2 A DATA PREPARATION PIPELINE

This section provides an overview of the aspects of the VADA data preparation architecture that are relevant to the feedback assimilation approach that is the focus of the paper. The VADA architecture is described in more detail in earlier publications [20, 21].

2.1 Defining a Data Preparation Task

In VADA, instead of handcrafting a data preparation workflow, the user focuses on expressing their requirements, and then the system automatically populates the end data product. In particular, the user provides:

**Input Data Sources:** A collection of data sources that can be used to populate the result. Figure 1, illustrates the data sources in our running scenario. These sources include real estate property data (sources s1 to s3) and open government data (source s4).

**Target Schema:** A schema definition for the end data product. In the running example, the target schema consists of one table, property, with six attributes, namely price, postcode, income, bedroom_no, street_name, and location.

**User Context:** The desired characteristics of the end product; as the end data product is obtained by an automated process, many candidate solutions can be generated. The user context allows the system to select solutions that meet the specific requirements of the user [1]. The user’s requirements are modelled as a weighted set of criteria, with the sum of their weights equal to one. Although in general different quality criteria can be used (such as completeness, consistency or relevance), in our running example, we consider 6 criteria, each one on the correctness of a target schema attribute, and a weight of $\frac{1}{6}$.

**Data Context:** Supplementary instance data associated with the target schema, which can be used as additional evidence to inform the automated data preparation process [20]. For example, in Figure 1, reference data is provided that definitive address data.
in Figure 2. In the absence of feedback or any other user-defined characteristics, the system will select tuples that are as complete as possible to populate the end data product. However, as illustrated in Figure 2, feedback on the correctness of the result can be used to revise how the data product is produced, and thus improve its overall quality.

2.2 Data Preparation Process and Components

Figure 3 illustrates the basic flow of events for the data processing pipeline in this paper, where the plus precedes and follows parallel tasks. First, the system is initialised using the sources and data context that the user has provided. Then, CFD Miner, Data Profiler and Matching components are run on the sources and data context. Given the matches and profiling data, the Mapping component generates a set of candidate mappings, over which Mapping Selection evaluates the user criteria to select the most suitable mappings for contributing to the end product. Subsequently, the Data Repair component repairs constraint violations that are detected on the end product. The components are now outlined in more detail:

Initialise: This component sets up the system Knowledge Base with metadata about the data available in the system, the target schema, user preferences and component configurations.

Matching: Given a set of sources and the target schema \( T \), the matching component produces a set of matches between their attributes and the target schema attributes. Each match has a similarity score, with \( 0 \leq \text{score} \leq 1 \).

Profiling: This component analyses the available sources and produces a set of candidate keys and a set of inclusion dependencies among the sources.

Mapping Generation: Using the results of the two previous components as inputs, mapping generation searches the space of possible ways of combining the sources using unions or joins, producing a set of candidate mappings.

Mapping Selection: Given a set of user criteria, a set of candidate mappings, the target schema and a targeted size, mapping selection establishes how many tuples to obtain from each of the candidate mappings to populate a target schema instance, thus creating an end data product [1].

Data Repair: Repair takes place in the presence of reference data; reference data is considered to provide complete coverage of the domains for certain target columns. Data repair involves the cooperation of 2 components. First, CFD Miner is trained on the data context [11]. The component is configured by a support size parameter. In the example illustrated in Figure 2, with a support size of 2, it will produce a number of CFDs, including the following:

\[
\begin{align*}
\text{property}([\text{postcode}] \rightarrow [\text{streetname}], \text{OX4 2 DU} \mid | \text{Cambridge Street}) \\
\text{property}([\text{postcode}] \rightarrow [\text{locality}], \text{OX2 9QU} \mid | \text{Manchester}) \\
\text{property}([\text{postcode}] \rightarrow [\text{streetname}], \text{OX2 9DU} \mid | \text{Crabtree Road}) \\
\text{property}([\text{postcode}] \rightarrow [\text{locality}], \text{OX28 4GE} \mid | \text{Witney}) \\
\text{property}([\text{postcode}] \rightarrow [\text{streetname}], \text{OX4 2 DU} \mid | \text{Oxford Road})
\end{align*}
\]

Given a set of CFDs and a dataset, the Data Repair component will identify violations of these CFDs, which can then be repaired, in the sense that violations are removed [11]. In Figure 2, rules are learnt from the repeated presence of the italicised tuples highlighted in blue in the reference data in Figure 2. Thus, the incorrect values \textit{Market Street, Crabtree Rd, etc.} have been corrected to \textit{Lakeside Rise, Crabtree Road, etc.} resulting in an end product that is consistent with respect to the reference data.

3 PROBLEM STATEMENT

This section provides more details on the problem to be solved, along with an overview of the approach to be followed. The problem can be described as follows.

Assume we have a data preparation pipeline \( P \), that orchesrates a collection of data preparation steps \( s_1, \ldots, s_n \), to produce an end data product \( E \) that consists of a set of tuples. The problem is, given a set of feedback instances \( F \) on tuples from \( E \), to re-orchestrate some or all of the data preparation steps \( s_i \), revised in the light of the feedback, in a way that produces an improved end data product.

In this paper, we assume that the feedback takes the form of true positive (TP) or false positive (FP) annotations on tuples or attribute values from \( E \). When a tuple is labelled as a TP this means that it is considered to belong in the result; and where a tuple is labelled as an FP, this means that it should not have been included in the result. When an attribute value is labelled as a TP this means that the given value is a legitimate member of the domain of the column, and when it is labelled as an FP this value should not have appeared in that column⁡

Given such annotations, the approach consists of the following steps:

1. Given feedback \( F \), identify a collection of hypotheses \( H \) that could explain the feedback. For example, if an attribute value is incorrect, the following are possible hypotheses:
   (i) a match that was used to associate that value in a source with this attribute in the target is incorrect; (ii) a mapping that was used to populate that value in the target is incorrect, for example joining two tables that should not have been joined; and (iii) a format transformation has introduced an error into the value.

2. Given a hypothesis \( h \in H \), review all the evidence pertaining to \( h \) from the feedback to establish if the confidence in the hypothesis is sufficient to suggest that it should be investigated further. For example, if the hypothesis is that a match is incorrect, all the feedback on data derived from that match should be considered together, with a view

⁡These annotations lend themselves to propagation as follows. If a tuple is marked as TP, all of its attribute values are marked as TP. If an attribute value is marked as FP, all tuples containing any of these attribute values are marked as FP.
to determining whether the match should be considered problematic.

(3) Given a hypothesis \( h \in H \) in which there is some confidence from feedback, identify actions that could be taken in the pipeline \( P \). For example, if the hypothesis is that a match is incorrect, possible actions would be to drop that match or to drop all the mappings that use the match.

(4) Given that evidence from feedback \( F \) may support several different hypotheses, there is a space of possible actions that could be carried out, each leading to a different collection of data preparation steps. As a result, we must explore the space of candidate integrations that implement the different actions.

4 SOLUTION

This section provides additional details on how the steps from Section 3 are carried out in practice, and includes details on how the feedback can be used to inform actions on matches, mappings and CFDs. In particular, Section 4.1 identifies hypotheses that may be suggested by the available feedback; Section 4.2 describes how the statistical significance of such hypotheses can be ascertained; Section 4.3 identifies some actions that may be taken in response to a hypothesis; and Section 4.4 describes how the different aspects of the solution are brought together in an algorithm.

4.1 Hypotheses

Given an end data product on which some feedback has been collected, an obvious question is what can the feedback tell us about the way in which the data product has been produced. More specifically, given an end data product and some feedback that identifies problems with the data product, an obvious question is what went wrong in the production of this data product. For example, in Figure 1, the street_name Market Street is not consistent with the postcode M9 8QB, and thus could have been labelled as an FP by the user. It is straightforward to identify possible reasons for this problem, which here we term hypotheses. In this case, possible reasons include:

- **Matching:** Incorrect match used to relate the source to the target.
- **Mapping Generation:** Incorrect mapping combined sources in an inappropriate way.
- **Data Repair:** Incorrect data repair replaced the correct value with the wrong one.

In this paper, all these hypotheses are considered as possible explanations for the identified FP. The question then is when do we provide credence to a hypothesis. Given the evidence available in the form of feedback, hypotheses are tested as follows:

- **Matching:** If the data that results from a match is significantly worse than that produced from other matches for the same target schema attribute, then the match is suspicious.
- **Mapping Generation:** If the result of a mapping is significantly worse than the results from the other mappings, then the mapping is suspicious.
- **Data Repair:** If the repaired values from a repair rule are significantly worse than the other values for the repaired attribute, then the rule is suspicious.

The following section uses statistical techniques to compare matches, mappings and feedback using evidence from feedback.

4.2 Hypothesis Testing

This section describes how hypotheses are tested with respect to the evidence from feedback.

As stated in Section 2, the user can define the desired characteristics of the end product in the form of a set of criteria. Some of these criteria can be determined without feedback (such as the completeness with respect to the data context of the values in a column), but some can be informed by feedback (such as relevance and correctness). In the examples and experiments in this paper, feedback is on correctness. For criteria that are based on feedback, Equation 1 is used, in which \( \hat{c}_s \) is the criterion evaluation on a source \( s \), \( tp \) (resp. \( fp \)) the numbers of tuples marked by the user as true (resp. false) positives, and \(|s|\) is the source size.

\[
\hat{c}_s = \frac{1}{2} \left( 1 + \frac{tp - fp}{|s|} \right) \tag{1}
\]

Thus, in the absence of feedback, the default value for a criterion is 0.5. However, if we have feedback on the correctness of an attribute that there are \( 6 \) \( tp \) values and \( 3 \) \( fp \) values, then if there are 100 tuples, the estimated correctness for the attribute in \( s \) is now \( \frac{1}{2}(1 + \frac{6 - 3}{100}) = 0.515. \)

We now proceed to establish when criteria estimates are significantly different using standard statistical techniques \cite{7}. The estimated values of a criterion \( \hat{c} \) on two sources \( s_2 \) and \( s_1 \) are considered to be significantly different when Equation 2 holds:

\[
\hat{c}_{s_2} - \hat{c}_{s_1} > 2 \sqrt{se_{s_2}^2 - se_{s_1}^2} \tag{2}
\]

where \( \hat{c}_{s_2} \) (resp. \( \hat{c}_{s_1} \)) is the evaluation of criterion \( \hat{c} \) on \( s_2 \) (resp. \( s_1 \)), \( se_{s_2} \) and \( se_{s_1} \) are the standard errors for sources \( s_2 \) and \( s_1 \) respectively, calculated by Equation 3, and \( z \) is a statistical term measuring the relationship between a value and the mean of a group of values. For instance, a \( z \) score of zero indicates that the value and the mean are identical. In our experiments we use the \( z \) score that corresponds to a confidence level of 80\%, i.e. 1.282. Standard error is calculated by Equation 3 below:

\[
se_s = \sqrt{\hat{c}_s(1 - \hat{c}_s)} / L_s \tag{3}
\]

where \( s \) is a source, \( \hat{c}_s \) is the evaluated feedback-based criterion on source \( s \), and \( L_s \) is the amount of feedback collected on source \( s \).

Given the above, then our estimation of a data criterion \( \hat{c}_s \) on a source \( s \) is \( \hat{c}_s \pm e_s \) where \( e_s \) is the margin of error for the data criterion evaluation on \( s \), and \( 0 \leq \hat{c}_s \pm e_s \leq 1 \). A source \( s \) can be either a set of values, or a set of tuples. The formula for the margin of error is given in Equation 4.

\[
e_s = z \cdot se_s \cdot \sqrt{\frac{|s| - L_s}{|s| - 1}} \tag{4}
\]

where \(|s|\) is the number of elements in \( s \) (source size), and \( L_s \) the amount of feedback collected for source \( s \). This is feedback either provided directly on the data product (if it is the end data product) or propagated to it. We only consider attribute-level feedback instances when evaluating \( L_s \) on a set of values, and

\footnote{Such statistical techniques have been used before to compare mappings on the basis of feedback, with a view to targeting feedback collection \cite{28}. In that work, where there is uncertainty as to which mappings should be preferred in mapping selection, additional feedback is obtained to reduce the uncertainty.}
we only consider tuple-level feedback instances when evaluating $L_s$ on a set of tuples.

In the absence of feedback on a set of tuples or values, given that $c_s$ is unknown, hence $c_s = \frac{1}{2} \pm \frac{1}{2}$, we can solve Equation 4 by setting $s_e = \frac{1}{2}$ and $L_s = 0$, and evaluate the standard error $s_e$, for the source $s$ (needed for evaluating significant difference using Equation 2) in the absence of feedback as:

$$s_e = \frac{1}{2 \sqrt{|s| - 1}}$$

Next, we discuss the comparisons we used when testing the different components in the system. The focus is on what is considered as $s_1, s_2$, when evaluating Equation 2.

**Testing matches for significant difference.** Figure 4 shows the target schema $T$ and a source $s$, with a match between attribute $s.d$ and the target schema attribute $T.d$: $m_1 : s.d \sim T.d$.

When testing match $m_1$ for significant difference, Equation 2 is evaluated on the projections on the matching attributes. Specifically, to test the significance of match $m_1$, for the evaluation of Equation 2, we use value sets $s_1$ and $s_2$ (i.e., $s.d$ and $T.d$), as illustrated in Figure 4.

Note that the set $s_1$ is the complete set of values for attribute $s.d$, regardless of whether the values are selected to populate the end product or not, while $s_2$ is the greyed part of attribute $T.d$.

Consider the example in Figure 1, for which some feedback has been obtained on the initial end product in Figure 2, to the effect that the first two tuples have $fp$ annotations for their $bedroom_no$. In Figure 2, the first 3 tuples have been obtained from Source 1, but involve an incorrect match of Source 1.bathrooms with Target.bedroom_no. The correctness estimated for this match using Equation 1 is $\frac{1}{2}(1 + \frac{0.5}{1}) = 0.33$. The correctness for the values obtained from other matches on the same column, on which no feedback has been collected, is estimated using Equation 1 to be 0.5. Although with this small illustrative example statistical significance is difficult to establish, we can see that the correctness estimate associated with the match from Source 1.bathrooms with Target.bedroom_no is lower than that for the other values in the column (obtained using matches involving source attributes Source 2.bedroom_no and Source 3.bed_num), and thus the match involving Source 1.bathrooms with Target.bedroom_no may be identified as being suspicious.

**Testing mappings for significant difference.** Figure 5 shows an example of a target schema $T$ populated with tuples selected from 5 candidate mappings. Candidate mappings $m_1$ to $m_4$ contribute to the solution, while $m_5$ does not. For each of the candidate mappings that contributes to the solution, we evaluate the participating tuples against the rest of the tuples of the end product, using Equation 2. For instance, for to evaluate whether mapping $m_1$ is significantly different, we use $s_1$ and $s_2$ as illustrated in Figure 5.

It is important to mention that for mappings, before evaluation, we propagate to the mapping the feedback that the user has provided on the end product, and on the mappings themselves. Furthermore, the Mapping Selection component ensures that the tuples that are marked as true (resp. false) positives are selected (resp. not selected).

**Testing CFDs for significant difference.** In Figure 6 we see the result of a CFD on the end product. We mark as green the 2 attribute values for column $c$ that are found to be correct, and with red the 3 values in column $d$ found to be violating the CFD, and that were thus repaired. As before, we consider tuple sets $s_1$ and $s_2$ in Figure 6 as inputs to Equation 2. Note that the correct values are not considered in $s_1$, as they have no effect on the end product. We only consider the tuples that were modified.

### 4.3 Actions

Each of the hypotheses is associated with a respective action, typically set in this paper to ruling out the suspicious item before rerunning the data preparation pipeline. An item here is a match, a candidate mapping, or a CFD rule. The hypotheses and respective actions per component are thus summarised below:
Algorithm 1: Apply collected feedback

1: function APPLYFEEDBACK
2: for all \( m \in \text{Matches} \) do
3: if significantlyWorse\((m, a, T, a \setminus m.a)\) then
4: \text{Matches}.remove\((m)\)
5: end if
6: end for
7: end function

5 EVALUATION

5.1 Experimental Setup

For the evaluation, we used as sources the following datasets: (a) forty datasets with real-estate properties extracted from the web using XPath [13], with contents similar to sources \( s_1 \) to \( s_3 \) in Figure 1, (b) English indices of deprivation data, downloaded from www.gov.uk, as shown in \( s_4 \) in Figure 1. As reference data, we used open address data from openaddressesuk.org.

Then, to enable the automatic evaluation of correctness on the end product and throughout the pipeline, we constructed a ground truth based on the available data, which we used for our experiments, as follows: we manually matched, mapped, deduplicated, and then repaired the end product. This gave us a dataset consisting of approximately 4.5k tuples.

For the experiments, the match threshold was set to 0.6, the top 100 mappings are retained from mapping generation, and the support size for the data repair component was set to 5.

Each of the criteria in the user context was set to be the correctness of an attribute from the target schema. Thus, the user criteria are: correctness(price), correctness(postcode), correctness(income), correctness(neighborhood) correctness(street_name), and correctness(location). They all have the same weight, \( \frac{1}{5} \). The correctness of each of these properties is estimated based on feedback. Mapping selection is configured to select what are predicted to be the best 1000 tuples from a subset of the generated mappings.

The workflow for the experiments is illustrated in Figure 7. We essentially automatically reran the workflow of Figure 3, collecting 25 feedback instances in each iteration, until 500 feedback instances on the end product had been collected and propagated. Feedback is generated randomly in the experiments, based on the correctness of the respective tuple with respect to the ground truth. In each iteration, half of the feedback is given at tuple level, and half at attribute level.

We then configured the system to test:

- Matching. This means running Algorithm 1 without lines 8–12, and without lines 14–19.
- Mapping generation. This means running Algorithm 1 without lines 2–6, and without lines 14–19.
- Data repair. This means running Algorithm 1 without lines 2–6, and without lines 8–12.
In a setting where mapping selection retains the top 1000 tuples from a ground truth of around 4500 tuples, the recall tends to increase broadly in line with the precision.

• All of the components. This means running Algorithm 1 as defined.
• None of the components. This means running Algorithm 1 without lines 2–6, without lines 8–12, and without lines 14–19. In this case, although no actions are taken to remove matches, mappings or CFDs, the data product is still improved in the light of feedback, as MappingSelection in line 13 is able to benefit from improved estimates of mapping correctness.

The none of the components case forms the baseline, as we know of no direct competitor that is seeking to apply feedback on the result of an integration to revise the behaviour of several integration components.

5.2 Results
The precision values obtained for different configurations are illustrated in Figure 8. Each of the lines in Figure 8 is the average of 5 runs from 0 to 500 randomly collected feedback instances, using the configurations from Section 5.1. Note that, as the collection of different feedback instances leads to different possible actions, which leads to different results being made available for feedback collection, there is no realistic way to provide identical feedback instances to different runs of the experiment. This is reflected in the uneven curves in Figure 8.

As usual, the precision of the end product is evaluated as:

\[ \text{precision} = \frac{tp}{tp + fp} \]

where a tuple is considered a true positive (tp) if all of its values appear in the ground truth, and as a false positive (fp) otherwise.

Notice in Figure 8 that the none case (i.e., when there is no discarding of matches, mappings or rules along the way) still leads to an increase of the precision of the end product. This is because, throughout the experiments, mapping selection (as outlined in Section 2.2) is informed by correctness estimates, and feedback is used to improve the correctness estimates. So, before any feedback is collected, all mappings have the same correctness (estimated at 0.5) and thus mapping selection considers all mappings to be of equal quality. However, as feedback is gathered, different mappings will come to have different levels of correctness, and mapping selection will make increasingly well informed selection decisions. As these selection decisions relate to correctness, this in turn leads to more true positives in the results and a higher precision.

As such, there might be considered to be 2 baselines in this experiment: the case in which there is no feedback, and the precision is around 0.2, and none in which the feedback informs mapping selection, but the approach from Section 4 is not applied. The actions that have been taken by the matching and mapping components, i.e., the removal of suspicious matches or mappings, have had a positive impact on the precision of the end product, as shown in Figure 8. It is unclear from this experiment which one has more impact.

Taking action on the CFDs has had little impact on the end product precision. This can be understood as follows:

• The rules being learnt are numerous, e.g., 3526 rules were learnt with a support size of 5. As a result, each rule applies to quite few rows, and it can be difficult to obtain enough feedback to draw statistically significant conclusions as to the quality of an individual rule.
• Each of the rules typically has a small effect to the end product. As such, even when a problematic rule is removed, this tends not to have much of an effect on overall quality.

However, it is still clear that identifying CFDs that introduced errors to the data, and discarding them, has the potential to have a positive effect on the resulting quality.

The most important result for the overall proposal, however, is that when the actions across all the components are combined, this provides much the greatest improvement compared with any of the individual means of applying the feedback. Furthermore, much of this improvement is obtained with modest amounts of feedback.

We noticed in the experiments that discarding suspicious matches, mappings or CFDs, even in the case of significant issues with the quality of their associated results, did not always guarantee that the precision of the end product would increase. This happens because the contents of the tuples that replace the discarded ones are yet unknown, as feedback on them is not always present. As such, the new tuples are not guaranteed to be of better quality. The trend is, though, that the overall correctness can be expected to increase, even if not monotonically.

Next, we report on the number of suspicious items discovered in each of the experiments. Each line in Figure 9 corresponds to the average of the same 5 runs as reported in Figure 8. Figures 9a to c, respectively show the numbers of suspicious matches,
mappings and CFDs considered, when only the respective component is being tested. Figure 9d shows the overall number of suspicious items discovered and discarded when all components were being tested.

We can observe the following: (i) Rather few suspicious matches have been detected, so the benefit obtained from the removal of each such match has been quite substantial. We note that as matches relate to individual columns, obtaining sufficient FP feedback on the data deriving from a match can require quite a lot of feedback. (ii) More suspicious mappings are identified, and they are identified from early in the process. (iii) Although quite a few suspicious CFDs are identified, this is a small fraction of the overall number.

From Figures 8 and 9 it is clear that taking feedback into account and acting on all components increases the return on the investment from feedback. When considering all possible actions together, the overall benefit is greater, and the benefit accrues with smaller amounts of feedback.

6 RELATED WORK

In this section, we consider related work under three headings, pay-as-you-go data preparation, applying feedback to multiple activities and reducing manual effort in data preparation.

In pay-as-you-go data preparation, following from the vision of dataspaces [12], a best-effort integration is produced through automated bootstrapping, which is refined in the light of user feedback. There have been many proposals for pay-as-you-go data preparation components, for example relating to data extraction [10], matching [18, 36], mapping [5, 6, 30] and entity resolution [14, 25]. Such proposals have addressed issues such as targeting the most appropriate feedback [10, 28, 35], and accommodating unreliable feedback, in particular in the context of crowdsourcing [9, 23]. However, such work has primarily used a single type of feedback to inform a single data preparation step.

In relation to applying feedback to multiple activities, it has been recognised that the same feedback may be able to inform different aspects of the same step. For example, in [5], feedback on the correctness of results is used to inform both mapping selection and mapping refinement. In contrast with the work here, these are two essentially independent proposals that happen to use the same feedback, where the feedback has been obtained directly on the mapping results. In Corleone [14], several different aspects of entity resolution are informed by feedback on matching pairs; in particular the feedback is used to inform the learning of comparison rules and to identify and resolve problem cases. This may be the closest work to ours, though the focus is on a single data integration step, for which custom feedback has been obtained. Also for entity resolution, feedback on matching pairs is used in [25] as part of a single optimisation step that configures together blocking, detailed comparison and clustering. This contrasts with the current paper in focusing different aspects of the same integration step. To the best of our knowledge, there is no prior work in which several distinct steps in the data preparation process are considered together when responding to feedback.

In terms of reducing manual effort in data preparation, there are a variety of different approaches. For example, again in the context of individual steps, tools can be used to support data engineers in developing transformations. For example, in relation to format transformation, Wrangler [19] can suggest potential transformation programs, and FlashFill [16] can synthesize transformation programs from examples. There are also proposals in which mappings are discovered based on data instances (e.g., [2, 15, 26]). In ETL, there are also a variety of approaches that seek to reduce the amount of manual labour required. For example, this includes the provision of language features [4, 32] or patterns [31, 33] that support recurring data preparation behaviours, techniques for managing evolution of ETL programs [8], and...
development of ETL processes that abstract over more concrete implementation details [3, 22]. However, although such work focuses on raising the abstraction levels at which data engineers engage in data preparation tasks, we are not aware of prior results that use feedback on data products to make changes across complete data preparation processes.

### 7 CONCLUSIONS
The development of data preparation processes is laborious, requiring sustained attention to detail from data engineers across a variety of tasks. Many of these tasks involve activities that are amenable to automation. However, automated approaches have partial knowledge, and thus cannot necessarily be relied upon to make the best integration decisions. When automation falls short, one way to improve the situation is through feedback on the candidat end data product. The successful combination of automation and feedback provides a route to data preparation without programming, which was considered to be important by 90% of participants in a survey on end user data preparation5. Towards this goal of reducing the burden of data preparation, we now revisit and elaborate on the contributions from the introduction.

1. A technique for applying feedback on a data product across a multi-step data preparation process that both identifies statistically significant issues and provides a mechanism for exploring the actions that may resolve these issues. We have indicated an approach in which hypotheses about the problems with an integration are tested for statistical significance with respect to user feedback on the candidate end data product, giving rise to actions that seek to resolve issues with the feedback. The same approach is potentially applicable to different types of feedback, diverse data preparation components, and a variety of actions.

2. A realisation of the technique from (1) in a specific data preparation platform, where feedback is used to change the matches used in an integration, change which mappings are selected, and change which data quality rules are applied. We have indicated how the technique can be applied to matching, mapping and repair steps, on the basis of true/false positive annotations on data product tuples, in the VADA data preparation system.

3. An empirical evaluation of the implementation of the approach from (2) that investigates the effectiveness of the proposed approach both for individual data preparation constructs (matches, mappings and CFDs) and for applying feedback across all these constructs together. An experimental evaluation with real estate data has shown how the approach can identify actions that can improve data product quality on the basis of changes to individual data preparation steps, and can coordinate changes across multiple such steps, with particularly significant benefits from the combined approach.

There are several promising directions for further investigation, which include: (a) extending the data preparation components to which the approach is applied, for example to include source selection or data format transformation; (b) considering alternative actions, such as changing match scores, mapping algorithm thresholds, or rule learning parameters; and (c) more selective or incremental application of actions, with a view to identifying the subset of the candidate actions that together are the most effective.
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