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Progress in microprocessors has moved towards increasing the number of cores, heterogeneity, and bitness of computing. Performance, programmability and energy efficiency of next generations of microprocessors will be highly dependent on efficient synchronisation, hardware virtualisation, memory subsystem utilisation and closer synergy between hardware and software. This multidisciplinary work addresses these challenges by advancing the state-of-the-art in the following three major fields of computer science: shared-memory synchronisation, computer architecture simulation, and high-level language computer architecture.

Firstly, this thesis presents a study of the state-of-the-art barrier synchronisation algorithms specialised for the Intel Xeon Phi architecture. The novel proposed hybrid barrier synchronisation algorithm exploits the topology, the memory hierarchy, and other capabilities of the Intel Xeon Phi 5110P coprocessor. The showcased algorithm achieves a $3.28 \times$ lower overhead than the Intel OpenMP barrier implementation (ICC 14.0.0), thus outperforming all other known implementations. The study investigates design issues of Intel Xeon Phi with respect to barrier synchronisation. Furthermore, the thesis introduces an extensible parameterised framework for empirical evaluation of barrier synchronisation algorithms on different systems, and it is released as free software.

Secondly, a novel open-source simulation platform named MaxSim is introduced.
MaxSim facilitates hardware/software co-design of managed runtime environments and architectures with tagged pointers support. It has an awareness of the managed runtime environment, supports fast tagged pointers simulation on the x86-64 architecture, allows to model new hardware extensions, to perform microarchitectural profiling and to model complex software changes via a novel address-space morphing technique. MaxSim is available as free software.

Finally, the work explores hardware/software co-design opportunities of managed runtime environments and architectures with tagged pointers support. It is shown how an array length can be stored in a tagged pointer and efficiently retrieved from it with the assistance of hardware extensions in Java Virtual Machine implementations. The proposed technique resulted in up to 4% and 2% geometric mean dynamic energy reduction and up to 14% and 7% geometric mean L1 data cache loads reduction. The work also researches how tagged pointers can be used for storing type information in Java Virtual Machine implementations. In addition, novel hardware extensions to the address generation and load-store units are proposed to achieve low-overhead type information retrieval and tagged object pointers compression-decompression. The evaluation shows up to 26% and 10% geometric mean heap space savings, up to 50% and 12% geometric mean dynamic random-access memory dynamic energy reduction, and up to 49% and 3% geometric mean execution time reduction.
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Chapter 1

Introduction

The steady growth of computing performance is a significant driving force for human development. Advances in processors technologies follow the path of increasing the number of cores, their heterogeneity and bitness of computing. From the software side, one of the trends is a steady development of high-level language virtual machine technologies. As it will be claimed in this chapter, further performance gains in computing will be significantly dependent on hardware/software co-specialisation and co-design.

In detail, this chapter discusses:

1. Trends in integrated circuits and processors technologies.

2. The evolution of high-level language virtual machine technologies.

3. A hardware/software co-design and co-specialisation approach for hardware/software systems development.

4. Aims of this work.

5. Contributions to the areas of hardware/software co-design and co-specialisation.

6. Published papers stemming from this work.

7. The structure of the thesis.
1.1 Trends in Integrated Circuits and Processor Technologies

In 1965, Gordon Moore made an observation and prediction that the number of transistors on integrated circuits would double roughly every two years. This trend in computing is known as Moore’s Law [Moo65]. Indeed, when this work was started in 2013, processors using 22nm technology nodes were shipped to consumers. In 2017, when this work was completed, 10nm devices were expected to appear in the market. However, this exponential growth will end at some point in the future due to physical limitations. The exact time is difficult to predict as it depends on future technological advancements. The ultimate theoretical quantum limit of miniaturisation of electronic devices sets the year of 2036 as the upper boundary for Moore’s Law [Pow08]. The inevitable end of Moore’s Law will require specialisation of integrated circuits to get further performance improvements.

Prior to the early 2000s, utilisation of the growing transistor budget was mainly focused on the single-core Central Processing Unit (CPU) domain. Processor performance improvements were primarily achieved by the technological improvements and development in microarchitecture leveraging frequency growth and higher Instruction Per Clock (IPC) rates. The single-core micro-architecture performance growth followed the empirical Pollack’s Rule [Bor07], stating that it is roughly proportional to the square root of the increase in logic complexity, which is commensurate with the number of logic transistors. However, in the mid-2000s the microprocessor frequencies reached a plateau in the 3-4 GHz range hitting Thermal Design Power (TDP) and microarchitectural constraints. Therefore, the increase of IPC stopped as increasing Instruction-Level Parallelism (ILP) became harder [KS04] combined with relatively small progress in reducing memory access latency.

Consequently, transistor utilisation is now typically exploited by increasing the number of processor cores. Multiprocessors allow achieving linearly proportional performance to the number of cores that can be used simultaneously for independent non-interfering workloads, in contrast to the square root growth by Pollack’s Rule in case of the single powerful monolithic core [Bor07]. This fact explains the appearance of commodity off-the-shelf many-core system such as the 60-Core Intel Xeon Phi 5110P coprocessor. However, moving in a many-core direction introduces numerous challenges. Firstly, future multi-core systems are moving towards heterogeneous and asymmetric architectures [EBSA+11], [Bor07], which are challenging to program.
Secondly, performance scaling of a single application will require extraction of parallelism sufficient to exploit increasing computational resources.

Another trend in computing is the increase of bitness of CPUs. Bitness defines the typical size of data the CPU can operate with (a word), however sizes of registers, address buses and other components can be different. For instance, the first commercially available microporcessor Intel 4004 had 4-bit data width and 12-bit address width, and the most recent to date Intel x86-64 microprocessors feature 64-bit data width and 48-bit address width. 64-bit computing became the norm in server and desktop segments since the turn of the century, and it is now the norm in the mobile devices segment since the introduction of the ARMv8 architecture in 2011.

Power dissipation is a major limitation for future generations of many-core systems [Bor07, EBSA+11, HRSS11]. Specialisation of an integrated circuit for a certain application is an effective way to improve energy efficiency. If the types of applications to be executed on a designed many-core system are known in advance, some cores can be specialised for the dominant types of applications. Thus, instead of having identical general-purpose cores, many-core systems can contain different specialised cores. The recent trend is the increase of the degree of heterogeneity of multi-core systems. Three major categories of specialised integrated circuits are described below:

- **Application Specific Integrated Circuits (ASIC)** are special-purpose non-reconfigurable circuits designed to run particular applications. It is shown that H.264 encoding is $500 \times$ less energy efficient on the 4-core Chip Multi-Processor (CMP) than on the ASIC [HQW+10].

- **Field Programmable Gate Arrays (FPGA)** are special-purpose reconfigurable circuits. FPGAs can be reconfigured fully or partially at runtime in contrast to design-time specialised ASICs. FPGAs provide higher energy efficiency than general purpose cores but lower than ASICs for certain workloads [Und04].

- **Graphics Processing Units (GPU)** are another evolving branch of specialised integrated circuits. GPUs were originally oriented towards massively parallel graphics workloads and were later adapted to other Single-Instruction Multiple-Thread (SIMT) tasks. In this domain, they showed performance superiority over general purpose cores on a number of applications, for instance, a sparse matrix conjugate gradient solver and a multigrid solver [BFGS03].

All these categories of specialised circuits can be placed on a single multi-core chip with general-purpose CPUs. Among the recent solutions featuring an FPGA and
1.2. THE EVOLUTION OF HIGH-LEVEL LANGUAGE VIRTUAL MACHINE TECHNOLOGIES

As Hardware (HW) becomes more diverse, Software (SW) portability and adaptation for performance become increasingly important. To tackle this problem, applications may target not an underlying HW directly but an abstract Virtual Machine (VM). The concept of the High-Level Language (HLL) VM lies in reflecting HLL features in the Virtual-Instruction Set Architecture (V-ISA) [SN05]. So the HLL VM programs are initially converted to V-ISA. The process of conversion from HLL code to ISA or V-ISA code is known as compilation, and it is performed by a SW program called a compiler. On the execution stage a Managed Runtime Environment (MRE) can interpret code in the V-ISA format instruction by instruction modelling a VM behavior. Alternatively, an MRE can compile multiple V-ISA instructions to ISA instructions and execute them on a host. Compilation during runtime is called Just-In-Time (JIT) compilation.

One of the earliest examples of HLL VMs was the BCPL typeless language and the OCODE abstract stack machine specifically designed for this language [Ric69]. At the first stage, programs written in BCPL are compiled to the OCODE abstract machine format, and at the second stage, they can be either compiled to or interpreted on a target machine. This design choice is the key to portability of the BCPL compiler. Though the BCPL language is not in wide use nowadays, the language itself influenced the widely used C language and its implementation approach influenced the implementation of the Pascal language. Similarly to BCPL, at the first stage, programs in the typed imperative Pascal language are translated to the P-code stack-based virtual machine [NNJA74], while at the second stage, they are either interpreted on or translated...
to a target machine. This design choice and the features of the language made Pascal fairly popular.

As it is indicated by the TIOBE programming community index [TIO] shown in Figure 1.1, the Java language is one of the most popular HLLs over the last 15 years. Java is a multi-threaded class-based object-oriented language targeting the Java Virtual Machine (JVM) [LYBB14]. It was one of the first languages to define a memory model; a memory model describes atomicity, visibility and order of memory accesses made by a thread with respect to other threads. The code is initially compiled to the V-ISA of the JVM called Java bytecode. Thus, Java applications can be distributed in the bytecode form, hiding the source code and providing portability. Java bytecode not only provides portability but also advanced security guarantees via bytecode validation and runtime checks. The Java runtime system targeted for a specific HW is capable of executing the bytecode on the target machine. There are a number of runtime environments for application virtualisation based on the similar principles such as the Common Language Runtime (CLR) [MWG00] and Android Runtime [Goo15]. As for the JVM and the CLR, they are not only used to run programs written in Java and C# ranked 1 and 4 respectively in Figure 1.1 but also programs written in other languages that can...

Figure 1.1: The TIOBE programming community index [TIO] indicating programming language popularity over the last 15 years of the 10 programming languages with the highest index in March 2017.
1.3 Hardware/Software Co-Specialisation and Co-Design of General-Purpose CPUs

As it was identified above, HW is becoming more specialised, and one of the areas for specialisation of general-purpose CPUs can be HLL VMs which are widely used in modern computing. Below are the patterns of dependent HW/SW evolution that can be followed if one wishes to specialise a general-purpose CPU for specific SW or vice versa. These three patterns are schematically presented in Figure 1.2. Although these design patterns are applicable to different types of HW, this section will focus on general-purpose CPUs only.

Figure 1.2: Patterns of dependent HW/SW evolution.

<table>
<thead>
<tr>
<th>1. Specialisation of HW to SW</th>
<th>2. Specialisation of SW to HW</th>
<th>3. HW/SW co-design</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SW design</strong></td>
<td><strong>HW design</strong></td>
<td><strong>SW design</strong></td>
</tr>
<tr>
<td><strong>HW design</strong></td>
<td></td>
<td><strong>HW design</strong></td>
</tr>
</tbody>
</table>

target these virtual machines. Visual Basic .NET applications are executed on the CLR, and Visual Basic .NET is ranked 6 in Figure 1.1. Python and JavaScript applications can be executed on the JVM via the Graal compiler [Gra16], and the Truffle [WW12] self-optimising Abstract Syntax Tree (AST) interpreter. Python and JavaScript are also among the most popular languages ranked 5 and 8 respectively in Figure 1.1.

To summarise, there is an ongoing trend in using HLL VMs in all domains of computing from Android applications running on Android Runtime on mobile phones to the Hadoop [Whi12] framework running on JVMs on servers in clouds. The main reasons for the popularity of HLL VMs are that they provide portability and adaptability of applications as well as certain security guarantees. The aforementioned properties of MREs make them suitable frameworks to tackle code generation and execution for future heterogeneous asymmetric many-cores.
1.3.1 Specialisation of Hardware to Software

The first pattern of dependent HW/SW evolution presented in Figure 1.2 is specialisation of HW to SW. As a HW design cycle is significantly more resource-consuming than a SW design cycle in many cases [BH09], this type of specialisation is rational when a certain SW pattern meets the following criterion:

1. HW specialisation yields significant gains for this SW pattern, and
2. the projected share of the SW pattern executed on the specialised HW during its lifecycle is significant.

This criterion is qualitatively represented by the Amdahl’s law [Amd67]. By this law, when the fraction of the workload $f$ is sped up $s$ times and the other fraction of the workload $(1 - f)$ is unchanged, the total speedup of the workload $S$ is presented by the following formula:

$$ S(f, s) = \frac{1}{(1 - f) + f/s} $$

The same formula can be used to estimate how much less energy is required to run the workload if $s$ represents how much less energy is required to run the fraction of the workload $f$. During a lifecycle of a specialised HW, the share of the SW pattern for which specialisation is done might change, and the fraction $f$ in the equation above might change over time. Thus, the projection of the lifetime of the SW pattern and of possible modifications over time is critical, and possible modifications must be addressed by sufficient degree of programmability of the specialised HW to be able to adapt to them.

One of the most notable examples of HW to SW specialisation is the Floating-Point Unit (FPU) for floating-point arithmetic. Floating-point arithmetic operates with real numbers represented by a fixed number of bits. As real numbers are uncountable, only a subset of them can be represented in a floating point format. When making arithmetic operations on floating-point numbers results need to be approximated by a number within the representable subset. The arbitrary precision floating-point arithmetic can be performed in SW using integer numbers. However, floating-point arithmetic can be performed an order of magnitude more efficiently having an FPU [Int16]. As, floating-point arithmetic represents a significant share of general purpose computing, and it is well standardised [Int08], specialisation of modern CPUs by adding FPUs is common.

Among other wide-spread specialisations in general-purpose CPUs induced by SW are [RDS15]:

1.3. HARDWARE/SOFTWARE CO-SPECIALISATION AND CO-DESIGN ...

- Single-Instruction Multiple-Data (SIMD) extensions for vectorisable SW,
- extensions for synchronisation of multi-threaded SW,
- cryptographic extensions for corresponding algorithms, and
- virtualisation extensions for Virtual Machine Monitors (VMM) allowing efficient simultaneous execution of different Operating Systems (OS) on the same HW.

1.3.2 Specialisation of Software to Hardware

The second pattern of dependent HW/SW evolution presented in Figure 1.2 is specialisation of SW to HW. As soon as new HW or its specification is available, SW can be specialised to take advantage of new features or parameters. There are two major ways of SW specialisation to new HW that can be applied together:

1. implicit specialisation via SW recompilation,
2. explicit specialisation via SW modification.

If new HW features are supported by a compiler, SW specialisation can happen via recompilation if the compiler is able to identify such opportunities and utilise new HW features. In case of floating-point arithmetic described in Section 1.3.1 finding opportunities for FPU utilisation can be facilitated by the fact that floating-point arithmetic is directly expressed in a language for which compilation is done. But for instance, specialisation of a single-threaded program for a multi-core CPU via recompilation is more challenging as thread-level parallelism is not explicitly expressed in a program and it needs to be extracted by a compiler. The practical capabilities of a conversion of a single-threaded program to a parallel multi-threaded code by compilers turned out to be rather limited [MICM], so explicit modification of a program to a multi-threaded form is the main way of SW specialisation in a multi-core direction. Efficiency of SW specialisation can be quantitatively represented by the Amdhal’s law described above.

If some projections can be done regarding HW modifications in the future, SW can be parameterised and contain mechanisms to adapt to them by changing parameters. One example of SW adaptation to possible changes of HW is the Automatically Tuned Linear Algebra Software (ATLAS) [WD98]. This parameterised SW runs a number of micro-benchmarks at installation time to determine the best parameters to adapt to
different sizes and levels of caches, latencies and other characteristics of CPUs for better efficiency.

### 1.3.3 Hardware/Software Co-Design

The final pattern of dependent HW/SW evolution presented in Figure 1.2 is HW/SW co-design. HW/SW co-design is a process of parallel design and co-specialisation of HW and SW in a single effort. In comparison with sequential design of SW and HW, HW/SW co-design reduces the risks of overdesigning or underdesigning both HW and SW and allows a better synergy between them.

A process of HW/SW co-design is an iterative process involving the following steps [Tei12]:

1. bi-partitioning of the system functionality between HW and SW,
2. design of the HW model and the SW prototype,
3. evaluation of the SW prototype on the HW model,
4. revision of steps 1 and 2.

One notable example of a HW/SW co-designed general-purpose CPU and an MRE is the Azul Vega CPU and the Azul JVM [Int17]. The Azul Vega processor features 54 general-purpose cores with additional support to facilitate execution of Java applications. The co-designed Azul VM was specifically designed to support unique features of the Azul Vega CPU to achieve better scalability and reduce delays during automatic memory management in comparison with non co-designed JVMs running on general-purpose CPUs.

The HW/SW co-design in this area may only partly target MREs and have broader application. For instance, Harris et al. proposed architectural support for dynamic filtering which can be successfully applied to both automatic memory management in MREs and implementations of software transactional memory [HTCU10].

Although the HW/SW co-design approach has been successfully used for several decades, its utilisation is projected to emerge in the next decades with the end of Moore’s law [Tei12]. Firstly, HW and SW will need to be co-designed for extra reliability and adaptability to faults as HW components with smaller transistors are more error-prone. Secondly, diminishing returns of technological advances in integrated circuit technologies will promote co-design of specialised HW and SW.
1.4 Research Aims

The general aim of this PhD is to research opportunities for SW specialisation and HW/SW co-design in the areas of MREs and general-purpose CPUs. After research space exploration in this broad multidisciplinary area, the general aim was narrowed down to three sub-aims covering different disciplines. These aims are the following:

1. The first aim is to explore the opportunities and limitations of specialisation of a SW synchronisation method for a many-core CPU. The selected method of synchronisation is barrier synchronisation and the selected many-core CPU is a many-core coprocessor named Intel Xeon Phi 5110P. Barrier synchronisation requires synchronisation of all threads at certain points of program execution and is provided in MREs via libraries. The aforementioned coprocessor features 60 4-multi-threaded cores allowing simultaneous execution of 240 threads. Thus, this synchronisation method and this CPU present an interesting research case to explore SW specialisation questions related to synchronisation of threads. In 2013, Java was not supported for programming Intel Xeon Phi [Ree13]. As barrier synchronisation is wide-spread and generic, specialisation of this synchronisation method can be researched in isolation from MREs. The MRE libraries, such as the .NET Framework Class Library [.NET17] and the Java Class Library [JCL17], contain implementations of the barrier synchronisation primitive, so the obtained results are directly applicable to MREs and any SW using barrier synchronisation. The practical goal of this research is to minimise time spent in barrier synchronisation on Intel Xeon Phi 5110P, and the result can be measured quantitatively as a speedup over the reference implementation of this method of synchronisation on this platform. This aim was pursued in 2013-2015.

2. The second aim of this work is to explore modelling techniques for HW/SW co-design in the area of MREs and general-purpose CPUs. These modelling techniques should be accurate enough to be able to achieve the 3rd aim. If modelling techniques are not satisfactory, the identified limitations should be addressed with novel modelling techniques. The practical goal of this work is to build a simulation platform integrating a simulator and a HLL VM implementation together. The result of this effort can be measured qualitatively in terms of usefulness of the developed platform by comparing its features against other state-of-the-art simulation platforms. This aim was pursued in 2014-2016.
3. As it was mentioned in Section 1.1, there is a trend in increasing the computing bitness and utilisation of HLL VMs. On current 64-bit architectures the address bus width is less than 64-bits, however addresses are operated via 64-bit granularity in registers and memory. Thus, some of the address bits are not carrying useful information. This fact motivates the exploration of the idea of utilisation of these unused address bits in the context of HLL VM implementations, as addresses (in these implementations) are usually associated with objects and can be used for storing some information associated with them. Thus, the third aim is to explore opportunities for SW/HW co-design for MREs and CPUs utilising these unused address bits. The practical goal of this research is to improve memory utilisation, performance and energy efficiency of HLL VM implementations, and the result can be measured quantitatively as an improvement in these characteristics for the selected state-of-the-art implementation. This aim was pursued in 2015-2017.

1.5 Contributions

Research in specialisation of barrier synchronisation algorithms to the Intel Xeon Phi coprocessor and opportunities of HW/SW co-design in utilisation of tagged pointers in HLL VMs resulted in the following contributions:

• An open-source multi-target parameterised framework for evaluating different barrier synchronisation algorithms and a thorough evaluation of the behaviour of current state-of-the-art barrier synchronisation algorithms specialised for Intel Xeon Phi.

• A novel hybrid barrier synchronisation algorithm for Intel Xeon Phi applicable to other multi-hierarchical architectures.

• MaxSim: a simulation platform for managed applications.

• Novel simulation techniques related to pointer tagging and address-space morphing on the x86-64 platforms.

• A method of storing array length in tagged pointers on architectures with tagged pointers support.
• Novel hardware extensions to the address generation and load-store units to achieve low-overhead array length retrieval from tagged object pointers.

• A method of type information elimination from objects on architectures with tagged pointers support.

• Novel hardware extensions to the address generation and load-store units to achieve low-overhead type information retrieval and tagged object pointers compression-decompression.

1.6 Publications

Part of the material in Chapters 2 and 3 was used in the following publication:

• Effective Barrier Synchronization on Intel Xeon Phi Coprocessor. Andrey Rodchenko, Andy Nisbet, Antoniu Pop, and Mikel Luján. In Proceedings of the 21st International Conference on Parallel and Distributed Computing (Euro-Par), Vienna, Austria, August 2015 [RNPL15].

Part of the material in Chapters 4, 5, and 6 was used in the following publications:


• MaxSim: A Simulation Platform for Managed Applications. Andrey Rodchenko, Christos Kotselidis, Andy Nisbet, Antoniu Pop, and Mikel
Luján. In Proceedings of the 2017 IEEE International Symposium on Performance Analysis of Systems and Software (ISPASS), San Francisco Bay Area, California, USA, April 2017 (Best Paper Award) [RKN+17].

Part of the material in Chapter 7 was used in the following publication:

- **Type Information Elimination from Objects on Architectures with Tagged Pointers Support.** Andrey Rodchenko, Christos Kotselidis, Andy Nisbet, Antoniu Pop, and Mikel Luján. In the IEEE Transactions on Computers (TC), January 2018 [RKN+18].

### 1.7 Thesis Structure

Dependencies between the chapters and their classification are shown in Figure 1.3, so that the reader interested in the certain areas of this thesis or having solid knowledge in some areas can skip certain chapters or parts of them. The chapters presenting the contribution of this work are finalised with the review of the related work and comparison of the obtained results. In case the reader wants to get familiar with the related work first, it is located at the end of Chapters 3, 6, and 7 right before conclusions.
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**Figure 1.3:** Dependencies between the chapters and their classification.

The thesis is structured in the following way:
Chapter 2 presents the fundamentals of barrier synchronisation on cache-coherent shared memory architectures. In addition, it explores various architectural parameters which are relevant to this type of synchronisation. Finally, it discusses state-of-the-art barrier synchronisation algorithms and forms an introduction to the work presented in Chapter 3.

Chapter 3 researches the problem of effective barrier synchronisation on the Intel Xeon Phi 5110P coprocessor. In addition, it discusses the key specifics of this architecture and evaluates the behavior of current state-of-the-art barrier synchronisation algorithms using the novel parameterised experimental framework. Finally, it proposes the novel hybrid synchronisation algorithm, that exploits the topology, the memory hierarchy and the streaming stores of the Xeon Phi architecture. The obtained results are compared with the results of the related barrier synchronisation algorithms specialised for the Intel Xeon Phi.

Chapter 4 presents the fundamentals of managed runtime environments with the focus on Java virtual machine implementations. In addition, it discusses the research Java VM implementation called Maxine as a use case in detail and compares it with other Java VM implementations.

Chapter 5 presents the fundamentals of computer architecture simulation. In addition, it discusses the research user-level software-based simulator called ZSim as a use case in detail and compares it with other simulators of its class.

Chapter 6 describes the platform for simulation of managed workloads called MaxSim. In addition, it presents novel simulation techniques such as modelling of tagged pointers on x86-64 architectures leveraging dynamic binary translation and address space morphing for modelling different object layouts. The novel platform is compared with the related platforms.

Chapter 7 researches the problem of handling type information on architectures with tagged pointers support. In addition, it explores an opportunity of storing class identifier in an object pointer tag removing a class information pointer from an object. Required changes to automatic memory management are proposed. The intial evaluation of this opportunity motivates proposal of novel extension to address generation and load-store units. Final evaluations with the proposed hardware extensions are reported.

Chapter 8 presents overall conclusions of the presented work and targets directions for future work.

Appendix A describes how to use the cbarriers framework for barrier algorithms
evaluation presented in Chapter 3.

Appendix B describes how to use the MaxSim simulation platform presented in Chapter 6.
Chapter 2

Fundamentals of Barrier Synchronisation

This chapter presents the fundamentals of barrier synchronisation on cache-coherent shared memory architectures. It provides a review of the state-of-the-art barrier synchronisation algorithms and explores architectural parameters which are relevant to such type of synchronisation. This chapter provides necessary background knowledge for specialisation of barrier synchronisation algorithms on the Intel Xeon Phi 5110P coprocessor, which will be presented in Chapter 3. Part of the material in this chapter was published in the Euro-Par 2015 conference proceedings [RNPL15].

2.1 What is Barrier Synchronisation?

Multi- and many-core systems have become the norm, and their efficient exploitation requires scalable synchronisation mechanisms. Synchronisation barriers are one of the fundamental synchronisation primitives, underpinning the parallel execution models of many modern shared-memory parallel programming languages such as Cilk [BJK+96], OpenCL [EBS17a] or OpenMP [EBS17b], and are one of the main challenges to scaling. A synchronisation barrier is a logical point during a multi-threaded program execution separating two epochs of computations $n$ and $n+1$ preserving the following property: each thread can proceed to an epoch $n+1$ only when all threads finished execution of an epoch $n$. A logical diagram of barrier synchronisation is shown in Figure 2.1 and it consists of two phases: the Registration Phase and the Notification Phase. Similar terminology was introduced by Hoefler et al. [HMMR04] in their survey of barrier synchronisation algorithms. During the Registration Phase
the arrival of threads is registered, and when the last one arrives, then the Notification Phase starts. During the Notification Phase all threads are notified that they can proceed to an epoch_{n+1} from an epoch_n.

Although barrier synchronisation can be performed via dedicated HW [SGC+06, SK10], if a dedicated HW support is not present, barrier synchronisation can be implemented via loading and storing values in memory. The following section will review major classes of memory architectures of multiprocessors with the emphasis on shared memory architecture, and this background knowledge is essential to comprehend barrier synchronisation algorithms on shared memory architectures.

### 2.2 Shared and Distributed Memory Architectures

With the advent of multiprocessors, researchers and engineers faced the problem of memory distribution between the cores. Memory architectures could be presented by two major types: shared memory architecture and distributed memory architecture. Shared memory architecture can be split into two subtypes: symmetric shared memory architecture and distributed shared memory architecture, the latter being a mixture of shared and distributed memory architectures. The aforementioned types of memory architecture are described below in this section, and the next paragraph explains the basic notions of cache and cache coherence mentioned in the description.

In order to reduce memory access latency and traffic, accessed memory is stored in multi-level caches. They are smaller in size but are located closer to processors and can be accessed faster. In multiprocessors, a maintenance of uniformity of shared data stored in different caches associated and accessed by different cores is called cache
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Cache coherence [SHW11], which ensures that data shared and cached by different processors is read by one processor in correspondence with writes by the other processors. Cache coherence between caches associated with different processors can be maintained manually in SW or automatically in HW through a cache coherence protocol. Cache coherence protocols can be classified into the two main categories by the type of its design: directory-based and snooping. Cache coherence and cache coherence protocols are described in detail in Section 2.3.

2.2.1 Symmetric Shared Memory Architecture

Symmetric shared memory is a type of memory architecture which is addressable by multiple processors through memory access operations provided by an ISA, and each processor is connected to a single physical memory by a shared bus [HP06]. Snooping protocols, described in Section 2.3, dominate on symmetric shared memory architectures because they are able to utilise a shared-memory bus to query the state of the caches. With respect to the scalability of the many-core systems, it is impractical to follow a symmetric shared memory architecture design due to bandwidth, delay and power limitations of a centralised memory bus.

2.2.2 Distributed Shared Memory Architecture

In a distributed shared memory architecture, as the name implies, memory is distributed across the nodes of a chip and linked by interconnection network, but each processor has a view of the distributed memory as a whole through the shared memory abstraction. Thus, all memory nodes are addressable by all processors in the system by memory access instructions, but the latency of access depends on the disposition of the memory and accessing processor in the interconnect with regard to interconnect topology. This phenomenon is called Non-Uniform Memory Access (NUMA), and programmes executed on distributed shared memory architecture can observe NUMA latencies. Furthermore, on distributed shared memory many-core architectures the last level cache can be physically distributed and cache coherence can be maintained via a distributed directory-based cache coherence protocol, described in Section 2.3. Programmes executed on such systems can experience not only NUMA but also Non-Uniform Cache Access (NUCA) latencies. The main concern for NUMA and NUCA
architectures is not only increasing data locality but also reducing congestion on memory controllers and interconnects [DFF+13] [MG11]. Directory-based cache coherence protocols dominate on NUMA architectures, though some architectures like the Cray T3D [Ada92] do not provide cache coherence, and so cache coherence needs to be maintained explicitly in SW.

2.2.3 Distributed Memory Architecture

In a distributed memory architecture memory is fragmented, with the fragments being privately owned by processing units. Direct addressing of remote memory is not possible through memory access operations but is performed indirectly through passing messages to remote processors. Such architectures do not require cache coherence and are scalable, but require programs to be written following the message passing communication model.

This section presented three types of memory architectures and introduced the notion of cache coherence. The rest of the thesis will focus on cache-coherent shared memory architectures, and the next section will review cache coherence protocols and the related notion of memory consistency.

2.3 Cache Coherence Protocols and Memory Consistency

In the previous section, the notion of cache coherence was introduced. Formally, cache coherence is the maintenance of the following two coherence invariants [SHW11]:

1. At any point in time when a certain memory location is accessed, either a single core in a multi-core system can be writing to this memory location or several cores can be reading from this memory location.

2. The value of a certain memory location read by a core should be equal to the value of the most recent write to this memory location.

2.3.1 Cache Coherence Protocols

The implementation of cache coherence can be logically described by finite state machines called coherence controllers [SHW11], associated with a memory location and
dedicated blocks (also known as lines) in caches. Coherence controllers co-operate via sending messages to each other. A coherence protocol defines messages and interactions between coherence controllers and changes of their states. Cache coherence protocols can be classified into the two major categories by the type of its design:

1. **Snooping protocol.** In this protocol, every coherence controller broadcasts messages to all other coherence controllers. Thus, every coherence controller in such a protocol has full awareness of all the other controllers, and it can change its state with respect to other controllers to preserve cache coherence invariants.

2. **Directory-based protocol.** In this protocol, one coherence controller also known as home acts as an arbiter, and all requests are addressed to this home controller. This home controller maintains a directory giving the name for this class of protocols. This directory contains information on the states of all the other controllers, so only the home controller has full awareness of all the other controllers and generated responses to messages received from other controllers.

Both protocols are commonly implemented in a single many-core system to preserve cache coherency at different levels of hierarchy. In this case, a snooping protocol is usually implemented to preserve cache coherency within groups of caches located close to each other, while a directory-based protocol is used to preserve cache coherency globally between such groups. Examples of such many-core processors are Intel Xeon Phi [Int14] and Sparc M7 [Phi14].

The other important feature of cache coherence protocols is a set of logical stable states at cache controllers [SHW11]. Cache controllers maintain cache coherence by changing these states for a group of cache lines associated with the same memory location. One of the widely used sets of cache coherence states is called MESI [PP84], which is named after the following four states:

- **Modified** (M): data inside a cache line with this state is different from what is stored in the memory location, and it is not present in the other caches.
- **Exclusive** (E): data inside a cache line with this state is the same as in the memory location, and it is not present in the other caches.
- **Shared** (S): data inside a cache line with this state is the same as in the memory location, and it may be present in the other caches.
- **Invalid** (I): data inside a cache line with this state is not valid.
The Modified state in the MESI protocol enables multiple reads and writes to a memory location privately used by a single core in a many-core system without the necessity to write data back to memory on every write operation saving memory bandwidth. Addition of the 5th Owned (O) state enables sharing of modified data between caches without writing it back to memory using the MOESI protocol [SS86]. The latencies necessary to change these coherence states incur significant performance penalties [HMN09].

2.3.2 Memory Consistency

Each thread can perform memory access operations during multi-threaded program execution. The possible behaviour of these memory operations in respect to each other is defined by a memory consistency model.

The most intuitive consistency model is called Sequential Consistency (SC) model [Lam79]. This consistency model declares that all memory access operations performed by different threads can be ordered in a single sequence, and in this sequence, for every read operation the value read from a memory location will be equal to the value stored by the most recent write to this memory location in the sequence. Although the sequential consistency model is very clear and intuitive for programmers to write correct multi-threaded programs, its implementation in many-core CPUs can cause significant delays during memory access operations.

In order to reduce these delays, more relaxed memory consistency models were proposed. One of such widely used classes of memory consistency models is called Total Store Order (TSO). The two notable examples of consistency models from this class are SPARC-TSO and x86-TSO [SSO+10]. TSO has the following relaxation in comparison with SC model: loads within a thread can be performed before independent store operations during execution. This relaxation allows reducing latency of load operations in CPUs implementing this model as they are not constrained by completion of independent store operations in case of SC. During multi-threaded execution, loads-stores reordering allowed by TSO can lead to different valid ways of a program execution. Listing 2.1 presents two snippets of code executed in parallel by two threads on different cores. The code snippet on the left is executed by the first thread on the first core, while the code snippet on the right is executed by the other thread on the other core. If this code is executed on CPUs implementing TSO memory model, both threads can print messages that the value of the memory locations a and b are zeros, although after execution of both sections of code by both threads the values in the
memory locations \(a\) and \(b\) will be eventually one. When the same code is executed on a CPU implementing sequential consistency model, the aforementioned behaviour is prohibited and either one ("\(a == 0\)" or "\(b == 0\)"), or zero messages will be printed.

```c
// initially: \(a == 0 \&\& b == 0\)
// two threads are executed in parallel on different cores

// executed by the 1st thread // executed by the 2nd thread
// on the 1st core // on the 2nd core
{
    a = 1;
    b = 1;
    if (b == 0) {
        if (a == 0) {
            print("b == 0");
            print("a == 0");
        }
    }
}

// if finally both "a == 0" and "b == 0" are printed:
// TSO memory consistency model
// else:
// TSO or SC memory consistency models
```

Listing 2.1: Example allowing to distinguish SC and TSO memory consistency models.

Thus, TSO is considered to be a weaker memory model than SC. CPUs with weaker than SC memory models usually provide explicit instructions called memory barriers or memory fences, which are inserted between two memory access operations for which memory reordering should be constrained. Alternatively, in some ISAs reordering constraints can be specified in opcodes of memory access instructions (e.g. IA-64). There are many other consistency models weaker than TSO, but for the rest of the thesis, the descriptions of the TSO and sequential memory consistency models are sufficient.

### 2.4 Barrier Synchronisation Algorithms for Shared Memory Architectures

In this section, state-of-the-art barrier synchronisation algorithms are reviewed for shared memory architectures with TSO memory consistency. Store operations related to barrier synchronisation will appear as \texttt{store(<address>, <value>)} in all code listings. The implementation of this function is architecture-dependent, and the default implementation is a basic store operation available on a given architecture. The
other common function call to appear in the listings is a call to \texttt{pause()} method. As it will be shown later, barrier synchronisation via shared memory requires periodic checks of values related to notification of threads to be able to proceed to the next epoch of computation. In this case, the \texttt{pause()} function can implement control over when the next notification check is done. The implementation of this function is architecture-dependent, and the default implementation is an empty method so that the call to \texttt{pause()} can be completely eliminated in this case. Furthermore, each barrier implementation relies on shared and thread-private data, passed as arguments to the barrier \texttt{<prefix>_wait( ...)} function. Shared data is accessed through a pointer to a shared data structure of type \texttt{<prefix>_Bar_t} which contains the appropriate data fields for each barrier, and thread-private data uses a structure of type \texttt{tp_t}.

### 2.4.1 Sense-Reversing Centralised Barrier

One of the simplest and least scalable barrier synchronisation algorithms is the sense-reversing centralised barrier. This algorithm, presented in Listing 2.2, uses two shared variables, a synchronisation counter \texttt{bar->count} and a flag \texttt{bar->sense}, and one thread-local variable, \texttt{tp->sense}. The synchronisation counter is initialised with the number of threads partaking in the barrier, \texttt{bar->num_threads}, the global shared sense is set to 1 and all local flags are set to 0.

```c
void // sense-reversing centralised barrier
sr_wait ( sr_Bar_t * bar, // shared data
tp_t * tp) // thread-private data
{
if ( !add_and_fetch( & bar->count, -1) )
{ // last thread arrives
store( & bar->count, bar->num_threads);
store( & bar->sense, tp->sense);
} else
{ // other threads arrive
// threads wait for release notification
while ( tp->sense != bar->sense )
    pause( );
}
// sense is reversed
store( & tp->sense, !tp->sense);
}
```

Listing 2.2: Sense-reversing centralised barrier.
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Upon reaching a barrier, each thread registers its arrival by atomically decrementing the synchronisation counter \texttt{bar->count}, and then waits while the value of the global flag \texttt{bar->sense} differs from its local flag \texttt{tp->sense}. The last thread to complete the atomic operation, when the counter reaches 0, re-initialises the counter and reverses the global sense of the barrier. The other threads eventually perceive that the global sense has changed and they pass the barrier flipping their own flags. This technique, called \textit{sense-reversing}, allows the reuse of the same barrier variables for the next synchronisation round. This is one of the simplest, and least scalable, algorithms. It relies on an expensive, sequentially consistent, atomic operation and suffers from contention on accesses to global shared variables.

2.4.2 Combining Tree Barrier

To reduce the contention on shared variables, the \textit{combining tree barrier} \cite{YTL87} (see Listing 2.3) organises the participating threads in a tree, using an algorithm similar to a centralised barrier at each node of the tree: the last thread to decrement the synchronisation counter of a node recursively proceeds to decrement the counter of its parent node. At each level, threads that do not arrive last all wait on node-level release flags for notification that the barrier has passed. It is also possible to use a global release flag, trading a shorter critical path for additional contention on the global release flag.
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2.4.3 Static Tournament Barrier

The combining tree barrier, described in Section 2.4.2, is an efficient solution to avoid contention, yet it still relies on atomically decremented counters. To avoid all atomic operations, Hensgen et al. proposed the static tournament barrier [HFM88], starting from the realisation that the atomic operation was, in large part, required to reach a consensus on which thread arrives last, the winner in their terminology, this barrier does not discriminate between threads based on their arrival order, but relies on a statically determined thread, defined for each node of the tree, that will automatically progress to the next round once all other threads, the losers, have arrived. This is illustrated in Listing 2.4, where each node is initialised with a statically-defined winner. In this way, it is only necessary to determine whether all threads are accounted for, irrespectively of their arrival order. Checking for the arrival of threads, however, can be expensive. The
original implementation suggested restricting the arity of the tree to ensure that a single load instruction would be sufficient. For example on 32-bit architectures, registration of a thread arrival `register_arrival(<address>, <value>, <thread_id>)` can be implemented with a single 1-byte store instruction writing to a byte in a word dedicated to the arriving thread, and a check of all threads arrival associated with a node `is_registry_full(<address>, <value>)` requires only a 4-byte load of the dedicated word.

```
void // static tournament barrier
strn_wait( strn_Bar_t * bar, // shared data
tp_t * tp, // thread-private data
strn_Node_t * node) // tree node
{
    if (tp->id == node->winner_id)
    { // winner thread for this node arrives
        // thread waits for all threads expected at this node
        while (!is_registry_full(&node->arrival_registry, tp->sense))
            pause();

        // thread recursively partakes at the next tree level
        if (node->parent)
            strn_wait(bar, tp, node->parent);

        // thread sends notification to siblings
        store(&node->sense, tp->sense);
    }
    else
    { // loser threads for this node arrive
        register_arrival(&node->arrival_registry, tp->sense,
                          tp->thread_id);

        // loser threads wait for release notification
        while (tp->sense != node->sense)
            pause();
    }

    // sense is reversed
    store(&tp->sense, !tp->sense);
}
```

Listing 2.4: Static tournament barrier.

The initial version of the algorithm by Hensgen et al. [HFM88] was later improved by Mellor and Crummey [MCS91] with a tree-based notification phase and sense-reversing to avoid re-initialising the barrier state; both included in Listing 2.4. As
a generalisation of the static tournament approach, the static f-way tournament was proposed by Grunwald et al. [GV94] where the number of participants in one round can be chosen arbitrarily and the initialisation algorithm allows the construction of more balanced trees.

### 2.4.4 Dynamic Tournament Barrier

The dynamic f-way tournament barrier [GV94] is an evolution of the static f-way tournament barrier in the sense that the winner of a round is determined dynamically. This algorithm is presented in Listing 2.5

```c
void dtrn_wait( dtrn_Bar_t * bar, // shared data
    tp_t * tp, // thread-private data
    dtrn_Node_t * node) // tree node
{
    // all threads register arrival
    register_arrival( & node->arrival_registry, tp->sense,
        tp->thread_id);

    // store-load fence for the TSO memory consistency model
    memory_barrier( );

    if ( is_registry_full( & node->arrival_registry, tp->sense) )
    { // winner threads for this node arrive
        // threads recursively partake at the next tree level
        if ( node->parent )
            dtrn_wait( bar, tp, node->parent);

        // threads send notification to siblings
        store( & node->sense, tp->sense);
    } else
    { // loser threads for this node arrive

        // loser threads wait for release notification
        while ( tp->sense != node->sense )
            pause( );
    }

    // sense is reversed
    store( & tp->sense, !tp->sense);
}
```

Listing 2.5: Dynamic tournament barrier.
The winning thread will identify itself as a winner by checking the value of adjacent memory locations marked by other threads upon arrival. This solution is more efficient than a static tournament when a static winner comes early and busy-waits on a location yet to be set by one or multiple losers. The dynamic tournament approach comes with two caveats. The first caveat is a possibility to have multiple threads winning at the same node, which would introduce some overhead, but without impacting the correctness of the synchronisation. The second caveat is that this form of synchronisation requires a memory fence `memory_barrier` between thread registration `register_arrival(\texttt{<address>, <value>, <thread_id>})` and checking for arrival status `is_registry_full(\texttt{<address>, <value>})` on architectures using the TSO memory consistency model. Such a fence is necessary to avoid a case where no winner emerges for a node, in the case similar to the one presented in Listing 2.1 when both threads load the unchanged value. In the case of the sequential memory consistency model, `memory_barrier` is not necessary, and it is eliminated.

### 2.4.5 Dissemination Barrier

A shortcoming shared by all previous algorithms is that they all require two phases: a **Registration Phase** where threads reaching the barrier communicate to let others know that they arrived; and a **Notification Phase** where once a consensus is reached, the decision is propagated to all threads. However, these phases can be merged, at the cost of additional communication, by providing each thread with sufficient information to locally decide when the barrier can be passed. The first instance of this class of barriers was the **butterfly barrier** [Bro86], with the data flow topology similar to that of the **Fast Fourier Transform** (FFT). When the number of threads participating in the barrier is not a power of 2, the **dissemination barrier** [HFM88] can be a more efficient solution. This algorithm is presented in Listing 2.6.

In the dissemination barrier, a thread $i$ in round $r$ notifies another thread $j = (i + 2^r) \mod N$ by writing its local flag, which is sense-reversed, to a dedicated memory location, where $N$ is the number of threads, $i, j \in [0, N-1]$ and $r \in [0, \lfloor \log_2 N \rfloor]$. Each thread can proceed to the next round as soon as its notification variable is set to the appropriate value for the current round. In this way, synchronisation is achieved in $\lfloor \log_2 N \rfloor$ rounds. The **f-way dissemination barrier** [HMMR06] is a generalised version, where each thread can notify $f$ other threads in one round, requiring only $\lfloor \log_{f+1} N \rfloor$ rounds to complete. For example, a 2-way dissemination barrier can synchronise 9
threads in 2 rounds of communication, while an ordinary (1-way) dissemination barrier will require 4 rounds. If \( f = N - 1 \), then it will be a broadcast barrier (all-to-all communication) requiring \( N \times (N - 1) \) notifications.

```c
void // dissemination barrier
dsmn_wait( dsmn_Bar_t * bar, // shared data
tp_t * tp) // thread-private data
{
    int parity = tp->parity;
    int sense = tp->sense;

    // for each round:
    for ( int r = 0; r < bar->roundsNum; ++r )
    {
        // thread notifies its arrival in this round
        store( & tp->partnerFlags[parity][r]->data, sense);

        // thread waits for release notification in this round
        while ( tp->myFlags[parity][r]->data != sense )
            pause();
    }

    // sense is reversed if parity is one
    if ( parity == 1 )
        store( & tp->sense, !sense);

    // parity is reversed
    store( & tp->parity, 1 - parity);
}
```

Listing 2.6: Dissemination barrier.

In respect to data flow topology, the barrier synchronisation algorithms via shared memory presented in this section are logically shown in Figure 2.2. Reads and writes to shared memory locations are shown in red (Registration Phase) and green (Notification Phase), while execution of threads is shown in black.

The operation of the sense-reversing centralised barrier described in Section 2.4.1 can be interpreted using the corresponding diagram in Figure 2.2 as follows. The synchronisation counter \( \text{bar->count} \) is represented by the red rectangle, and the global flag \( \text{bar->sense} \) is depicted by the green rectangle. Upon reaching the barrier, each thread registers its arrival by atomically decrementing the synchronisation counter \( \text{bar->count} \), and the corresponding memory accesses are shown by the solid red lines. After decrementing the counter, each thread waits while the value of the global flag
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bar->sense differs from its local flag tp->sense, and this busy-waiting is shown by the vertical dashed black lines. It should be noted that only shared memory locations are represented by rectangles on these diagrams, thus the local flags and other thread-private variables are not depicted. The last thread performing the atomic operation is the rightmost on the diagram, and it re-initialises the counter, and this is depicted by the solid red line. Then, this thread reverses the global flag of the barrier, and this is represented by the solid green line. The other threads eventually perceive that the global flag bar->sense has changed, and this is shown by the dashed green lines. After reversing the local flags and passing the barrier, all the threads continue execution, and this is shown by the solid black lines with arrows indicating the direction of execution. The other barrier synchronisation algorithms can be interpreted using such diagrams in a similar way.

If latencies of memory access operations are dependent on mutual co-location of cores on which threads are executed and memory locations used in synchronisation, such diagrams are useful for reasoning about the mapping of logical variables used in
barrier synchronisation algorithms to physical memory cells on target many-core systems. On distributed shared memory architectures with NUMA and NUCA latencies, memory access latencies depend on the aforementioned co-location, so these diagrams allow to reason how it can affect the total latency of passing a synchronisation barrier.

2.5 Summary

In this chapter, the barrier synchronisation data flow topologies were discussed, and the state-of-the-art algorithms of barrier synchronisation via shared memory were reviewed. It was shown that memory architecture, memory consistency and cache coherence protocols are fundamental factors for correctness and efficiency of these algorithms. Specialisation of the discussed state-of-the-art barrier synchronisation algorithms on the Intel Xeon Phi 5110P coprocessor will be presented in the next chapter.
Chapter 3

Effective Barrier Synchronisation on Intel Xeon Phi Coprocessor

In this chapter, the efficiency of the five barrier synchronisation algorithms described earlier is evaluated on the Intel Xeon Phi 5110P coprocessor. The practical goal of this research is to minimise time spent in barrier synchronisation on Intel Xeon Phi 5110P, and the result can be measured quantitatively as a speedup over the reference implementation of this method of synchronisation on this platform. A novel hybrid barrier synchronisation algorithm is presented that exploits the topology, the memory hierarchy and streaming stores of the Xeon Phi architecture to achieve a 3.28× lower overhead than the Intel OpenMP barrier implementation (ICC 14.0.0), thus outperforming all other known implementations for this architecture. Algorithms specialised for Intel Xeon Phi are evaluated on the CG and MG kernels from the NAS Parallel Benchmarks, the direct N-body simulation kernel and the EPCC barrier OpenMP microbenchmark. The optimised barriers presented in the chapter are available at https://github.com/arodchen/cbarriers released as free software. Appendix A describes how to use the cbarriers framework. Most of the material in this chapter was presented at the Euro-Par 2015 conference [RNPL15]. The additional material, not presented in the conference, is related to refined utilisation of non-globally ordered streaming stores in the hybrid barrier synchronisation algorithm.

3.1 Introduction

The execution time optimisation of software barrier synchronisation has been widely studied [Bro86, YTL87, HFM88, MCS91, GV94, HMMR06], yet no algorithm has
proven to be optimal across the wide variety of parallel architectures. Indeed, each algorithm comes with its own set of trade-offs with respect to data flow topology, lengths of the critical paths, and memory consumption. For any given architecture, the optimal algorithm is largely dependent on factors such as the system’s topology, the structure of the memory hierarchy, and the characteristics of the cache coherence protocol.

The focus of this chapter is to analyse the performance of barrier synchronisation algorithms on the Intel Xeon Phi 5110P coprocessor and to specialise these algorithms for this coprocessor utilising its advanced features. Based on the Intel Many Integrated Core (MIC) architecture, that provides a commodity off-the-shelf many-core system, the Xeon Phi coprocessors of the Knights Corner product line have up to 61 cores, each 4-way multi-threaded, for running a maximum of 244 logical threads. At this scale, the efficiency of barrier synchronisation is crucial for performance in synchronisation-intensive workloads.

The first contribution presented in this chapter is a thorough evaluation of the behaviour of current state-of-the-art barrier algorithms, and an analysis of their trade-offs for the memory hierarchy of Xeon Phi. It is shown that while the best algorithm depends on runtime conditions, a single statically chosen algorithm is only marginally outperformed in a small number of cases. The second contribution is a novel and more efficient hybrid barrier synchronisation algorithm, mixing different (existing) barrier algorithms at different levels of granularity of synchronisation, and optimised with streaming store instructions to write full cache lines, that eliminate a costly read-for-ownership cache coherency operation, which combines a read of the cache line and its invalidation in other caches where it is shared. It is shown that the hybrid approach outperforms in execution time all previous algorithms on the Intel Xeon Phi 5110P coprocessor.

Section 3.2 presents key features of Xeon Phi. Specialisation of the state-of-the-art barrier synchronisation algorithms for the Xeon Phi coprocessor and the new hybrid synchronisation scheme are presented in Section 3.3. Section 3.4 presents the experimental findings. Finally, Section 3.5 discusses previous work on Xeon Phi barrier synchronisation optimisation and Section 3.6 summarises this chapter. The optimised barriers presented in this chapter are available at https://github.com/arodchen/cbarriers released under the Apache v2.0 free software license. This open-source multi-target parameterised framework for evaluating different barrier synchronisation algorithms is the third contribution.
3.2 Intel Xeon Phi 5110P Coprocessor

Specialisation of the barrier synchronisation algorithms described in the previous chapter was done for the 60-Core Intel Xeon Phi 5110P coprocessor with a maximum clock frequency of 1.053GHz. As of 2014, when most of the work presented in this chapter was done, this coprocessor belonged to the latest generation of the MIC architecture family, and it was one of the most advanced general-purpose many-core processors available on the market. Xeon Phi 5110P cores are in-order, and they are connected using a bidirectional ring interconnect, as shown in Figure 3.1. Each core is 4-way multi-threaded and has 32 KB of instruction and 32 KB of data caches, as well as 512 KB of the dedicated L2 cache (inclusive of L1 cache). The coherence of the L2 cache lines on different cores is controlled by the distributed tag directories implementing the GOLS cache coherence protocol [Int14]. The coherence of L1 and L2 caches within the core is maintained by a modified MESI cache coherence protocol. However, the GOLS protocol makes it possible to emulate the Owner state, enabling a MOESI-like functionality. The Owner state indicates that the cache line is both shared and modified. 8GB of GDDR5 RAM is accessed through 8 dual channel memory controllers connected through a ring interconnect interface, as shown in Figure 3.1.

The 512-bit Single-Instruction Multiple-Data (SIMD) instructions were used to optimise barrier synchronisation in the SIMD barrier [CDM13]. SIMD stores, also known as streaming stores, use a vector size matching that of a cache line. As a result, such store instructions do not need to issue a read-for-ownership request in the cache coherence protocol. Store instructions with the no-read hint can be either globally ordered, providing the x86-TSO consistency, or non-globally ordered, leading to a

Figure 3.1: Architecture of the Intel Xeon Phi 5110P coprocessor.
weaker memory consistency. Thus, the Intel Xeon Phi ISA has the two following types of streaming stores [Int12]:

- `vmovnrap[d/s]` - vector store instructions with the no-read hint, globally ordered (total store order type consistency).

- `vmovnrngop[d/s]` - vector store instructions with the no-read hint, but without enforcing a global ordering leading to weaker memory consistency, so that stores executed later in the same threads can be observed before them. A memory fence operation `lock addl $0x0,(%rsp)` should be used to prevent re-ordering of store operations in the cases when x86-TSO consistency is required.

The execution of HW threads can be paused, using the delay `r32/r64` instruction [Int12], which forces the processor to halt the fetch and issue of further instructions for a parametric number of cycles. This instruction can be used in barrier synchronisation algorithms during busy-waiting.

### 3.3 Barrier Synchronisation Specialisation for Intel Xeon Phi

#### 3.3.1 Busy-Waiting Amortisation

Busy-waiting on the same memory location in the barrier synchronisation algorithms presented in the previous chapter can have a negative impact on performance because of the increased memory traffic, leaving less bandwidth to other threads. This effect was previously noted [AC89]. The appropriate delay in the specialised `pause()` method was determined empirically (see Sect. 3.4) to amortise the impact of busy-waiting while balancing the additional latency this introduces for a thread to perceive a store operation. On the Intel Xeon Phi 5110P coprocessor, the delay can be introduced with the `_mm_delay_32( <number_of_cycles>)` intrinsic, as shown in Listing 3.1; the parameter `DELAY_IN_CYCLES` specifies the number of idle cycles.
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#define DELAY_IN_CYCLES (...)

inline static void
pause() {
    _mm_delay_32( DELAY_IN_CYCLES);
}

Listing 3.1: Busy-waiting delay.

3.3.2 Streaming Stores

Streaming stores can reduce barrier overhead \cite{KKC+13} when storing notification values to flags in the Notification Phase or reinitialising counters in the combining tree or sense-reversing centralised barrier. Listing 3.2 details the implementation of the store( <address>, <value>) function specialised for the Intel Xeon Phi 5110P coprocessor.

```
static inline void
store( volatile void *addr, int data) {
    _mm512i siVec = _mm512_set1_epi32( data);

#ifdef ARCH_STORE_NR
    // globally ordered streaming store
    _mm512_storernr_ps( addr, _mm512_castsi512_ps( siVec));
#endif

#if defined(ARCH_STORE_NR_NGO) || defined(ARCH_STORE_NR_NGO_REFINED)
    // non-globally ordered streaming store
    _mm512_storernrngo_ps( addr, _mm512_castsi512_ps( siVec));
#endif

#if defined(ARCH_STORE_NR_NGO)
    // memory fence
    asm volatile( "lock; addl $0,(%rsp)\n");
#endif
}
```

Listing 3.2: Utilisation of streaming stores.

To satisfy the x86-TSO consistency requirements of the algorithms presented in the previous chapter, the globally ordered version of the streaming stores should be used (when ARCH_STORE_NR is defined). The second option to satisfy the x86-TSO
consistency requirements of the described algorithms is to use the non-globally or-
dered version of the streaming stores followed by the memory fence operation (when
ARCH_STORE_NR_NGO is defined). The last option is to use non-globally ordered stream-
ing stores, but in comparison with the previous case, not directly followed by the mem-
ory fence operations (when ARCH_STORE_NR_NGO_REFINED is defined). In this case, the
presented algorithms should be modified via insertion of memory fences. Such a re-
finement will be described for the hybrid barrier synchronisation algorithm presented
below.

### 3.3.3 Hybrid Barrier Synchronisation

The design of the hybrid barrier originated from the observation that, on systems with
a hierarchical topology, different algorithms can be optimal for different levels in the
hierarchy. As always, the objective is to minimise inter-core communication while
exploiting the low cost of intra-core communication. During the preliminary evalua-
tion, it was observed that the most efficient algorithms were the dissemination barrier
and the combining tree with arity 4. Figure 3.2b shows the data flow topology of a
dissemination barrier. Evidently, each round contains at least one inter-core communi-
cation edge, which will be slower and will consequently determine the critical path for
each round. Therefore, it is proposed to rely on the centralised sense-reversing barrier
(equivalent to the combining tree with arity 4) for the intra-core phase, then revert to
dissemination once a single thread remains per core. A similar approach was discussed
by Cownie [Cow13]. Figure 3.2a and Listing 3.3 show the scheme and pseudocode of
the hybrid algorithm.

When ARCH_STORE_NR_NGO_REFINED is defined and non-globally ordered stores are
used, two memory fences are needed. The first memory fence is used to make the
reinitialised counter visible to other threads before Notification Phase of the sense-
reversing centralised barrier. The second memory fence is used to prevent stores in the
next epoch of computation from being visible before the stores related to the synchroni-
sation barrier, as described by Caballero [Cab] in Listing 6.8 and by Cownie [Cow13].

In respect to data flow topology, the hybrid barrier synchronisation algorithm pre-
sented in this section is schematically presented in Figure 3.3.
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(a) Scheme of hybrid dissemination barrier

(b) Data flow topology of dissemination barrier

Figure 3.2: Hybrid dissemination barrier rationale.
void // hybrid barrier
hb_wait(hb_Bar_t * bar, // shared data
tp_t * tp) // thread-private data
{
    sr_Bar_t * srB = bar->srB[ tp->srBId ];
    int srBC = fetch_and_add( & (srB->count), -1);
    int tpsrBS = tp->srBSense;

    if ( srBC == 1 )
    {
        // last thread inside the core to arrive
        // call to dissemination barrier
        dsmn_wait( bar->dsmnB, tp);
        store( & (srB->count), srB->threadsNum);
        #ifdef ARCH_STORE_NR_NGO_REFINED
        asm volatile( "lock; addl $0, (%rsp)\n");    
        #endif
        store( & (srB->sense), tpsrBS);
    }
    else
    {
        // non-last thread to arrive
        while ( tpsrBS != srB->sense )
            pause();
    }
    store( & (tp->srBSense), ! tpsrBS);
    #ifdef ARCH_STORE_NR_NGO_REFINED
    asm volatile( "lock; addl $0, (%rsp)\n");   
    #endif
}

Listing 3.3: Hybrid barrier wait method.

![Diagram of the hybrid barrier synchronisation algorithm via shared memory.](image)

Figure 3.3: Diagram of the hybrid barrier synchronisation algorithm via shared memory.
3.4 Experimental Methodology and Results

3.4.1 Benchmarks

EPCC OpenMP Microbenchmarks

A part of the Edinburgh Parallel Computing Centre (EPCC) OpenMP microbenchmark [Bul99] was implemented which allows evaluating the overhead of the standalone barrier primitive, which will be referred to as EPCC. This benchmark was selected in order to achieve the highest possible frequency of barrier synchronisation.

NAS Parallel Benchmarks

The Conjugate Gradient (CG) and MultiGrid (MG) kernels were chosen from the C versions [SILT11] of the National Aeronautics and Space Administration (NASA) Advanced Supercomputing (NAS) Parallel Benchmarks (NASPB) [NAS] in order to evaluate the efficiency of barrier synchronisation. They represent widely-used algorithms for finding numerical solutions of mathematical problems and were used to evaluate the efficiency of barrier synchronisation in other works [CDM13, SK10, SPSS08]. As the original inputs for these benchmarks lead to a low frequency of barrier synchronisation, even using the smallest class S, which makes it difficult to observe barrier overhead, the input class Y for these 2 NASPB kernels was introduced. The frequencies of barrier synchronisation in both classes S and Y are presented in Table 3.1. Class Y consists of inputs { na=240; nonzer=2; niter=300; shiftY=5.0 } for CG and { problem_size=16; nit=800 } for MG. collapse(2) clauses were also added to the relevant OpenMP parallel loops in the MG kernel, as suggested in [CDM13], to increase the amount of parallelism. The collapse( <loop_nest_depth>) clause is used to specify that a loop nest is not only parallel on the first loop construct annotated but also at a deeper level (parameter of the clause), which allows collapsing multiple loops into a single loop that is subsequently parallelised.

<table>
<thead>
<tr>
<th>NAS Parallel Benchmark Kernel</th>
<th>CG</th>
<th>MG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Class</td>
<td>S</td>
<td>Y</td>
</tr>
<tr>
<td>Frequency, $10^3$ barriers per second</td>
<td>6.4</td>
<td>21.6</td>
</tr>
</tbody>
</table>

Table 3.1: Barrier frequency in NASPB for inputs Y and S.
Direct N-body Simulation

A direct N-body simulation kernel was implemented to evaluate the efficiency of barrier synchronisation in the task where synchronisation cannot be relaxed. It was shown that using more relaxed synchronisation constructs, like phasers, is more efficient than using barriers for the CG and MG kernels [SPSS08]. In the implemented direct N-body simulation kernel, each thread calculates the coordinates and velocities of a single particle, so that the frequency of barriers will be the highest. Coordinates and velocities of a single particle are stored within a memory location which fit into a single cache line. Thus, in the implemented kernel, more parallelism cannot be extracted using other types of inter-thread synchronisation, as computation in each thread consumes data computed by all the other threads in the previous phase. This kernel will be referenced as NBODY in the rest of this chapter.

To test the specialised barrier implementations without interfering with the rest of the OpenMP implementation, each call to the __kmpc_barrier( ) function, which is the internal barrier function in the Intel OpenMP library, was replaced with a trampoline, barrier_trampoline__( ), that calls the function implementing the desired barrier algorithm. The replacement is done at compile time, so it does not introduce extra overhead.

The correctness of the implemented barrier synchronisation algorithms was validated on the CG and MG kernels which contain the checkers which verify the obtained results. The SANITY kernel was implemented together with the checker of the obtained results to expand the validation test base. In this kernel, various patterns of inter-thread dependencies are exercised providing empirical evidence of the correctness of the implemented algorithms.

3.4.2 Naming Convention and Methodology

For the remainder of this chapter, the geometric mean overhead of a barrier (or execution time per barrier) is measured in the experiments on EPCC as the geometric mean of its overhead across the different thread counts; so $O_{geomean} = \sqrt[\prod_{i=1}^{N} O_{n_i}}$, where $N$ is the number of different thread counts, $n_i$ is the number of threads in element $i$ in the vector of different thread counts, and $O_n$ is the barrier overhead for $n$ participating threads. For CG, MG, and NBODY, execution time of a kernel is used instead of the overhead of a single barrier. On charts representing the geometric mean overhead (execution time), horizontal lines show the best (lower green line) and the worst (higher red
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line) geometric mean overhead respectively, calculated as geometric mean of the best and the worst barrier overheads for each number of threads amongst all algorithms.

The best geometric mean overhead represents the practical lower bound of synchronisation overhead, which could be achieved given an oracle that predicts the best possible algorithm for a given number of threads. The performance of this ideal meta-algorithm shows the loss of performance resulting from using a single algorithm compared to the ideal performance that could (theoretically) be achieved by selecting algorithms dynamically with an oracle.

Individual barrier algorithms on the charts can be identified by their signatures. A signature uniquely identifies an algorithm by two 3-5 letter abbreviations and a number. The first abbreviation corresponds to the algorithm and its variations:

- sr - centralised sense-reversing barrier;
- dsmn - dissemination barrier;
- dsmnH - hybrid dissemination barrier described in Section 3.3.3;
- ct - combining tree barrier;
- stn - static tournament barrier;
- dtn - dynamic tournament barrier;
- ls - tree-based notification with local flags;
- gs - broadcast notification using a single global flag;
- omp - Intel OpenMP barrier.

The second part of the signature defines the implementation of the pause() method:

- pause - the waiting loops contained the 64-cycle delay (which will be discussed below);
- spin - the waiting loops contained no delay

This part is meaningless for the Intel OpenMP barrier.

The last part is a number corresponding to the arity of the tree for tree algorithms, the number of ways for a n-way dissemination barrier and meaningless for the centralised sense-reversing barrier and Intel OpenMP barrier.
The globally ordered version of the streaming stores was used (when \texttt{ARCH\_STORE\_NR} is defined) to identify the best performing barrier synchronisation algorithm on the selected benchmarks. The utilisation of non-globally ordered streaming stores was evaluated for the best performing algorithm (when \texttt{ARCH\_STORE\_NR} or \texttt{ARCH\_STORE\_NR\_NGO} is defined).

All of the experiments rely on a balanced strategy for thread mapping, mapping threads to cores with the least load first. This type of thread affinity is enabled in Intel OpenMP by setting the environment variable \texttt{KMP\_AFFINITY} to balanced. The \texttt{KMP\_LIBRARY} and \texttt{KMP\_BLOCKTIME} variables were set to \texttt{turnaround} and \texttt{infinite} respectively to prevent busy-waiting threads from relinquishing the CPU in favour of other scheduled runnable threads. The number of threads was controlled by setting the \texttt{OMP\_NUM\_THREADS} variable.

Each data point was obtained from 10 measurements and represented by a box plot. Unless otherwise indicated in a figure, the number of threads varies from 8 to 232 in increments of 8. The arities tested were: 2, 3, 4, 8, 16 and 32 for the combining tree barrier; 2, 3, 4 and 5 for the static tournament barrier; and 2, 3 and 4 for the dynamic tournament barrier.

When using Intel Xeon Phi at the highest available frequency of 1.04 GHz, the power management system (described in [Int14] Section 3) can change the voltage and frequency dynamically. This \textit{dynamic voltage-frequency scaling} introduces considerable variability in measurements. In order to avoid this variability, the experiments were performed at 0.84 GHz. The direct way to set the frequency to this value via the Intel Xeon Phi software stack utilities was not found\textsuperscript{1}. Changing the frequency to 0.84 GHz in an indirect way required performing the following steps:

1. Switching off all the power management configuration parameters:
   
   \begin{verbatim}
   sudo micctrl --pm=set --cpufreq=off --corec6=off --pc3=off --pc6=off
   sudo micctrl --reboot
   \end{verbatim}

2. Running a computationally-intensive workload which can lead to heating of the coprocessor to the level at which the power management system reduces the frequency to 0.84 GHz: \texttt{micprun -k dgemm -d 0 -p "--i_num_rep 1000"}

   When the drop of frequency to 0.84 GHz happens, the workload should be killed. After this point, the frequency stays at 0.84 GHz.

\textsuperscript{1}The author of the thesis asked this question at https://software.intel.com/en-us/forums/intel-many-integrated-core/topic/495831 but did not get a concrete answer.
The versions of components of the Intel Xeon Phi software stack used in the experiments are presented in Table 3.2.

### 3.4.3 Experimental Data and Discussion

Figure 3.4 shows the results for geometric mean overhead of barrier synchronisation algorithms on EPCC, and Figure 3.5 shows the results of the ideal meta-algorithm on EPCC.

#### Global Sense vs Local Sense

The overhead of tree barriers with global notification flag gs is much higher than that of barriers with a combining tree Notification Phase ls as can be seen on Figure 3.4, where the fastest gs variant is close to $2 \times$ slower than the slowest ls variant.

It can be observed that a combining tree with a global flag in Notification Phase has higher geometric mean overhead than a centralised sense-reversing barrier, and the higher the tree arity, the less the overhead. This indicates that another hybrid algorithm can be investigated: a single global counter for the Registration Phase, like in the centralised sense-reversing barrier, and a tree-based Notification Phase.

#### Delayed Busy-Waiting

As it can be seen from Figure 3.4, where the geometric mean overhead for different algorithms follows an increasing order, the same algorithm with delayed busy-waiting pause outperforms the undelayed spinning variants spin in the majority of cases. Due to this fact, undelayed busy-waiting was not considered in the further experiments.

#### Sizing the Delay for Spinning

To determine a suitable value (number of sleep cycles) to pass as a parameter to the delay instruction conveniently provided on Xeon Phi, delay values in the range from 0

<table>
<thead>
<tr>
<th>Component</th>
<th>Version</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPSS Version</td>
<td>3.1.1</td>
</tr>
<tr>
<td>Flash Version</td>
<td>2.1.02.0390</td>
</tr>
<tr>
<td>SMC Firmware Version</td>
<td>1.16.5078</td>
</tr>
<tr>
<td>SMC Boot Loader Version</td>
<td>1.8.4326</td>
</tr>
<tr>
<td>uOS Version</td>
<td>2.6.38.8+mpss3.1.1</td>
</tr>
</tbody>
</table>

Table 3.2: Intel Xeon Phi software stack components versions.
Figure 3.4: Geometric mean overhead of barrier synchronisation algorithms on EPCC (the green and red lines represent the selection of the best and the worst performing algorithm for a given number of threads respectively).
to 128 cycles with step 8 were evaluated on EPCC. Above 128 cycles, the performance starts to degrade as the delay introduces too much latency for waiting threads. The best performance was obtained with a 64 cycle delay that was used in all subsequent experiments. In future studies, this parameter can be investigated further as it is likely to depend on runtime conditions, such as the level of contention on the interconnect.

Hybrid Barrier

Figures 3.4 and 3.5 show that the hybrid dissemination barrier is the closest to the ideal meta-algorithm on synthetic benchmarks. Indeed, as confirmed by the results presented in Figure 3.6, the few instances where the hybrid barrier is not the most efficient in Figure 3.5 only correspond to minor timing variability up to 60 threads, up to which point the algorithms have similar overhead. Above 72 threads, the hybrid barrier overhead is considerably lower than that of the dissemination barrier.
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Figure 3.6: Dissemination barrier (black boxplots) compared to hybrid dissemination barrier (red triangles).

Real-world Kernels

The most efficient barrier algorithms selected above were evaluated on the CG and MG kernels of the NAS Parallel Benchmarks and direct N-body simulation kernel. The results are presented in Figures 3.7, 3.8 and 3.9 respectively. Hybrid dissemination barrier is superior over the other algorithms on CG and NBODY, while combining tree barrier with arities greater than 2 is slightly better than dissemination barrier on MG. The superiority of the combining tree barrier on MG may indicate high dispersion of thread arrival times at the barriers in this benchmark. Indeed, if at least one of the threads arrives at the barrier when all the other threads have already finished the Registration Phase, then the best performing barrier synchronisation algorithm will be determined by the time spent in the Notification Phase. For the dissemination barrier, the Notification Phase, in this case, is equivalent to the Notification Phase of the combining tree barrier with arity 2. Barriers with higher arities of the Notification Phase trees may perform better due to a shorter critical path for the cases with high dispersion of thread arrival times.
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(a) Geometric mean on CG input class Y
(the green and red lines represent the selection of the best and the worst performing algorithm for a given number of threads respectively)

(b) Meta-algorithm on CG input class Y

Figure 3.7: Comparison of barrier synchronisation algorithms on the CG kernel of the NAS Parallel Benchmark.
(a) Geometric mean on MG input class Y
(the green and red lines represent the selection of the best and the worst performing algorithm for a given number of threads respectively)

(b) Meta-algorithm on MG input class Y

Figure 3.8: Comparison of barrier synchronisation algorithms on the MG kernel of the NAS Parallel Benchmarks.
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(a) Geometric mean on NBODY
(the green and red lines represent the selection of the best and the worst performing
algorithm for a given number of threads respectively)

(b) Meta-algorithm on NBODY

Figure 3.9: Comparison of barrier synchronisation algorithms on
the direct N-body simulation kernel.
Utilisation of Streaming Stores in Hybrid Barrier

Utilisation of globally ordered streaming stores (when \texttt{ARCH\_STORE\_NR} is defined) leads to 5\% less overhead compared to ordinary stores for top performing barrier implementations on EPCC. However, utilisation of non-globally ordered streaming stores results in additional improvements.

A non-globally ordered streaming store is unordered in respect to other stores, meaning that other store instructions issued subsequently by the same thread can overtake it and become visible to other threads earlier. This relaxation of the memory ordering constraints makes it tempting to rely on this instruction for implementing barriers, as suggested by Cowrie \cite{Cow13} and shown by Caballero \textit{et al.} \cite{Cab} in Listing 6.8.

Indeed, 9.5\% less overhead in geometric mean for the refined hybrid barrier algorithm implementation was observed on EPCC when using non-globally ordered streaming stores (when \texttt{ARCH\_STORE\_NR\_NGO\_REFINED} is defined) over hybrid barrier algorithm utilising globally ordered streaming stores (when \texttt{ARCH\_STORE\_NR} is defined) as shown in Figure 3.10. Utilisation of non-globally ordered streaming stores followed by memory fence operations (when \texttt{ARCH\_STORE\_NR\_NGO} is defined) resulted in higher hybrid barrier synchronisation overhead over utilisation of globally ordered streaming stores.

![Figure 3.10: Hybrid dissemination barrier utilising globally ordered streaming stores (when \texttt{ARCH\_STORE\_NR} is defined) (black boxplots) compared to hybrid dissemination barrier refined to utilise non-globally ordered streaming stores (when \texttt{ARCH\_STORE\_NR\_NGO\_REFINED} is defined) (red triangles).](image-url)
Effects of the Ring Interconnect

As discussed by Dolbeau [Dol14], the address of the shared memory location used for communicating among threads has a significant effect on latency, and therefore on barrier overhead. The same behaviour, induced by the ring interconnect and the distributed tag directories, was observed on the centralised sense-reversing barrier. Figures 3.11a, 3.11b, and 3.11c show three sets of performance results obtained on EPCC for 1 to 60 threads and the estimated positions of the tag directories (in green) responsible for the provision of cache coherence for the memory locations of the shared counters. Within each experiment, the data for a given number of threads was obtained in a single execution, containing multiple iterations where the same memory locations are re-used to store the shared synchronisation variables. The only difference between the three experiments is the physical memory addresses allocated and used for the synchronisation variables. It is apparent that the variability of performance results is negligible within a given set, but it is significant in-between sets. The graph in Figure 3.11d shows the joint results from the three experiments presented in Figures 3.11a, 3.11b, and 3.11c.

This variability is explained by the ring topology and the distributed tag directories. Indeed, in this configuration, each cache line is attributed a tag directory which is queried whenever a core misses in both L1 and L2 for that specific line, requiring a round-trip from the core to the related tag directory. This means that the delay of communications between threads during a barrier is dependent on the distances between threads and the tag directories that are responsible for the cache lines used in the synchronisation. As threads are mapped to cores in a circular order along the ring interconnect, the barrier overhead will follow an S-shaped curve as in Figures 3.11a, 3.11b, and 3.11c. Thus, the estimation of the location of tag directories responsible for the provision of cache coherence for the shared counter memory location is performed by finding the points on the S-shaped curves where the slope of the tangent line is at the minimum. If the selection of a tag directory tag directory is equiprobable, then (on average) the overhead of the barrier will increase linearly with the number of threads, following the average straight line apparent in Figure 3.11d. Unfortunately, the selection of tag directories is not under explicit user control, which introduces extra variability in the barrier overhead.
Figure 3.11: Impact of non-uniform access time to distributed tag directories for the centralised sense-reversing barrier.
3.5 Related Work

A barrier using SIMD instructions was proposed by Caballero et al. [CDM13], achieving a $2.84\times$ lower barrier overhead on EPCC than the Intel OpenMP barrier. In respect to data flow topology, this SIMD barrier synchronisation algorithm is schematically presented in Figure 3.12. As shown in [CDM13] Figure 4, non-globally ordered streaming stores are followed by memory fences. As it was shown by the author of this thesis [RNPL15], such a replacement of a globally ordered streaming store with a non-globally ordered streaming store followed by a memory fence (when `ARCH_STORE_NR_NGO` is defined) leads to degradation. However, using fewer memory fences, as it was later shown by Caballero [Cab] in Listing 6.8, can lead to further performance improvements of synchronisation barriers. The refinement of the hybrid synchronisation barrier [RNPL15] by using fewer memory fences in a similar way (when `ARCH_STORE_NR_NGO_REFINED` is defined) leads to 9.5% less overhead.

Dolbeau [Dol14] showed that address selection is an important factor influencing barrier overhead due to non-uniform access time to distributed tag directories. Thus, a combining tree of specific topology and topology-aware memory allocation would allow lowering the overhead of barrier synchronisation. However, there is no explicit way to control topological aspects of memory allocation on Intel Xeon Phi systems. A direct comparison of this barrier against the Intel OpenMP barrier generated an initial speedup of $2.41\times$, further showing that address selection leads to an improvement to $2.85\times$. The technique employed to control memory allocation for this result is based on a trial-and-error approach for reverse-engineering the hashing function used by the tag directories.

![Diagram of the SIMD barrier synchronisation algorithm](image)
Finally, Ramos and Hoefler [RH13] proposed a model for dissemination barrier synchronisation and also compare with the Intel OpenMP barrier. However, the experiments only showed equivalent performance with the Intel implementation.

3.6 Conclusions

The five state-of-the-art barrier synchronisation algorithms were specialised for the Intel Xeon Phi coprocessor. A novel hybrid specialised variant was presented based on different algorithms to synchronise at intra-core and inter-core levels. Comparing the hybrid algorithm with previous implementations, lower overheads have been observed in the experiments on EPCC barrier microbenchmark, and an improved performance has been observed on direct N-body simulation kernel and two NAS Parallel Benchmarks, CG and MG. In other words, the fastest known barrier implementation for Intel Xeon Phi was presented. These optimised barriers are available at https://github.com/arodchen/cbarriers released as free software.

In addition, the analysis of the impact of the ring interconnect and distributed tag directories of the Xeon Phi system on barrier synchronisation has been provided. The inability to have explicit control over tag directories leads to missed optimisation opportunities when specialising SW for the Intel Xeon Phi coprocessor.
Chapter 4

Theory and Practice of Managed Runtime Environments

As discussed in Chapter 1, a Managed Runtime Environment (MRE) represents an implementation of a high-level language Virtual Machine (VM) such as the Common Language Infrastructure (CLI) [Sta12] or Java VM [LYBB14]. This chapter describes the fundamentals of MRE internals. It discusses the open-source research JVM implementation called Maxine VM in detail and compares it with other research and industrial-strength VMs. On the basis of this comparison, Maxine VM was selected as a component of the MaxSim simulation platform (presented in Chapter 6), that is designed to achieve part of the research aims of this thesis. Part of the material in this chapter was published in the MULTIPROG 2016 workshop proceedings [KRB+16], the VEE 2017 conference proceedings [KCR+17], and the ISPASS 2017 conference proceedings [RKN+17].

4.1 Fundamentals of Managed Runtime Environments

A Managed Runtime Environment (MRE) is a software layer shown in Figure 4.1 that provides a Virtual Machine (VM) abstraction to applications via an interface that hides the implementation details of the underlying layers. State-of-the-art MREs are dynamic execution environments, which contain a Just-In-Time (JIT) compiler, a memory manager with Garbage Collection (GC), in addition to libraries and other components. The MRE libraries, such as the .NET Framework Class Library [NE17] and the Java Class Library [JCL17], contain implementations of the barrier synchronisation primitive, so the results obtained in the previous chapter are directly applicable
to MREs for the Intel Xeon Phi 5110P coprocessor. Unfortunately, Java was not supported for programming Intel Xeon Phi at the time the work in the previous chapter was done [Ree13]. The components, mentioned in the subsequent chapters of this thesis, are discussed in detail below.

### 4.1.1 VM Emulation Engine

As discussed in Chapter 1, managed code is distributed in a bytecode format targeting VM V-ISA [SN05]. Emulation of a VM operation during bytecode execution can be performed either by (1) **interpretation** or (2) by **compilation** to a target’s ISA and subsequent execution by the underlying HW. Interpretation decodes and emulates the operation of single instructions one by one according to the control flow of the program. In case of compilation, a block of target code is generated for one or several bytecode instructions. The generated blocks of code can be linked together and optimised across basic block and function call boundaries in correspondence with control and data dependencies. Interpretation is performed by the module of an MRE called an **interpreter**, while runtime compilation, called **Just-In-Time** (JIT) compilation, is
performed by an MRE module called a JIT compiler. In contrast to unmanaged static compilation, JIT compilation can utilise dynamic profiling information for guiding optimisations. Dynamic profiling information is a set of counters associated with certain events happening during execution, such as control transfers or cache misses for example. Profiling information facilitates program adaptation to changes in the dynamic environment by re-optimising code.

**Interpretation**

Interpretation can be classified into two major groups by the pattern of operation [SN05]: *decode-and-dispatch interpretation* and *threaded interpretation*. Decode-and-dispatch interpretation happens in a loop, and the body of this loop performs decoding of the current VM instruction and calls a method responsible for the corresponding V-ISA operation emulation.

Threaded interpretation [Kli81] in contrast to decode-and-dispatch interpretation does not have the main loop. Instead, each method responsible for emulation of a certain V-ISA operation contains a finalising block of code performing decoding of the next VM instruction and jumping to an address of the method responsible for emulation of the subsequent operation. Addresses of emulation methods can be stored in a lookup table indexed by operation codes – *opcodes*. Alternatively, each method can be located at such an address that it can be calculated via pointer arithmetic avoiding a table lookup.

**Profiling**

Profiling is the process of collecting information about program execution. It can be used both for developer insight regarding application behaviour as well as for guiding compiler optimisations. Profilers can be classified into two major groups: *instrumentation-based* and *sampling-based*.

Instrumentation-based profiling is performed by insertion of a piece of code for incrementing a counter during execution of an associated point of interest. A basic example is a counter associated with the first instruction of a method. Such a counter provides information about the number of times each method was executed and allows the identification of frequently executed methods – *hot spots*. Instrumentation can be done at finer granularity allowing the identification of hot spots within each method. Instrumentation-based profiling allows precise information to be obtained about program execution at the cost of additional execution of code to increment counters. Thus,
this type of profiling can be performed during interpretation to identify (1) hot spots for optimising JIT compilation, and (2) code that has never been executed for which optimising compilation can be omitted.

During sampling-based profiling, an application of interest is interrupted periodically at random points of execution. Counters are associated with these random points and incremented if an interrupt happens again in the same place. Sampling-based profiling is less intrusive compared to instrumentation-based profiling as counters are associated with application interrupt points only. Thus, it enables probabilistic (imprecise) information to be obtained about hot spots.

**JIT Compilation**

JIT compilation is a process of target HW code generation for VM emulation at runtime. Generated target code is stored in a region of memory called the `code cache`. JIT compilers can differ in the level of applied optimisations, and in general, the higher the level of optimisations the greater time is required for compilation. Thus, there is a trade-off between performance of generated code and compilation time.

Non-optimising baseline compilation, as the name implies, is performed without any optimisations. Functionally, this kind of compilation represents emitting and linking methods responsible for emulation of V-ISA operations used for decode-and-dispatch interpretation. Thus, in contrast to interpretation, decoding of emulated VM operations is done only once – during compilation. Therefore, performance of VM code compiled by the baseline compiler is higher than the performance of interpretation of the same VM code given that the same methods are used for emulation of V-ISA operations.

High-performance VM emulation can be achieved via optimising compilation. In order to achieve peak performance, aggressive optimising JIT compilers can take advantage of dynamic profiling information to generate highly optimised code for hot paths of execution and totally ignoring cold paths that have not been executed before. If an ignored cold path is taken at runtime then a special action should be taken by an MRE which is called deoptimisation [HCU92]. During deoptimisation, execution is transferred from a triggering region of code to a corresponding place of unoptimised code generated by a baseline compiler or to an interpreter. Profiling information is updated, and optimised code with a speculative assumption which led to deoptimisation can be recompiled.
4.1.2 Garbage Collection

Automatic memory management is a set of techniques used in MREs to assist programmers with memory allocation and deallocation. The lifetime of a new object starts with an allocation of a block of memory necessary to accommodate data related to this object. New objects are allocated in the region of memory with a limited amount of space called a heap. The important feature of automatic memory management is that it frees programmers completely from manual memory deallocation at the end of the lifetime of an object. Instead, Garbage Collection (GC) identifies memory occupied by objects that are no longer referenced in the VM representation, so that this memory can be reallocated. Automatic GC is demand-driven and is usually triggered by memory starvation. There are a wide number of algorithms to perform GC, which can be classified into five major classes [JHM11]: mark-sweep, mark-compact, copying, generational and reference counting. These classes are described in the small survey below.

Mark-sweep GC traverses all reachable objects by references recursively starting from root objects and marks them during traversal. Root objects are a set of objects referenced from VM stacks, VM registers and static VM storage. The marked objects in the heap are considered to be live objects, and those that are unmarked are considered to be dead. On the sweep stage, the memory of the dead objects is reclaimed. Mark-sweep GC leads to free memory fragmentation which makes memory allocation more complex in comparison with allocation from a single unfragmented region of memory.

Mark-compact GC tackles the fragmentation problem of the previously described method by moving live objects to the top or the bottom of the heap after the mark phase, which leads to release of unfragmented unused space. After the compaction phase, references to compacted objects are updated with their new addresses. To optimise the number of references to be updated it is possible to reference an object indirectly through an associated pointer – handle. Utilisation of handles allows decreasing the number of reference updates at the expense of extra indirection for every object access.

Copying GC improves the mark-compact method by allowing concurrent operation of the mark and compact phases. The heap is split into two equal parts, so GC is initiated when only half of the heap is used. In this case, GC can compactly copy live objects from one half of the heap to the other whilst performing the mark phase. Copying GC allows merging mark and compact phases, but at the cost of effective utilisation of only half of the heap at any time.

Generational GC utilises object lifetime information to increase the probability of
checking liveness of objects that are more likely to be unreferenced and to reduce the overhead of copying objects with long lifetimes. Thus, the heap can be divided into several parts containing objects with certain lifetimes only. The lifetime can be defined empirically, by promoting an object from the younger generation to the older after it has survived a certain number of GC invocations.

Reference counting GC assigns each object a counter denoting the number of active references to it. Each time the reference to the object is created its counter is incremented, and when a reference is overwritten by another object the counter of the referenced object is decremented. Thus, when a reference counter reaches zero, the referenced object is considered to be dead.

4.2 Maxine VM

The Maxine VM [WHVDV+13] is the selected JVM to investigate opportunities for HW/SW co-design and co-specialisation of general-purpose CPUs and MREs in this thesis. The justification of this choice is presented in Section 4.2.4. Maxine VM is a meta-circular Java VM written in Java, so it manages not only application execution but its own execution as well. The primary design goals of Maxine VM are modularity and increased research productivity. Maxine VM consists of a number of interchangeable modules that are accessed through module interfaces, which are called schemes. The schemes describe heap and GC functionalities, multi-level JIT compilation policy, object layouts, and other aspects of JVM implementation details. In addition, it has a co-designed integrated debugging support (Maxine Inspector) that allows the binding of low-level execution entities (such as assembler instructions and memory addresses) with high-level VM information (such as methods and objects).

4.2.1 Baseline Compiler

Maxine VM utilises only JIT-compilation as the VM emulation engine. It has no interpreter and uses the baseline T1X compiler [WHVDV+13] to execute some VM code for the first time. T1X is a fast template-based compiler, and it emits, initialises, and links a piece of pre-compiled code (a template) for emulation of every VM instruction. Thus, T1X compilation generates code very quickly at the expense of lost optimisation opportunities. The T1X compiler associates a counter with every compiled method, which is incremented at the first instruction and inside every loop of a method. When
a counter reaches some threshold (5000 by default), an associated method is compiled by an optimising compiler, and all calls to the baseline method are replaced by calls to the optimised version.

4.2.2 Optimising Compilers

For high-performance VM emulation, the Maxine VM employs two optimising compilers: C1X and Graal. C1X is the default optimising compiler in Maxine VM. It originated from the Hotspot client compiler C1 [KWM08], and it has similar architecture and optimisation phases.

Graal [Gra16] is the most aggressive optimising compiler available in the Maxine VM. In contrast to C1X, it relies heavily on profiling information to guide speculative optimisations that yield better performance when speculative assumptions are correct. If speculative assumptions are incorrect, then a deoptimisation mechanism diverts control flow to the corresponding pieces of code generated by the T1X compiler. In addition, Graal compiler benefits from the integrated Truffle [WW12] self-optimising Abstract Syntax Tree (AST) interpreter that enables JavaScript, R, and Ruby applications to run on top of the Maxine VM.

4.2.3 Heap Allocation and Garbage Collection

Maxine VM implements a heap with two equal semi-spaces, and allocation of objects happens in only one of the two semi-spaces at the same time. When GC is triggered by memory starvation, all live objects are copied from one semi-space to the other, and allocation continues in the other semi-space. The heap is dynamically split into regions assigned to specific threads, and each thread performs allocation in its own Thread Local Allocation Buffer (TLAB) in the general case. TLAB allocation happens by returning and post-incrementing a pointer to free memory space inside a TLAB by the size of a recently allocated object. Memory reclamation is done by a stop-the-world flat semi-space collector based on Cheney’s breadth-first copying GC [Che70].

4.2.4 Comparison With Other JVM Implementations

As discussed earlier, MREs are complex SW systems typically consisting of a baseline compiler and/or an interpreter coupled with an optimising compiler, GC algorithms, facilities for deoptimisation, and many other functionalities. Ideally, a VM should be
designed in such a way to allow the plug-in of different modules that can extend optimisation capabilities. Unfortunately, this is not always feasible since high performance and high degrees of modularity are two aspects that counteract each other. In order to achieve high performance, VMs are optimised across the components sacrificing modularity.

Consequently, VMs broadly fall into two categories: production-quality and research VMs. Production quality VMs such as the HotSpot JVM [PVC01] can achieve high performance at the expense of limited experimentation capabilities due to the lack of modularity. On the contrary, research VMs such as the Jikes RVM [AAC+99] and Maxine VM [WHVDV+13] offer high degrees of implementation freedom and research productivity due to their modular design at the cost of lower (worse) performance in comparison with HotSpot VM. The comparison of Jikes RVM to Maxine VM is presented in Table 4.1, and Maxine VM has the following advantages over Jikes RVM:

1. It supports the widely-adopted x86-64 architecture.
2. It is compatible with the JDK7 Class Libraries and can run the full set of the DaCapo-9.12-bach [BGH+06], SPECjvm2008 [SPE08], pjbb2005 [PJB05], and other benchmarks.
3. It supports the Graal [Gra16] optimising compiler, which is the next-generation optimising compiler of HotSpot JVM.
4. It supports the Truffle [WW12] optimising AST interpreter, that allows the execution of other languages, apart from Java, such as JavaScript, R, Ruby, and others.

<table>
<thead>
<tr>
<th>Research VM</th>
<th>ISAs</th>
<th>Class Libraries</th>
<th>Support of Other Languages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jikes RVM</td>
<td>PowerPC, IA-32</td>
<td>Apache Harmony GNU Classpath</td>
<td>-</td>
</tr>
<tr>
<td>Maxine VM</td>
<td>x86-64, ARMv7</td>
<td>JDK 7</td>
<td>+ (via Graal and Truffle)</td>
</tr>
</tbody>
</table>

Table 4.1: Research VMs comparison.
4.2. MAXINE VM

In order to assess the performance of Maxine VM, it is compared against the production-quality HotSpot VM. The performance is measured as the reciprocal of the execution time of a given benchmark. To that end, the recent version of Maxine VM\(^1\) (rev. 8810) with its two optimising compilers, C1X and Graal customised for Maxine\(^2\) (rev.11558), is compared against the production-quality HotSpot VM with its two optimising compilers, C2 (ver. 1.8.0.25) and Graal\(^3\) (rev. 21075). The earlier version of Maxine VM\(^4\) (rev. 8750) and Graal\(^5\) customised for Maxine (rev. 11539) is added for comparison to show the contribution of the author of this thesis to the Maxine VM research project during his PhD.

The DaCapo\(^[1][2]\) benchmarks are used for performance comparison. The DaCapo benchmarks are a set of 14 representative open-source Java applications which are: avrora, batik, eclipse, fop, h2, jython, luindex, lusearch, pmd, sunflow, tomcat, tradebeans, tradesoap, and xalan. They cover a wide range of domains from simulation of the microcontrollers to transformation of XML documents into HTML. These benchmarks are widely used for performance analysis of JVM implementations and have been utilised for performance evaluation in this and subsequent chapters.

The performance comparison of the five VM-compiler-version triplets on the DaCapo-9.12-bach benchmarks\(^6\) is presented in Figure 4.2, where performance is relative to HotSpot-C2-1.8.0.25. Each data point was obtained from 16 measurements. Whiskers represent 95% confidence intervals. As depicted in Figure 4.2, the performance of HotSpot-Graal-21075 is comparable to HotSpot-C2-1.8.0.25, while the performance of Maxine-Graal-8810.11558 and Maxine-C1X-8810.11558 is 57% and 53% of HotSpot-C2-1.8.0.25, which is considered to be satisfactory for research purposes\(^[3][4]\). As already mentioned, the Maxine VM has two optimising compilers, namely C1X and Graal. Theoretically, if the Maxine VM is optimised across its modules, its peak performance with Graal should be on-par with that of the HotSpot VM with the same compiler. From the performance results presented in Figure 4.2, it can be seen that Maxine-Graal-8810.11558 is around 8% faster than Maxine-C1X-8810.11558 in geometric mean. However, since C1X is much less complex than Graal and has much lower compilation times, C1X has been selected as the

\(^1\)https://github.com/beehive-lab/Maxine-VM
\(^2\)https://github.com/beehive-lab/Maxine-Graal
\(^3\)http://hg.openjdk.java.net/graal/graal-compiler
\(^4\)See footnote 1.
\(^5\)See footnote 2.
\(^6\)eclipse is not present, as it did not pass on Maxine-Graal-8810.11558
Figure 4.2: Performance of different VM-compiler-version triplets relative to HotSpot-C2-1.8.0.25 (higher is better).
4.3. SUMMARY

optimising compiler for the purposes of this thesis.

The following major changes have been contributed to the Maxine VM by the author of this thesis during his PhD:

1. Profiling instrumentation in the T1X baseline compiler was implemented.
2. Profile-guided optimisations were enabled in the Graal optimising compiler.
3. Critical math substitutions were enabled.

This work on improving utilisation of the Graal optimising compiler by the Maxine VM resulted in $1.64 \times$ speedup as can be seen in Figure 4.2 by comparing performance of Maxine-Graal-8750.11539 (before the changes) and Maxine-Graal-8810.11558 (after the changes).

4.3 Summary

In this chapter, the fundamentals of MRE internals were presented, and different implementation options of VM emulation engine and automatic memory manager were reviewed.

In addition, this chapter discussed the open-source research JVM called Maxine in detail and compared it with other production-quality and research JVM implementations. The observed performance difference is less than 2x on the DaCapo-9.12-bach benchmarks against the state-of-the-art HotSpot VM, which is considered satisfactory for research purposes. The benefits of using Maxine VM are its modularity and its powerful co-designed integrated debugging support (Maxine Inspector) leading to research productivity.

Thus, this chapter provides background knowledge for the material of Chapters 6 and 7 which describes a novel simulation platform based on Maxine VM and its applications.
Chapter 5

Theory and Practice of Computer Architecture Simulation

As it was discussed in Chapter 1, evaluation of a SW prototype on a HW model is a key step in the iterative HW/SW co-design process. This chapter presents the fundamentals of HW model evaluation by computer architecture simulation. It discusses the open-source research simulator called ZSim in detail and compares it with other simulators. On the basis of this comparison and validation, ZSim is selected to simulate managed workloads executed on top of Maxine VM, which was described in the previous chapter. Part of the material in this chapter was published in the ISPASS 2017 conference proceedings [RKN+17].

5.1 Fundamentals of Computer Architecture Simulation

5.1.1 Comparison of Simulation with Analytical Modelling

Evaluation of SW executed on a HW model enables quantification of the execution by providing runtime characteristics such as execution time, power consumption, and memory access behaviour. There are two major classes of evaluation methods of SW execution on HW models. Simulation is the most straightforward and wide-spread evaluation method, while the other major option is analytical modelling [Eec10]. The former method utilises the functional and physical models of HW and simulates SW execution instruction by instruction, while the latter method is based on building a high-level analytical model of HW described by a mathematical formula taking some
characteristics of SW execution as an input. Thus, simulation is usually a more precise method, while analytical modelling is a faster method \[Eec10\]. These properties define the rationale for applicability of these methods: while analytical models provide a fast first-order approximation and narrowing down of the subspace of interest, simulation may be used for increasing the accuracy of quantification in that subspace.

As it was mentioned in Chapter [1], one of the aims of this work is specialisation of general-purpose CPUs via novel microarchitectural extensions and their utilisation in MREs. Although analytical modelling can be considered for evaluation of HW extensions, another important requirement of the research described in the subsequent chapters is verification of functional correctness of the proposed extensions. Such a verification can be performed via modelling of program execution at the ISA level without evaluation of any other characteristics, such as execution time, consumed power end energy. Such ISA-level modelling is called functional simulation. Thus, simulation in contrast to analytical modelling can meet both requirements simultaneously which are functional verification and power/performance evaluation.

### 5.1.2 Overview of Simulation Techniques

Microarchitectural simulation presents a number of challenges that define trade-offs between the following four characteristics \[Eec10\]: (1) simulation speed, (2) simulation accuracy, (3) design complexity affecting engineering efforts required to modify or implement new HW models, and (4) simulation coverage, which is a consideration to simulate only selected parts of a HW model. While engineering a simulator, an implementor has to make a number of design decisions which will be described below.

**Methods of Operation**

Simulators can be classified into two groups by the method of operation: execution-driven and trace-driven. Execution-driven simulators, as the name implies, (1) execute programs of interest via functional simulation and (2) feed calculated data to timing and other models. Thus, this method of operation contains two stages. Data fed to models can be stored in trace files, and trace-driven simulators use such trace files directly as input. The advantages of trace-driven simulation in comparison with execution-driven simulation are determinism, since the same trace file is used, and
faster operation due to the absence of the functional simulation stage. However, execution-driven simulation is a more flexible method of operation as execution can be dependent on timing and other models, and a trace-driven simulator is not able to account for such dependencies and models a single scenario of execution stored in a trace file. The two examples of timing-dependent instruction execution are (1) control- and data-speculative execution of a single-threaded code and (2) dependent execution of multiple threads. As dependent multi-threaded execution is typical for MREs, execution-driven simulation is a preferable option for the studies presented in the next two chapters.

FPGA-Accelerated and Non-Accelerated Simulation

Simulators can also be classified by the type of integrated circuits that are used to run the simulation. The two major classes of integrated circuits used for simulation are FPGAs and CPUs.

An FPGA-accelerated (or FPGA-based) simulator is an FPGA circuit configured by loading synthesised HW description of a HW model. FPGA-based simulators can achieve higher simulation speed in comparison to non-accelerated simulators, but their implementation or extension requires substantial engineering efforts due to the greater complexity of programming FPGAs compared to CPUs. Due to this reason, FPGA-based simulators are not considered for the studies presented in the next two chapters. The example of FPGA-based research simulators, infrastructures and methodologies are HAsim [PAK+11], Arete [KVBWA12], FAST [CSK+07], ProtoFlex [CPN+09], and MAST [MPG+17].

Non-accelerated simulators are programs targeting general-purpose CPUs, and they are easier to maintain than FPGA-based simulators. Such simulators can be subdivided into two groups by the type of execution engine: emulation and binary translation. In the case of emulation, each instruction, one by one, is decoded and modelled, while in the case of binary translation, after the instruction decoding step, a simulator generates a block of code which performs modelling. These blocks of code can be linked together and optimised across their boundaries for adjacentely simulated instructions [Haz11]. Thus, during the subsequent modelling of the same instructions, the decoding step can be omitted. Therefore, an execution engine based on binary translation can be faster in case the same code is simulated frequently. An execution engine based on binary translation can be particularly efficient for functional simulation in case the simulated ISA is equivalent to or kindred to the ISA of the CPU used
for simulation \[\text{[LCM}^+05, \text{GdL}16]\].

**Simulation Parallelisation**

Moving in a many-core direction raises a problem of parallel simulation of multi-threaded code on many-core processors. Even when two independent applications are executed on different cores, they can interfere with each other due to sharing resources of the processors, for instance, due to shared last level cache \[\text{[CMB}^+13]\]. Thus, accurate simulation of multiple threads running on several cores can require accounting for inter-core dependencies. In fact, these dependencies can be pretty fine-grained. Preserving all such dependencies can cause significant synchronisation delays outweighing all the benefits of simulation parallelisation. To get speedups, some parallel simulators, such as Graphite \[\text{[MKK}^+10]\] and ZSim \[\text{[SK}13]\], allow violation of precise dependencies while simulating cores in parallel for a configurable number of cycles. After parallel simulation of cores with relaxed inter-core dependencies, contentions for shared resources are modelled using queuing theory models in Graphite \[\text{[MKK}^+10]\] and using the bound-weave algorithm in ZSim \[\text{[SK}13]\].

**Full-System and User-Level Simulation**

Simulators can be subdivided into two groups: *full-system* and *user-level*. Full-system simulators model the whole computer system including input/output devices and operating system code. On the contrary, user-level simulators, as the name implies, model only user-level code omitting invocations of operating system code and input-output activities at all or partially.

The state-of-the-art full-system simulators are more complex and, typically, slower (higher simulation times) than user-level ones. The benefit of using a full-system simulation is the extra accuracy achieved since more components of the computing stack are simulated. However, for workloads\(^1\) that spend the vast majority of their time in user-level code, this is not the case. The two primary examples of the open-source full-system simulators are gem5 \[\text{[BBB}^+11]\] and MARSS \[\text{[PACG}11]\].

The user-level non-accelerated simulators, sacrificing the ability to simulate the kernel code, provide the best research trade-offs in terms of accuracy, simulation speed, and engineering effort for the purposes of the studies presented in this thesis. The examples of research simulators of this type are Sniper \[\text{[CHE}11]\] \text{and CHE}^+14\].

\(^1\)As it will be shown in Section 5.3.2 the DaCapo benchmarks with the exception of avrora are such an example.
ZSim [SK13], and Graphite [MKK+10]. From the currently available open-source user-level simulators, only ZSim allows the execution of arbitrary managed workloads via lightweight user-level virtualisation.

## 5.2 Power and Energy Consumption Modelling Using McPAT

As mentioned in Chapter 1, power dissipation is one of the major design limitations for future generations of many-core systems. Thus, power dissipation is an important characteristic while evaluating new HW models. The dissipated energy is a dependent characteristic, and it is equal to the integral of consumed power over time. Total consumed power can be represented as a sum of dynamic and static power. Dynamic power consumption is caused by switching circuit states. Static power is consumed due to leakage current, and it is dissipated even when a circuit is idle.

McPAT [LAS+13] is a parameterised framework for modelling power, area, and timing of multi-core and many-core processors. It requires (1) specification of microarchitectural parameters of a modelled processor and (2) microarchitectural events of a modelled program execution as input. Both inputs are passed in the XML-based format, so that microarchitectural simulators can collect required microarchitectural events and pass them to McPAT for power modelling. Using the provided events, McPAT can evaluate dynamic and static power consumption for each component of a modelled microarchitecture. The examples of the microarchitectural simulators coupled with McPAT are Sniper [HSC+12], gem5 [BBB+11], and Graphite [MKK+10].

## 5.3 ZSim Simulator

ZSim [SK13] is the simulator of choice to research opportunities for HW/SW co-design and co-specialisation of general-purpose CPUs and MREs. ZSim is an execution-driven (instruction-driven) simulator with the binary translation execution engine based on the Pin [LCM+05] dynamic binary instrumentation and modification tool. This optimised execution engine allows achieving simulation speeds of 20 Mega-Instruction Per Second (MIPS) for Out-Of-Order (OOO) core models on conventional CPUs. The most advanced OOO core that it can model is Intel Nehalem. One of the design goals of this simulator is scalability, which is achieved via the “bound-weave” simulation
parallelisation technique. Another feature, required for the research purposes of this thesis, is the ability to model execution of managed workloads fast and accurately.

### 5.3.1 Comparison With Other Research Simulators

A detailed comparison of ZSim with other non-accelerated simulators mentioned in this chapter is presented in [SK13]. The other simulators capable of running managed applications are gem5, MARSS, and Sniper. Sniper can simulate managed applications executed on top of Jikes RVM only [Jik14, SHB+14]. The validation and comparative analysis [AS16] of gem5, MARSS, Sniper, and ZSim on MiBench [GRE+01] and SPEC CPU 2006 [SPE06] benchmarks showed that Sniper and ZSim have the two least and similar simulation errors on configurations with two and four cores. The study also revealed that ZSim is the fastest simulator among the four compared simulators. These facts justified the selection of ZSim for the research purposes of this thesis.

### 5.3.2 Validation of Simulating Maxine VM Running the DaCapo Benchmarks

With minor modifications to its user-level virtualisation and scheduling techniques\(^2\), ZSim was able to simulate the full set of the DaCapo [BGH+06] benchmarks, discussed in Chapter 4, executed by the Maxine VM with the C1X optimising compiler. The parameters of the simulated systems used for validation are described in Table 5.1.

---

**Table 5.1: ZSim configurations.**

<table>
<thead>
<tr>
<th>Name</th>
<th>1C</th>
<th>2C</th>
<th>4C</th>
<th>1CQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores</td>
<td>type</td>
<td>x86-64 Nehalem OOO core at 2.66 GHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>total</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>enabled</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Prefetchers</td>
<td>disabled</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1I caches</td>
<td>32KB, 4-way, LRU, 3-cycle latency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1D caches</td>
<td>32KB, 8-way, LRU, 4-cycle latency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2 caches</td>
<td>256KB, 8-way, LRU, 6-cycle latency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3 cache</td>
<td>type</td>
<td>16-way, hashed, 30-cycle latency</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>size</td>
<td>8MB</td>
<td>2MB</td>
<td></td>
</tr>
<tr>
<td>Memory controller</td>
<td>1, 3 DDR3 channels, 47-cycle latency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRAM</td>
<td>3GB, DDR3-1066, 1GB DIMM per channel</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^2\) [https://github.com/arodchen/zsim](https://github.com/arodchen/zsim) rev.102
The configurations $1C$, $2C$, and $4C$ represent the Intel Nehalem microarchitecture with 1, 2, and 4 enabled cores respectively. Furthermore, $1CQ$ represents the 1-core CPU with just a Quarter of the 8MB Last Level Cache (LLC). This configuration is used in the next chapter in order to simulate the case when only a quarter of the available 4C resources is available to the workload (if the LLC could be partitioned, which is not possible on the Intel Nehalem microarchitecture).

ZSim was validated against a real system with the results presented in Figure 5.1. The performance of the simulated models $1C$-ZSim, $2C$-ZSim, $4C$-ZSim is validated against the performance of the real systems $1C$-Real, $2C$-Real, $4C$-Real respectively, where Real represents an Intel Core i7 920 (Bloomfield) CPU based on the Nehalem microarchitecture. The performance shown is relative to the $4C$-Real configuration. The performance is measured as the reciprocal of the execution time of a given benchmark. Whiskers represent 95% confidence intervals. It can be seen that the difference in geomean execution times between the real platform and the simulated models is from 8% to 12%, which is in alignment with the ZSim original validation [SK13]. Furthermore, the performance scalability pattern (from 1 core to 4 cores) of the simulated models is consistent with the real system. However, two major inconsistencies were observed. Firstly, the execution times of eclipse and tradesoap on the one-core model $1C$-ZSim were more than two times greater than the real system $1C$-Real. This is due to the different thread scheduling algorithms used: on the real system a Completely Fair Scheduling (CFS) [CFS14] scheme is employed while on ZSim a simple round-robin scheduling is used. Secondly, the avrora test on the Maxine VM spends more than half of its execution time in the Linux kernel on *-Real configurations. However, ZSim is capable of simulating only user-level code, significantly over-estimating avrora’s performance. These limitations should be taken into consideration when using the presented platform.

5.4 Summary

In this chapter, the fundamentals of computer architecture simulation were presented, and various simulation techniques and their design trade-offs were described. The examples of simulators implementing mentioned techniques were provided.

In addition, this chapter discussed the open-source research simulator called ZSim in detail and compared it with other simulators. On the basis of this comparison and validation, ZSim is selected to simulate managed workloads executed on top of Maxine
Figure 5.1: Validation of different simulated HW configurations *-ZSim against real system configurations *-Real. The depicted performances are relative to 4C-Real (higher is better).
VM, which was described in the previous chapter.

Thus, this chapter provides background knowledge for the material of the next two chapters, which describe a novel simulation platform for productive research in the areas of HW/SW co-design of general-purpose CPUs and MREs and its use cases.
Chapter 6

MaxSim: A Simulation Platform for Managed Applications

Managed applications, written in programming languages such as Java, C# and others, represent a significant share of workloads in the mobile, desktop, and server domains. Microarchitectural timing simulation of such workloads is useful for characterisation and performance analysis, of both hardware and software, as well as for research and development of novel hardware extensions.

This chapter introduces MaxSim, a novel simulation platform based on the Maxine VM, the ZSim simulator, and the McPAT modelling framework. MaxSim is able to simulate fast and accurately managed workloads running on top of Maxine VM and its capabilities are showcased with novel simulation techniques for: (1) low-intrusive microarchitectural profiling via pointer tagging on the x86-64 platforms, (2) modelling of hardware extensions related, but not limited to, tagged pointers, and (3) modelling of complex software changes via address space morphing.

Low-intrusive microarchitectural profiling is achieved by utilising tagged pointers to collect type- and allocation-site- related hardware events. Furthermore, MaxSim allows, through a novel technique called address space morphing, the easy modelling of complex object layout transformations. Finally, through the co-designed capabilities of MaxSim, novel hardware extensions can be implemented and evaluated.

MaxSim’s capabilities are showcased by simulating the whole set of the DaCapo-9.12-bach benchmarks in less than a day while performing an up-to-date microarchitectural power and performance characterisation. Furthermore, a hardware/software co-designed optimisation is demonstrated that performs dynamic load elimination for array length retrieval achieving up to 14% and 7% geometric mean L1 data cache loads.
reduction and up to 4% and 2% geometric mean dynamic energy reduction.

MaxSim is available at [https://github.com/arodchen/MaxSim](https://github.com/arodchen/MaxSim) released as free software. Appendix B describes how to use the MaxSim platform. The material in this chapter was presented at the ISPASS 2017 conference [RKN+17].

The practical goal of the work described in this chapter is to build a simulation platform integrating a simulator and a HLL VM implementation together in order to achieve the 3rd research aim of the work described in Chapter 1. The result of this effort can be measured qualitatively in terms of usefulness of the developed platform by comparing its features against other state-of-the-art simulation platforms.

### 6.1 Introduction

*Managed runtime environments* (MRE) have been widely adopted in a variety of computing domains ranging from mobile phones to enterprise servers. Managed languages, and Java, in particular, have been utilised not only in application and middleware domains but also in system programming for the development of research prototypes such as the Maxine Virtual Machine (VM) [WHVDV+13], Jikes RVM [AAC+99], the Singularity operating system [LH10], the Graal compiler [Gra16], and the Truffle [WW12]

The end of single-core scaling [Moo65, DGR+74] makes the achievement of further energy and performance improvements, solely by enhancements in *Hardware* (HW), an extremely challenging task. A way to address this challenge is to design domain-specific HW extensions for certain *Software* (SW) tasks in general, and for managed workloads in particular. In order to design HW extensions that address distinctive features of managed workloads, such as object orientation and *Garbage Collection* (GC), a specialised simulation platform is needed to improve research productivity. Such a platform must enable close integration of a fast and accurate microarchitectural simulator and a modern MRE while providing a feedback loop between these two components. In this chapter, MaxSim is presented which is a simulation platform targeting managed applications.

MaxSim, in contrast to previous efforts described in Section 6.4, allows fast, accurate, and low-intrusive performance analysis of managed workloads by employing a novel pointer tagging scheme. Fast, accurate, and low-intrusive performance analysis is typically performed by utilisation of HW counters [SHC+04, HSDH04], which has three main limitations. First, the frequent accesses to HW counters can introduce
6.1. Introduction

Performance overheads. Second, the association of collected events with high-level information related to managed workloads can be limited [GBEDB04]. Finally, HW counters are not always portable between architectures and may not be complete for arbitrary purposes. Also in MaxSim, the simulator has an awareness of the VM, so it is able to distinguish what code is being executed (GC, non-GC) and what data is being accessed (thread local storage, stack, heap, code cache, native).

In detail, the work documented in this chapter contributes the following:

- **MaxSim – a novel experimental platform for HW/SW co-design exploration** on the basis of the state-of-the-art Maxine VM, the ZSim microarchitectural simulator [SK13], and the McPAT power, area, and timing modelling framework [LAS+13].

- **A novel pointer tagging scheme in x86-64 architectures** that is based on Dynamic Binary Translation (DBT) that: (1) allows the fast, accurate, and low-intrusive fine-grain microarchitectural profiling of managed workloads, and (2) enables the implementation of HW/SW co-designed optimisations, such as HW-assisted retrieval of array lengths encoded in object pointers. In addition, the collected profiling information can be also loaded back to the Maxine VM, creating a full feedback loop between the simulator and the VM.

- **A novel address space morphing technique** for simulating complex software changes regarding object layout transformations such as fields expansion, contraction and reordering.

The techniques, implemented in MaxSim and described in this chapter, are applicable to other simulators and runtime systems. However, the selection of the state-of-the-art Maxine VM and ZSim simulator provides a unique combination of research productivity, accuracy and speed of simulation.

The chapter is organised as follows: Section 6.2 describes the MaxSim platform and introduces the novel simulation and optimisation techniques. Section 6.3 presents the use cases of the proposed platform. Finally, Section 6.4 presents the related work, while Section 6.5 summarises this chapter. The experimental platform presented in this chapter is available at [https://github.com/arodchen/MaxSim](https://github.com/arodchen/MaxSim) released under the GPLv2 free software license.
6.2 Integration of Platform Components and Novel Simulation Techniques

In this section, the novel features of MaxSim along with its capabilities are described in detail. These features are: (1) pointer tagging that can be used for light-weight object-based microarchitectural profiling and/or HW/SW co-designed optimisations, (2) integration with the McPAT framework for power and energy estimations, and (3) the address space morphing technique allowing the easy modelling and performance/power estimation of complex object layout transformations. The implementation details and the log of changes are available at [https://github.com/arodchen/MaxSim](https://github.com/arodchen/MaxSim).

6.2.1 Pointer Tagging

A pointer tag is a number of bits of an address which are ignored during memory access operations. In general, the main use cases of tagged pointers are: (1) capability-based addressing [Fab74, Lev84] and security [DKK07, CC04, Poi17], which can also require tagged memory, and (2) storage of type information [Org73, Bab00, HSH81]. The shift from 32-bit to 64-bit architectures enables 16 exabytes of memory to be addressable, a number which significantly exceeds the amount of memory needed for applications targeting these architectures. This fact motivated the support for tagged pointers in the modern commodity widely used architectures: AArch64 with 8-bit pointer tags [ARM15] and Sparc M7 with up to 32-bit pointer tags [Phi14].

Although x86-64 architectures do not currently support tagged pointers (see Sect. 3.3.7.1 in [Int11]), the virtual addressing is currently limited to 48 bits \(^1\) with the high 16 bits replicating bit 47. MaxSim exploits these high 16 bits on x86-64 architectures, to encode extra information that can be interpreted during simulation for various purposes. The main use case is the assignment of extra information to an object via its pointer. This extra information can regard either associations with high-level language features (Section 6.2.1) or other metadata for HW/SW co-designed optimisations (Section 6.2.1).

Typically, associating extra information with objects poses a trade-off between extra required memory and access time. Figure 6.1 presents three options for the storage of object metadata. The first option is “in object storage”, where the metadata is stored inside an object in an intrusive manner which also increases memory footprint. The

---

\(^1\)In the upcoming version of the architecture, the virtual addressing will be extended to 57 bits [5-L16].
second option is “associative array storage” which requires both extra space and lookup time to retrieve metadata. To that end, if metadata is accessed read-mainly and frequently (on every memory access operation) and the amount of metadata to be stored can fit in 16 bits, “pointer tag storage” is preferable which is the third option. Encoding metadata into the available 16 bits of an object’s address saves memory bandwidth and reduces access latency.

To enable tagged pointers support in MaxSim, the following three invariants must be preserved in Maxine VM:

1. All pointers to the same object must be tagged with the same tag.

2. When a field inside an object is accessed, \([\text{tag:base} + (\text{index} \times \text{scale}) + \text{disp}]\) addressing mode must be used, where \(\text{base}\) points to the beginning of the object and \((\text{index} \times \text{scale}) + \text{disp}\) represents an offset (later on, this will be referred to as \([\text{tag:base} + \text{offset}]\)).

3. An object pointer tag is immutable between any following adjacent points in an object’s lifetime: object allocation, initialisation, and evacuation during GC.

The first invariant allows the comparison of tagged pointers without extensive VM modifications, while the second invariant allows an accessed object’s class field to be identified using this canonical form. The third invariant implies that the pointer tag can only be changed in certain places, where all pointers to an object to be tagged are accessible without a full scan of all objects. All live objects are untagged during a stop-the-world VM operation when switching to the ZSim fast forwarding mode [SK13]. During the ZSim fast forwarding mode, execution happens without simulation and extensive binary modification/instrumentation at near-native speed until entering the next Region Of Interest (ROI) for simulation. Untagged object pointers are tagged back...
during the stop-the-world VM operation when entering the next ROI and switching back from the fast forwarding to the normal simulation mode.

```c
// Returns true if instruction operand is a memory reference.
BOOL
INS_OperandIsMemory(INS ins, UINT32 n);

// Returns base register (address = base + disp + index * scale).
REG
INS_OperandMemoryBaseReg(INS ins, UINT32 n);

// Returns index register (address = base + disp + index * scale).
REG
INS_OperandMemoryIndexReg(INS ins, UINT32 n);

// Returns scale (address = base + disp + index * scale).
UINT32
INS_OperandMemoryScale(INS ins, UINT32 n);

// Returns displacement (address = base + disp + index * scale).
INT64
INS_OperandMemoryDisplacement(INS ins, UINT32 n);

// Rewrites memory operand to reference the other memory location.
VOID
INS_RewriteMemoryOperand(INS ins, UINT32 memIndex, REG reg);
```

Listing 6.1: Pin API for tag pointers retrieval and untagging.

Finally, ZSim simulation is based on the Pin dynamic binary instrumentation and modification tool, and pointers’ tag detection and untagging is performed via the API shown in Listing 6.1. To summarise, pointer tagging allows to: (1) perform light-weight object-based microarchitectural profiling and, (2) perform a number of HW/SW co-designed optimisations by encoding data in tagged pointers.

**Light-weight Object-based Microarchitectural Profiling**

Simulation-based profiling, an important technique in performance analysis, is one of the key features of MaxSim. In order to enable this functionality, it is essential to
bind microarchitectural events with high-level language information. This binding is achieved via the pointer tagging mechanism described in the previous section.

The Maxine VM assigns a tag to a pointer, and ZSim collects events related to this tag during memory access operations. MaxSim currently supports several implementations of language information association with object pointers among which are: ClassIdTagging and AllocationSiteIdTagging. ClassIdTagging assigns object class IDs to all object pointers allowing the association of microarchitectural events per class. A class ID is a compact unsigned integer representing the class of an object and is usually stored in the class information object which is accessible via a pointer stored in an object’s header. By storing class ID in the pointer tag, it is possible to save two load operations at the expense of untagging and tag retrieval, which are two and one shift operations, respectively. AllocationSiteIdTagging assigns allocation site IDs to object pointers. An allocation site ID is a compact unsigned integer representing a pair of an allocation site estimation of an object and a class ID. Allocation site IDs are requested from ZSim via magic NOP operations \( \text{MSB} + 05 \), which have NOP semantics during non-simulated execution. On each allocation site ID request, ZSim returns a compact ID, which is associated with an allocated object’s class ID and an allocation site estimation using stack trace estimation in ZSim. Stack trace estimation is performed using per-thread circular buffers by pushing return addresses on function calls and popping them on function returns.

The state-of-the-art techniques to associate allocation sites with objects usually require either hashing \( \text{OOK} + 10 \) or storage of extra information in or adjacent to objects \( \text{CPST15} \). Such techniques introduce noticeable overheads and interference with a normal workload execution. In comparison with the aforementioned techniques, the proposed technique is much less intrusive, as it takes just a few lightweight operations during an object allocation to set a tag.

Figure 6.2 shows the integration scheme of MaxSim and the flow of profiling information between its components. The profiling information is stored in the Protocol Buffers format \( \text{Pro14} \), and it consists of two parts. The first part, stored in the ZSimProf.db file, contains microarchitectural events collected by ZSim. Examples of such events (memory accesses and cache misses) related to a class field are shown in Figure 6.2. The second part, stored in the MaxineInfo.db file, contains information necessary to bind collected events to high-level language information. In Figure 6.2, for example, field information (name, class ID, offset) is represented. In case there are several ROIs during the same simulation, several ZSimProf.db files and a single...
MaxineInfo.db file will be generated.

The profiling is performed during memory access operations, and collected events are associated with triplets of an instruction pointer, a pointer tag, and a memory address offset. Allocation site IDs are reported from ZSim to Maxine via magic NOPs with an allocation site ID stored in the rcx register by ZSim.

```
// Memory access profiling.
java.util.HashMap$Entry[](...)
  [java.util.HashMap.<init>(...)+354(...)]
    (asi:0 mf:2976(s:152(19) s:88(1)) ac:983 ... l3rm:11 l3wm:7):
      (o:80 r:33 w:9 ... l3rm:9 l3wm:0)

// L3 cache miss reads profiling.
[java.util.HashMap.put(Object, Object)+107(...)]
  (m:9 asi:0 ol:80 oh:80)
```

Listing 6.2: Snippet of profiling information textual output.

The detailed collected information can later be uploaded to Maxine VM to guide...
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optimisations, or it can be printed in a textual format. The snippet of the textual output is presented in Listing 6.2. In this example, AllocationSiteIdTagging was active, and the profiling information is shown for objects of HashMap$Entry[] class allocated during a call to HashMap.<init> method at offset 354 (in the constructor of HashMap). In total, 1 object of 88 bytes and 19 objects of 152 bytes were allocated reaching a total allocation footprint of 2976 bytes. Furthermore, 983 memory accesses were performed with 11 L3 cache read misses and 7 L3 cache write misses. At offset 80, 33 reads and 9 writes were performed with 9 L3 cache read misses. Finally, all 9 misses at offset 80 occurred at offset 107 of method HashMap.put. The presented tagged-based profiling scheme is especially useful for profiling object-oriented SW in which objects can be relocated (e.g. copying garbage collection), as pointer tags preserve objects’ identities for profiling.

HW/SW Co-designed Optimisations Enabled by Tagged Pointers

The presence of available bits, when tagged pointers are enabled, creates a number of HW/SW co-designed optimisation opportunities. It is possible to encode some information related to an object in a pointer tag and to extend functionality of memory access operations via a tag for performance/power optimisations or security enhancements. An example of such an optimisation is related to array length encoding in tags and is one of the use-cases of this chapter. Its evaluation is presented in Section 6.3.2.

6.2.2 Integration with the McPAT Framework

To be able to perform energy estimations, the energy estimation model (which uses McPAT) from the Sniper simulator [HSC12] for the same microarchitecture simulated by ZSim was integrated. Conversion of microarchitectural events from the ZSim to Sniper format was adopted from the ZSim-NVMain simulator [ACU15]. The modelling tool required the collection of a number of extra microarchitectural events in ZSim such as the number of predicted branches and floating point microoperations.

6.2.3 Simulator/VM Co-Operative Address Space Morphing

For many managed languages in general, and for Java in particular, layouts of objects in memory are not specified and depend on the VM implementation. Changing layouts of objects can improve cache locality and decrease memory footprint. However, such
transformations are difficult to implement without adding extra complexity or breaking the modularity of a VM. MaxSim implements a novel address space morphing technique to perform simulation of complex object layout transformations, specifically fields expansion, contraction, and reordering.

As shown in Figure 6.3, the proposed technique is a co-operative multi-stage object layout transformation. Furthermore, it leverages the flexibility of Maxine VM to expand object fields and the ability of ZSim to remap memory addresses during simulation. Thus, in order to perform fields reordering and contraction by a factor of \( N \), the following three stages are performed: (1) all fields except those to be contracted are expanded by a factor of \( N \) by Maxine VM, (2) ZSim contracts the heap by a factor of \( N \) via address space remapping, and (3) ZSim remaps the offsets of the fields according to the provided reordering map.

In the example of Figure 6.3, the original object layout has two reference fields, `ref.0` and `ref.2`, and two primitive fields, `prim.1` and `prim.3` (the leftmost object layout). During simulation, it is morphed in three stages to the new layout (the rightmost object layout) which results in its fields being reordered, as described by the \( m_o \) reordering map, and its references being contracted by a factor of 2. In order to perform such transformations, four parameters to three bijections are provided. The

<table>
<thead>
<tr>
<th>Morphing Stages</th>
<th>Original</th>
<th>Expanded</th>
<th>Contracted</th>
<th>Reordered</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bijection</td>
<td>( f_{o}(1,2) )</td>
<td>( f_{e}(2) )</td>
<td>( f_{r}(m_o) )</td>
<td>( f_{r}(m_e) )</td>
</tr>
<tr>
<td>Sizes</td>
<td>( m_o )</td>
<td>( m_e )</td>
<td>( m_c )</td>
<td>( m_r )</td>
</tr>
<tr>
<td>0x00 → 0x08</td>
<td>0x00 → 0x08</td>
<td>0x00 → 0x04</td>
<td>0x00 → 0x04</td>
<td></td>
</tr>
<tr>
<td>0x08 → 0x18</td>
<td>0x08 → 0x20</td>
<td>0x08 → 0x10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0x10 → 0x00</td>
<td>0x18 → 0x00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0x18 → 0x10</td>
<td>0x20 → 0x10</td>
<td>0x00 → 0x00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0x10 → 0x08</td>
<td>0x10 → 0x08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Addressing</td>
<td>( [b_o+o_o] )</td>
<td>( [f_{o}(b_o)+f_{e}(o_o)] )</td>
<td>( [b_c/2+o_c/2] )</td>
<td>( [b_c+m_c(o_c)] )</td>
</tr>
<tr>
<td>Object Layout</td>
<td>0x00:0x08:0x10:0x18:0x20:0x28:</td>
<td>ref.0</td>
<td>ref.0</td>
<td>ref.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>prim.1</td>
<td>prim.1</td>
<td>prim.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ref.2</td>
<td>ref.2</td>
<td>ref.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>prim.3</td>
<td>prim.3</td>
<td>prim.3</td>
</tr>
</tbody>
</table>

Figure 6.3: Example of address space morphing in MaxSim.
first bijection $\mathbf{f}_e$ from the Original to the Expanded space takes two arguments: 1 - expansion factor for references, 2 - expansion factor for primitives. The transformation defined by this bijection is performed via changing layouts of objects in Maxine VM. The fields reordering map $m_o$ is also modified according to this bijection. The second bijection $\mathbf{f}_c$ from the Expanded to the Contracted space takes the contraction factor as its argument. This transformation is performed in ZSim by dividing by 2 bases and offsets of memory access operations to objects. Furthermore, the fields reordering map $m_c$ is modified by dividing by 2 all to-offsets. The third bijection $\mathbf{f}_r$ from the Contracted to the Reordered space takes the reordering map $m_c$ from the Contracted stage and performs fields reordering according to this map resulting in the simulation of the desired layout. Heap and thread-local allocation buffer sizes are also doubled in Maxine VM on the Expanded stage.

Another issue that should be considered during simulator/VM co-operative address space morphing is expanded objects copying and initialisation. After expanding primitives twice in Maxine VM, it will take twice as many dynamic instructions to perform copying or initialisation than it would take in the case of the final layout presented in the example. This issue is handled via filtering during simulation of execution of object copying and initialisation which happens in a loop. In this loop, every second iteration is omitted from the timing simulation. The indication that loop filtering should be enabled or disabled is performed by the VM via magic NOP operation in the loop’s prologue and epilogue respectively. An example of such loop, with filtered iterations, is shown in Listing 6.3.

```c
// Sets value v for n words at pointer p.
void
c
setWords( Pointer p, int n, Word v) {
  // loop prologue
  zsimMagicOp( FILTER_LOOP_BEGIN, p);
  for ( int i = 0; i < n; i++ ) {  
    writeWord( p, i * WORD_SIZE, v);
  }
  // loop epilogue
  zsimMagicOp( FILER_LOOP_END);
}
Listing 6.3: Example of loop iterations filtering.
```

In order to validate the proposed address space morphing simulation technique, the
following experiment was performed. Both references and primitives of heap objects were expanded twice in the Maxine VM via the bijection $f_e(2, 2)$. During simulation in ZSim, memory accesses to expanded fields are projected back to original unexpanded address space (by contracting twice) via the bijection $f_c(2)$, thus simulating the original object layout. No fields reordering is performed via the bijection $f_r(\emptyset)$. The execution times were compared to the simulation of the original object layout, and the measured execution time geometric mean difference was less than 1% for the DaCapo benchmarks validating the proposed technique.

The simulation of objects’ fields reordering transformation via address space morphing is driven by a configuration file passed to MaxSim in the Protocol Buffers format, presented in Listing 6.4. Fields reordering is described by the type descriptor `typeDesc` to be simulated having a different layout. The objects to be simulated as having an alternative layout are tagged by a `transTag`. On memory accesses to objects tagged by a `transTag`, address remapping is done during simulation by using an associative array represented by `fieldOffsetRemapPairs`, replacing matching `fromOffset` by `toOffset` during simulation. This technique allows fast experimentation with various objects layouts. It also allows having different layouts of objects of a superclass and its subclasses so that the same field can have different offsets in them.

```protobuf
// Fields offset remapping pair.
message FieldOffsetRemapPair {
  required int32 fromOffset = 1;
  required int32 toOffset = 2;
}

// Data transformation information.
message DataTransInfo {
  required string typeDesc = 1;
  required int32 transTag = 2;
  repeated FieldOffsetRemapPair fieldOffsetRemapPairs = 3;
}
```

Listing 6.4: Configuration file in the Protocol Buffer format driving fields reordering transformation simulation.

Expansion and contraction of references and primitives via address space morphing allow simulating ordinary object pointers compression [ATBC+04] in MaxSim. Compression of object pointers [ATBC+04] can lead to significant improvements in
6.3. USE CASES

<table>
<thead>
<tr>
<th>Name</th>
<th>4C</th>
<th>1CQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores</td>
<td>type x86-64 Nehalem OOO core at 2.66 GHz</td>
<td></td>
</tr>
<tr>
<td></td>
<td>total 4</td>
<td>1</td>
</tr>
<tr>
<td>Prefetchers</td>
<td>disabled</td>
<td></td>
</tr>
<tr>
<td>L1I caches</td>
<td>32KB, 4-way, LRU, 3-cycle latency</td>
<td></td>
</tr>
<tr>
<td>L1D caches</td>
<td>32KB, 8-way, LRU, 4-cycle latency</td>
<td></td>
</tr>
<tr>
<td>L2 caches</td>
<td>256KB, 8-way, LRU, 6-cycle latency</td>
<td></td>
</tr>
<tr>
<td>L3 cache</td>
<td>type 16-way, hashed, 30-cycle latency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>size 8MB</td>
<td>2MB</td>
</tr>
<tr>
<td>Memory controller</td>
<td>1, 3 DDR3 channels, 47-cycle latency</td>
<td></td>
</tr>
<tr>
<td>DRAM</td>
<td>3GB, DDR3-1066, 1GB DIMM per channel</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: ZSim configurations.

memory utilisation, and it is used in the 64-bit JVM implementations [Ope17]. An example of another transformation which could be implemented and simulated via the presented technique is a replacement of precisions and sizes of certain fields to different ones (long to int or double to float). To summarise, address space morphing allows to evaluate the performance impact of changing the order and/or size of fields.

6.3 Use Cases

This section will present two use cases of MaxSim. The first one regards the microarchitectural characterisation of the DaCapo benchmarks. The second use-case showcases simulation of the architectural extensions related to the retrieval of array lengths stored in pointer tags.

The parameters of the simulated systems referenced in the use cases are described in Table 6.1. The 4C configuration represents the Intel quad-core Nehalem microarchitecture. Furthermore, the 1CQ configuration represents the single-core CPU with just a Quarter of the 8MB Last Level Cache (LLC). The 1CQ configuration was used in order to simulate the case when only a quarter of the available 4C resources is available to the workload (if the LLC could be partitioned).

6.3.1 Characterisation of the DaCapo Benchmarks

Workload characterisation is crucial for performance analysis of both HW and SW. MaxSim was able to simulate the whole set of the DaCapo-9.12-bach benchmarks in less than a day, with the results depicted in Figures 6.4a and 6.4b. Figure 6.4a shows the
Figure 6.4: Characterisation of the DaCapo-9.12-bach benchmarks on MaxSim.
L2 and L3 Load Cache Misses Per Kilo Instruction (LCMPKI) for both configurations. As shown, the majority of the DaCapo benchmarks are not cache-miss-intensive, which corresponds with the previous findings [IN12]. Figure 6.4 contains the information on Instructions Per Clock (IPC) and Consumed Power (CP). The geometric mean IPC is close to 1.4, while the CP is between 10 and 60 watts depending on the configuration. Hatched parts of the bars in Figures 6.4a and 6.4b represent parts of the presented metrics related to Garbage Collection (GC).

6.3.2 Evaluation of the HW/SW Co-Designed Optimisation Related to Array Length Encoding into Array Object Pointers’ Tags

Implementations of managed languages associate array lengths with array objects allowing them to perform array bound checks at runtime. Moreover, outside the scope of managed languages, SW-based integrity checking packages may retrieve array lengths before memory access operations to verify that the accessed addresses are within array bounds. A common way of storing an array length is inside an array object at some constant offset from a base pointer. In Maxine VM, array lengths are stored at offset 0x10 of an array object and can be in the range of [0;2^{31} – 1].

Having 16-bit pointer tags, it is possible to store a range of array lengths [0;2^{16} – 2]. The value 2^{16} – 1 serves as a Not an Array Length (NaAL) indicator. The retrieval of an array length can be performed via the method shown in Listing 6.5. This code can be emitted in 5 instructions of 19 bytes size with an average execution height of 4.5 instructions. On the contrary, the baseline scheme utilises just one instruction of four bytes size (load by objectAddress at offset 0x10).

```
// Retrieving array length. // ! x86-64 GNU Assembler
inline int
retrieveArrayLength( Address_t objectAddress) {
    TAG_t tag = extractTAG( objectAddress);
    if ( tag != NaAL ) {
        return (int) tag ;
    }
    return * ((int *) (objectAddress + 0x10));
}
```

Listing 6.5: Array length retrieval with tagged pointers.
In order to perform the whole code snippet in just one instruction, corresponding to the load instruction preceding the return statement in Listing 6.5, the HW extension shown in Figure 6.5 is proposed. The presented HW extension relies on the invariant, preserved by the VM, that the array length field of an array object is always accessed via a [tag:base+offset] addressing mode. Furthermore, the ArrayLengthTagging scheme has to be enabled. In this scheme, all non-array objects and arrays with lengths greater than $2^{16} - 2$ are tagged with the NaAL tag, while all the other array objects are tagged with their lengths. Thus, when an array length is accessed, the aforementioned tagged address pattern can be identified by the Address Generation Unit (AGU) in the proposed HW extension. Upon detecting an access to an array length field, which is also encoded in a pointer tag, the isAL signal is set. Consequently, the value AL from the tag bypasses the Load-Store Unit (LSU) on its way to a consumer.

The values of the matching offset (0x10) and the matching tag (NaAL) for the presented AGU extension can be fixed or variable. In the latter case, these values can be set via a control register, making this scheme more general. If an array length is loaded from a pointer tag then one cycle latency is assumed, which is modelled in the ZSim simulator.

The proposed HW/SW co-designed optimisation is evaluated on the DaCapo-9.12-bach benchmarks on the 1CQ and 4C ZSim models of Table 6.1. Figure 6.6 presents the results for L1 Data Cache Loads (L1DCL) and Dynamic Energy (DE) reductions. The proposed extensions to the AGU and the LSU were not added in the power estimation model as the energy overhead of these functional units extensions is significantly less
than the energy savings from the reduction of memory traffic. Although no significant performance gains were observed, the proposed technique resulted in up to 4% and 2% geometric mean dynamic energy reduction, and up to 14% and 7% geometric mean L1 data cache loads reduction.

### 6.4 Related Work

The closest platform [Jik14] allowing user-level simulation of managed workloads is based on the Sniper multi-core simulator [CHE11] and the Jikes RVM [AAC+99]. The main limitation of this platform against MaxSim, is that it only supports 32-bit Jikes RVM and is not capable of running the full set of the DaCapo benchmarks. Regarding the simulator, Sniper uses the instruction-window centric Out-Of-Order (OOO) core model [CHE+14] with an average relative error of 11% for single-core and 21% for eight-core simulations on the SPLASH-2 benchmarks [WOT+95]. It is very close to ZSim’s average relative error, which on a selection of tests from PARSEC [BKSL08], SPLASH-2, and SPEC OMP2001 [ADE+01] is 10% for single-core and 11% for six-core simulations. The tandem of Sniper and Jikes was used to explore a number of HW/SW co-designed techniques. These techniques improve memory bandwidth and reduce power and energy consumption by preventing write backs of cache lines containing parts of dead objects and by preventing fetches-on-writes while initialising cache lines containing parts of newly allocated objects with zeros [SHB+14].

The platform described in [WMGW06] is based on the Hotspot JVM and the full-system Simics simulator [MCE+02]. It does not require any changes to the Hotspot
JVM and it can be very helpful in non-disruptive simulation-based performance analysis. It has high visibility of the Java high-level information (with the exception of thread and stack state). The design goal of that platform was to decouple it as much as possible from the concrete JVM implementation via a clear interface. The MaxSim platform, on the contrary, followed the co-design approach of the VM and the simulator development to facilitate extra functionality.

The ZSim simulator is written in C++, and communication of high-level information with the Maxine VM happens via Protocol Buffers. If the simulator was written in Java, the communication between the two components could have happened via reflection. The simulator called Tejas [SKK+15] is written in Java and can run on any platform the Java VM can execute. However, it has two limitations: firstly, it is a trace-driven simulator, and secondly, it uses an intermediate virtual ISA, which can introduce inaccuracy.

The Virtual Performance Analyzer (VPA) framework [THC+14] follows the approach of partial selective simulation of HW-SW interaction. In this framework, a cycle-approximate model is used. The motivation of this approach is the observation that I/O operations are sensitive to delays, and a simulation speed above 10 MIPS should be preserved not to alter the behaviour of the program. The ZSim simulator solves this problem via the lightweight user-level virtualisation technique, achieving for the OOO model an average simulation speed of 12 MIPS (in the experiments carried out for this chapter).

Introspection of target agnostic JIT compilation in the Smalltalk VM on top of gem5 [Shi15] was shown to be useful for debugging and power/performance analysis. However, gem5 has a low simulation speed of 200 KIPS. Moreover, with Graal [Gra16] and Truffle [WW12], it could be possible to run Smalltalk and other managed languages on the presented platform in future.

6.5 Conclusions

In this chapter, the MaxSim platform was presented. It is a novel and open-source experimental platform for HW/SW co-design research and characterisation of managed workloads. MaxSim is based on the state-of-the-art Maxine VM, the ZSim microarchitectural simulator, and the McPAT power, area, and timing modelling framework. MaxSim features the simulation of 16-bit-tagged pointers, which are utilised for: (1)
low-intrusive memory access profiling, (2) tagged pointers modelling on x86-64 architectures, and (3) experimenting with novel HW/SW co-designed optimisations by extending the semantics of memory access operations via pointer tagging. In addition, the address-space morphing technique was presented, which allows modelling and simulation of complex software changes, such as compressed object pointers optimisation and other data layout transformations. MaxSim’s capabilities were showcased by: (1) performing an up-to-date microarchitectural characterisation of the full set of the DaCapo benchmarks in less than a day, and (2) presenting a novel HW/SW co-designed optimisation that performs dynamic load elimination for array length retrieval achieving up to 14% and 7% geometric mean L1 data cache loads reduction and up to 4% and 2% geometric mean dynamic energy reduction. MaxSim is available at https://github.com/arodchen/MaxSim released as free software. This platform is used in the next chapter to explore opportunities for type information elimination from objects on architectures with tagged pointers support.
Chapter 7

Type Information Elimination from Objects on Architectures with Tagged Pointers Support

Implementations of object-oriented programming languages associate type information with each object to perform various runtime tasks such as dynamic dispatch, type introspection, and reflection. A common means of storing such relation is by inserting a pointer to the associated type information into every object. Such an approach, however, introduces memory and performance overheads when compared with non-object-oriented languages.

Recent 64-bit computer architectures have added support for tagged pointers by ignoring a number of bits – tag – of memory addresses during memory access operations and utilise them for other purposes; mainly security. This chapter presents the first investigation into how this hardware support can be exploited by a Java Virtual Machine to remove type information from objects. In addition, novel hardware extensions are proposed to the address generation and load-store units to achieve low-overhead type information retrieval and tagged object pointers compression-decompression.

The evaluation has been conducted using the MaxSim platform presented in the previous chapter. The results, across all the DaCapo benchmark suite, SLAMBench, pseudo-SPECjbb2005 and GraphChi-PR executed to completion, show up to 26% and 10% geometric mean heap space savings, up to 50% and 12% geometric mean dynamic DRAM energy reduction, and up to 49% and 3% geometric mean execution time reduction with no significant performance regressions. It is also observed that utilisation of eight-bit tags provides 99% of the achievable heap space savings.
7.1. INTRODUCTION

The practical goal of this research is to improve memory utilisation, performance and energy efficiency of HLL VM implementations, and the result can be measured quantitatively as an improvement in these characteristics. The material in this chapter was published in the *IEEE Transaction of Computers 2017* journal [RKN+18].

7.1 Introduction

Managed runtime environments are extensively used in many computing domains ranging from mobile devices to cloud servers. Managed object-oriented languages have been employed not only in application and middleware domains but also in system programming for the development of research prototypes such as the Maxine *Virtual Machine* (VM) [WHVDV+13, KCR+17], Jikes RVM [AAC+99], and the Singularity OS [LH10].

Implementations of managed object-oriented languages associate object type information with each object by inserting a pointer to type information into every object as part of its object header. However such an approach, prevalent for most object-oriented languages, increases memory utilisation (and can introduce performance overheads) when compared with non-object-oriented languages.

At the same time, modern 64-bit computer architectures have added support for *tagged pointers*. In such architectures, a number of bits – *tag* – of memory addresses are ignored during memory access operations and utilised for other purposes; mainly security. Furthermore, they provide less than 64-bit addressable memory space, leaving a number of bits in object pointers for useful purposes.

In this chapter, the first investigation is presented into how tagged pointers in 64-bit architectures can be exploited by an object-oriented language implementation to remove a pointer to type information from objects. Besides, novel hardware extensions to the address generation and load-store units are proposed to achieve low-overhead type information retrieval and tagged object pointers compression-decompression, respectively. In other words, a *Hardware (HW)/Software (SW)* co-designed technique is explored in the context of the Java programming language, although the proposed technique is applicable to other managed and unmanaged object-oriented languages.

The key contributions of the work described in this chapter are:

- **A technique of type information elimination** from object headers on architectures with tagged pointers support. Two options are explored which are (1) a
SW-only specialisation and (2) a HW/SW co-designed solution that yields the best results.

- **Novel backward-compatible HW extensions** (1) to the Address Generation Unit (AGU) to efficiently retrieve type information for objects with type information elimination enabled (optimised) and for objects without (un-optimised), and (2) to the Load-Store Unit (LSU) to efficiently handle compression and decompression of tagged object pointers.

- **Demonstration of the MaxSim experimental platform for HW/SW co-design space exploration** on the basis of the ZSim [SK13] microarchitectural simulator, the Maxine VM, and the McPAT [LAS+13] power, area, and timing modelling framework.

- **The evaluation of the proposed technique** in the context of the MaxSim platform against the DaCapo-9.12-bach [BGH+06] benchmark suite, SLAMBench [NBZ+15], pseudo-SPECjbb2005 [PJB05] and GraphChi-PR [KBG12] on several HW models achieving up to 26% and 10% geometric mean heap space savings, up to 50% and 12% geometric mean Dynamic Random-Access Memory (DRAM) dynamic energy reduction, and up to 49% and 3% geometric mean execution time reduction with no significant regressions in these characteristics.

The chapter is organised as follows: Sections 7.2 and 7.3 present a survey of how type information is associated with objects in modern Java Virtual Machine (JVM) implementations, as well as how tagged pointer support works in modern architectures. Section 7.4 details the proposed technique along with the accompanying changes to the JVM implementation. Section 7.5 describes the proposed architectural support for retrieval of type information with extensions to the AGU and for tagged pointers load-decompression and store-compression with extensions to the LSU. Section 7.6 and 7.7 describe the experimental framework and methodology used in this work along with the obtained results, respectively. Finally, Section 7.8 discusses previous work on type information elimination, while Section 7.9 summarises this chapter.
### 7.2 Association of Objects with Class Information in JVMs

In this section, it is explained how type information is typically associated with objects in a number of modern industrial-strength and research JVMs. Although the focus of this chapter is on type information elimination from object headers in the context of the JVM implementation and the Java language, it is important to mention that the proposed ideas are applicable to C++ and other non-managed and managed object-oriented languages with runtime type information associated with objects. Hereafter, the terms *Class Information* (CI), *Class Information Pointer* (CIP), and *Class Identifier* (CID) will be used, whose descriptions are presented in Table 7.1.

Figure 7.1 presents the relationship between an object, its pointer, and its associated CI. When a new object is allocated on the heap, its pointer is stored on the stack. When an object tests if it is an instance of some class, type introspection happens via data stored in the associated CI, which is referenced by the CIP stored in the object. Aside from the CIP and the fields of the object’s class, an object reserves some extra space for special *miscellaneous data* (MISC) that can be associated with it during its lifetime.

The small survey below concerns only 64-bit JVMs since, to the best of the author’s knowledge, there are no modern 32-bit systems that support tagged pointers. The layouts of object headers, to be discussed below, are presented in Figure 7.2.

**HotSpot.** On 64-bit systems, the first eight bytes of an object are dedicated to the “mark word”. This word is multi-purpose and is currently used for hashing, locking, and *Garbage Collection* (GC) information. The second eight bytes of an object contain

---

**Table 7.1: Glossary of terminology.**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI</td>
<td>Class Information</td>
<td>The entity that entails the type information of an object. CI normally contains some metadata for: (1) dynamic dispatch (virtual method table), (2) classification (pointer to supertype), (3) object layout description (size, fields information), and (4) other implementation-dependent metadata.</td>
</tr>
<tr>
<td>CIP</td>
<td>Class Information Pointer</td>
<td>A raw pointer to (address of) the CI. Typically stored in extra words preserved for each object before its content.</td>
</tr>
<tr>
<td>CID</td>
<td>Class Identifier</td>
<td>A compact non-negative integer identifier of a CI.</td>
</tr>
</tbody>
</table>
the “klass pointer” (essentially a CIP), which can be reduced to four bytes when the flag `-XX:+UseCompressedClassPointers` is used (enabled by default in OpenJDK 8 [Ope17]).

**Zing.** Azul’s Zing uses only eight bytes as an object header, four of which are dedicated to a compressed CIP [Cli10].

**Maxine.** The meta-circular research Maxine VM, written mostly in Java, uses two words as an object header in the default object layout scheme. The first eight bytes contain the reference to the “hub” (essentially a CIP) or a forwarding pointer during copying GC. The second eight bytes are dedicated to the MISC word responsible for object locking and hashing.

**Jikes.** The meta-circular 64-bit Jikes RVM (which is also written mostly in Java), like Maxine, has a two-word object header layout. The main difference is that a forwarding pointer is stored in the second word.

From the JVM descriptions, it can be noticed that the majority of production-quality JVMs use CIP compression in order to minimise the memory footprint of objects. Fields of objects in the described VMs are located at positive offsets after their headers (by default). Although it is possible to lay out an object in memory in
fragments [CDL99], in all other sections, without loss of generality, it is assumed that objects are allocated in contiguous blocks of memory.

7.3 Architectural Support for Tagged Pointers

This section provides an overview of the latest computer architectures that support tagged pointers and succinctly how they implement this support. The shift from 32-bit computing to 64-bit has started from server and desktop deployments and continued to embedded computing after the introduction of the ARM 64-bit processor family. Current 64-bit architectures, normally, provide less than 64-bit addressable memory space leaving a number of bits of an address unused. Dealing with these unused bits is architecture-dependent, and the following paragraphs describe how several modern architectures handle them.

**AArch64.** ARM’s latest 64-bit AArch64 architecture provides support for tagged pointers. Virtual address tagging in AArch64 is enabled by setting the Top Byte Ignore field in the TCR_ELn control register. In this case, the high eight bits are ignored during addressing and can be utilised by the developers in an unmandated way. However, hints for exploitation in object-oriented languages are given in the associated programmer’s guide [ARM15]. The most recent ARMv8.3-A version of the architecture [Bra16] features pointer authentication to prevent unauthorised memory accesses and associated exploits [Poi17].

**Sparc M7.** Oracle’s Sparc M7 architecture also provides tagged pointers support. Sparc M7 supports virtual address masking, allowing the use of 8, 16, 24 or 32-bit metadata. This metadata is, consequently, ignored by the underlying HW during addressing [Phi14] [AJK +15].

**x86-64.** In current Intel’s and AMD’s x86-64 architectures virtual addressing is limited to 48 bits, while the high 16 bits of the virtual address are required to replicate bit 47. Consequently, tagged addressing is not supported on such architectures [Int11] (Sect. 3.3.7.1). However, the property that 16 bits are not effectively used can be utilised during simulation, which was showcased in the previous chapter. In future generations of processors, virtual addressing will be limited to 57 bits [S-L16].

From the architectural descriptions, it can be noticed that modern off-the-shelf CPUs offer tagged pointer support. Tagged pointers are ideal candidates for storing CIDs in tags, thus eliminating CIPs from frequently allocated objects.
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7.4 Class Information Handling via Tagged Pointers

This section describes how tagged pointers can be utilised to associate object pointers with CIs, what additional data structures are required in a VM, and how objects with eliminated CIPs can be handled by a VM.

7.4.1 Considerations on CIP Placement Inside an Object and Reuse of CIP Location

The main benefit of CIP elimination from objects is memory space saving, so any reuse of the CIP location should be disabled to take advantage of CIP elimination. Among the VMs described in Section 7.2, only the Maxine VM reuses it, as a forwarding pointer is stored in the CIP location of an object during GC. The way to disable the reuse of the CIP location in the Maxine VM will be described in Section 7.6.1.

The other important factor for benefiting from CIP elimination is CIP placement inside the object and the memory management mechanism used in the VM. If free memory chunks are managed in the way of linked lists of fixed-size blocks and utilisation of memory blocks of the size of CIP is high, then the technique can be oblivious to CIP placement. However, if objects are allocated in thread-local allocation buffers by returning and post-incrementing a pointer to free memory space by the size of a recently allocated object, then a CIP should be placed on the boundary of the allocated block of memory for an object. Among the VMs described in Section 7.2, only the HotSpot VM does not meet this requirement. However, as the implementations of other VMs show, there are no fundamental restrictions on the CIP placement, and it can be placed at the beginning of the allocated block of memory for an object. In all other sections, without loss of generality, it is assumed that CIP is located at the beginning of the allocated block of memory for an object.

7.4.2 Encoding CIDs in Tagged Pointers

The number of CIDs that can be encoded in a tagged pointer depends on the number of bits dedicated for that purpose. The proposed technique can utilise a variable number of tag bits from 0 to $n$. If all tag bits are used for security or addressing purposes and no bits are left for encoding CIDs, a VM, implementing the proposed technique, does...
not have to be re-implemented. In other words, the proposed technique can be added to existing VMs without breaking backwards compatibility.

For $n$ bits dedicated for storing CIDs in a tag, the range of CIDs is $[0; 2^n - 1]$ where UNSPECIFIED_CID = 0 represents any CI. When an object is allocated, the pointer is tagged by its respective CID. If the CID is not equal to UNSPECIFIED_CID, its CIP is not stored alongside the object (i.e. in the heap). Instead, the CID is directly encoded in the object pointer. The CI for specified CIDs can be stored directly in an array with a fixed element size, or alternatively, CIPs can be stored in the array. The second option is used because CIs have variable sizes while the cost of performing array modifications with CIPs is lower than in the first option.

The scheme of encoding CIDs in tagged pointers and enabling CIP elimination is depicted in Figure 7.3. There are two tagged object pointers in Figure 7.3: $P_i$ and $P_{i+1}$ pointing to $Object_i$ and $Object_{i+1}$, respectively. Pointer $P_i$ has UNSPECIFIED_CID (0x0) in the tag indicating that CIP$_{n+1}$ is stored in the object, while pointer $P_{i+1}$ has CID$_n$ in the tag indicating that CIP$_n$ is stored in CIPArray, and so it is eliminated from $Object_{i+1}$. In this case, $P_{i+1}$ points to the memory location where the beginning of the object would have been if CIP$_n$ was not eliminated. Thus, the offsets to the same fields in objects of the same class (or superclass) with and without eliminated CIPs will stay the same.
7.4.3 CIPs Retrieval from Tagged Pointers

From the above description, the retrieval of a CIP from a given tagged object pointer (objectAddress) can be performed via the method retrieveCIP shown in Listing [7.1]. Depending on the available bit extraction instructions of a given architecture and whether the available bits are contiguous, the method extractCID can result in a different number of instructions. For the rest of the chapter, it is assumed that CID bits are contiguous high-order bits of the tag, and tag bits are contiguous high-order bits of the tagged pointer. So, one shift instruction for the method extractCID can be used.

A check of whether the extracted CID is unspecified is performed. If cid is unspecified, CIP is loaded by an object address at a constant offset CIP_OFFSET in one instruction. Else, if cid is specified, the CIP is loaded from CIPArray with one instruction. In this work, CIP_OFFSET = 0 was used. On architectures without predication, two jumps (conditional and unconditional) will be emitted.

The code in Listing [7.1] is compiled to seven static instructions of 25 bytes size with an average dynamic execution height of 5.5 instructions on x86-64. By contrast, the JVMs described in Section [7.2] utilise just one instruction (load by objectAddress at offset CIP_OFFSET) of three bytes size on x86-64 to retrieve a CIP. Regarding storing a CIP in an object, the similar code snippet is used with the exception of omitting the store to CIPArray if cid is not unspecified.

```c
// Array of Class Information Pointers
CIP_t CIPArray[1 << CID_BITS_NUM];

// Retrieving CIP
CIP_t retrieveCIP(Address_t objectAddress) {
    CID_t cid = extractCID(objectAddress);
    CIP_t res;
    if (cid == UNSPECIFIED_CID) {
        res = *((CIP_t*)((objectAddress + CIP_OFFSET)));
    } else {
        res = CIPArray[cid];
    }
    return res;
}

Listing 7.1: CIP retrieval algorithm from tagged pointers.
```
7.4.4 Heap Traversal During Copying GC

When CIPs are eliminated from objects, certain changes to the copying GC schemes have to be applied. The problem is that traversal of copied objects in the copying GC schemes is performed via pointer arithmetic (untagged pointers), and CIPs in the objects are used to find the references inside the copied objects and their sizes. Thus, when CIPs are eliminated, the association of copied objects with their CIs should be maintained via an additional data structure. It is important to note that the proposed changes to the copying GC schemes do not require additional memory allocation.

The necessary changes are introduced in the context of the serial stop-the-world semi-space copying GC which employs Cheney’s algorithm [Che70]. Modern generational GC algorithms employ a copying scheme based on Cheney’s breadth-first copying GC scheme for frequent young generation collections, and the proposed changes can be applied to a wider spectrum of copying collectors (including parallel).

Cheney’s Scheme Overview and Its Reliance on CI

Overview. In Cheney’s scheme, objects are allocated in the “from-space”, and upon a GC invocation, live objects are copied to the “to-space”. Upon completion, the two spaces are swapped, and allocation continues in the “from-space”. During a GC invocation, all threads stop at a safepoint where an initial set of live heap references can be retrieved. The initial set of live objects (typically includes objects whose references reside on the stack, in thread-local variables, etc.) is known as root set. When objects from the root set are copied to the “to-space”, the GC threads start traversing the objects in the “to-space” in order to copy all the objects referenced by them. This iterative process is repeated until all live objects are copied from the “from-space”. Essentially it is a breadth-first traversal of all live objects.

Reliance on CI. As the GC thread starts scanning the copied objects of the “to-space”, it usually uses the CIs in order to find both the reference maps of the processed objects as well as their sizes in order to continue its traversal on subsequent objects. In the proposed CIP elimination scheme, the GC thread which traverses the “to-space” objects does not have CIPs in order to extract CIs during execution. Hence, a mechanism to maintain the mapping between copied objects and their CIs is required.

Proposed Changes

Overview. A scheme is proposed in which CID of the copied objects are stored in the
“dead space” created upon the evacuation of live objects from the “from-space”. The cells of memory in the “from-space” which contained copied live objects will be referred to as containers. The outline of the proposed scheme is depicted in Figure 7.4.

**Copying objects from the “from-space”**. When objects are copied from the “from-space” to the “to-space”, a tagged forwarding pointer is installed in the MISC words of the evacuated objects in the “from-space”. The role of the forwarding pointer during GC is to indicate whether the object has been evacuated and where its new location is. Containers are used to store CIDs of evacuated objects until they are full (e.g. \([\text{CID}_0; \text{CID}_n] \) in \( \text{Container}_0 \)), forming a singly linked list (e.g. \( \text{Container}_0[\text{CID}_0; \text{CID}_n] \rightarrow \text{Container}_1[\text{CID}_{n+1}; \ldots] \rightarrow \ldots \)). Furthermore, the space from an evacuated object should meet a minimum necessary container size requirement to be used in the list: the space should be enough to accommodate a tagged forwarding pointer, an untagged pointer to the next container, and at least one CID.

**Traversing objects in the “to-space”**. When GC roots are copied from the “from-space” to the “to-space”, the GC thread starts traversing linearly the objects that have just been copied there. As described before, the pointers to these objects are calculated

---

2 Scales of “from-space” and “to-space” are different, so the sizes of \( \text{Container}_0 \) and \( \text{Object}_0 \) are equal.
via pointer arithmetic during traversal and, therefore, the GC thread has to retrieve their CIs by reading the CIDs from the list of CIDs in the “from-space”. In order to achieve that, the GC thread maintains a CID list iterator, which consists of an address to the current container and an offset inside it. When a GC thread traverses an object in the “to-space”, it reads its CID using this iterator. By iterating the objects of the “to-space” and the list of CIDs synchronously currently traversed objects and their CIDs can be associated.

Traversing the list of CIDs in the “from-space”. The containers are traversed with untagged pointers. Initially, when the first container (Container0) is traversed, the offset of the iterator is reset to the size of the container minus the size of the CID. The size of the container can be found by using the CID extracted from Tag0. After the initial offset is set to the offset of CID0, the iterator will start traversing the CIDs backwards by decrementing the offset every time by CID size. When the CID list iterator points to CIDn−1, which is a constant offset from the beginning of a container, it is known that the point is reached where there is only one CIDn left in the container. Therefore, when Objectn is traversed, the iterator offset will be set to the offset of CIDn. Since the next container pointer Next pointer0 is untagged, space is left to save CIDn. When Objectn+1 is traversed, the iterator pointer is set to Container1, as well as the iterator offset is set to the offset of CIDn+1, and the process is repeated for that container.

Special cases. Regarding the first container, when GC is triggered, the free space from the “from-space” is used, if it is equal to or greater than the minimum necessary container size. In order to guarantee that there will be enough space to store the list of CIDs, the space needed conservatively for GC is accounted for during allocation. Small objects, not meeting the minimum necessary container size requirement, are counted during allocation, and their total number multiplied by the CID size is subtracted from the maximum heap space occupied before triggering a GC. Such small objects are quite rare in practice and do not reduce significantly the effective heap usage. For instance, in 64-bit VMs in which objects are 8-byte aligned and the size of the MISC word is 8 bytes (all the VMs described in Section 7.2 with the exception of Zing), only objects that contain just one MISC word do not meet the minimum necessary container size requirement (e.g. objects of class `java.lang.Object`).

To summarise, the benefits of the proposed scheme are: (1) re-use of existing “dead
space” requiring no off-heap memory allocation to save CIDs, (2) exploitation of temporal locality of cache lines related to dead objects, (3) low-overhead traversal, by employing a light-weight heuristic during object evacuation which utilises only large evacuated objects for containers.

7.5 Architectural Support

7.5.1 CIP Retrieval

In Section 7.4 the CIP retrieval from tagged pointers has been described (Listing 7.1). As shown in Section 7.7, the SW-only scheme of CIP retrieval from tagged pointers can lead to degradation of the execution time due to the extra latency introduced and code footprint increase. Novel architectural support to accelerate CIP retrieval is proposed to avoid performance regressions, as well as to minimise the modifications needed to adopt the CIP elimination scheme in existing VMs.

The scheme relies on the property that memory accesses to object fields are performed by using a two-or-more operand addressing mode (in the form of \([\text{Base} + \text{Offset}]\)\(^3\)). Consequently, CIPs should always be accessed by addresses in the form of \([\text{objectAddress} + \text{CIP_OFFSET}]\). If more than two operands are used during addressing, one of them should represent the base address while the rest should represent the offset. This pattern, assuming it is preserved by the VM, can be identified by HW and handled accordingly depending on the CID value encoded in the tag.

The goal of the HW extension is to perform the CIP retrieval presented in Listing 7.1 simply by executing a single load instruction at an object address plus a constant offset \text{CIP_OFFSET}, as it happens in the VMs described in Section 7.2. The aforementioned address pattern can be identified by the Address Generation Unit (AGU) in the proposed AGU extension functionality presented in Figure 7.5. In this scheme, the functional block of an AGU of a given processor is presented, similarly to [MAKB03]. The input to the AGU is represented by two operands: \text{Base} and \text{Offset}. The extended AGU has an extra operand, \text{Class Information Pointer Array Address (CIPAA)}, which is stored in a non-frequently changed control register. The control register has the same value for all AGUs, in case a core has several AGUs. The CIPAA control register holds the address of CIPArray and it is defined by the VM. Furthermore, it is required to be aligned to its size \((= 2^n)\) in order to calculate the effective address of the retrieved CIP.

\(^3\)This addressing mode is supported by the majority of architectures, and this property has to be preserved by the VM.
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Figure 7.5: Extensions to Address Generation Unit (AGU) for CIPs retrieval.

location just by combining the CID at an offset shifted by \( \log_2(\text{sizeof}(\text{CIP}_t)) \) bits and with zeros before this offset.

The output address depends on the “is Class Information Pointer Array Access” (isCIPAA) signal. Since both addresses from the AGU block and the extension (combiner) can be generated in parallel, the proposed scheme adds no significant delays to the address generation. The CIPAA is stored in a special purpose control register and can be read only by the AGU. When the CIPAA is zero, the extended address generation can be fully deactivated. When the CID is equal to UNSPECIFIED_CID or the Offset is different from CIP_OFFSET, then generation happens in the unextended way. Both UNSPECIFIED_CID and CIP_OFFSET are represented by all zeroes in the scheme for AGU extension simplicity, although they can be set by the control register as well.

7.5.2 Tagged Pointers Compression-Decompression

To reduce the memory footprint of objects, 64-bit VMs apply the object pointers compression optimisation [ATBC+04]. Depending on the heap size and object alignment, the possible values of object pointers can be represented by 32 or fewer bits, and in this case any 64-bit object pointer can be stored in a 32-bit location. An untagged object pointer compression and decompression can require shift and/or add operations or no extra operations depending on the heap size and base address of the heap. However, tagged pointers compression can require extra bit manipulation instructions to gather and scatter tag and non-tag object pointer bits. To avoid this overhead, the following Load-Store Unit (LSU) extension is proposed.
The goal of the proposed LSU extension is to perform scattering of 32 loaded bits of a compressed tagged object pointer during load operation to a 64-bit register and gathering them during reverse store operation in a limited number of ways efficiently. Figure 7.6 presents the necessary extensions to the LSU for load-decompress operation and the part of the LSU responsible for the sign-zero extension. The proposed LSU extension is activated by an opcode of the memory access instruction (OPC.CD) indicating that compression-decompression should be performed.

The extended LSU has an extra operand, Compression-Decompression Selector (CDS), which is a non-frequently changed control register. The CDS defines which bits are compressed-decompressed and it can have four states (s0-s3) depending on the heap sizes and used tag bits. In the scheme, these states are: (s0) 32GB and 0 bits, (s1) 8GB and 2 bits, (s2) 2GB and 4 bits, and (s3) 512MB and 6 bits. In the presented scheme, addresses of objects are required to be 8-byte aligned. State (s0) is needed to be able to reach the maximum heap size without code recompilation when compressed pointers are used. Before changing the CDS state to another state with fewer tag bits in use, objects, whose pointers are utilising the bits which will no longer fit into compressed pointers, must be handled to release them. This handling means restoring the eliminated CIPs of such objects and untagging their pointers. A larger number of states and different object alignments can be supported by extending the CDS and the scheme. The reverse store-compress operation is performed likewise but is not shown in the scheme for simplicity.
7.5.3 ISA Modifications

The control of the proposed AGU extension can be performed by the introduction and modification of a dedicated control register $CR_n$. If $CR_n$ is set to zero, the extra functionality of the AGU will be switched off. The functionality is enabled when $CR_n$ is set to a valid aligned CIPAA. When a tagged address in the form of $[CID:\text{Base} + \text{CIP\_OFFSET}]$ is passed to the extended AGU, the generated memory access will be $[\text{CIPAA} | (CID << \log_2(\text{sizeof(CIP\_t)}))]$. If such an address is generated during a store operation, it will be executed as a NOP instruction. The CIPAA stored in $CR_n$ should be maintained by the VM and new CIPs should be stored in CIPArray. If CID is unspecified or the offset is different from CIP\_OFFSET, then the address generation will happen in the unextended way.

The control of the proposed LSU extension can be performed by the introduction and modification of a 2-bit dedicated control register $CR_{n+1}$ to support 4 compression-decompression ways as described above. If the instruction set provides load-pointer and store-pointer instructions, LSU extensions can be activated by them and no extra instructions are necessary; for instance, PowerPC has such instructions to support Technology Independent Machine Interface [SN05]. However, if load-pointer and store-pointer instructions are not available, the extension can be activated by extra opcodes for memory-access operations:

```c
ld32.cd Reg64, [ Base + Offset ]; // load-decompress
st32.cd [ Base + Offset ], Reg64; // store-compress
```

7.6 Experimental Platform and Methodology

As described in Section 7.3, architectures with tagged pointers support may have different tag sizes, cache hierarchies, and other parameters. Moreover, these architectures are not supported by state-of-the-art research JVMs. To make the study more general, and to utilise research JVMs while evaluating the proposed HW-assisted CIP elimination technique, it was decided to opt for a simulation-based approach.

7.6.1 MaxSim Platform

MaxSim platform, described in Chapter 6, is the experimental platform of choice since it provides high accuracy and fast simulation speed ($\approx$ 10 MIPS in the experiments
presented in this chapter). It was designed to run managed workloads and required minor modifications to research CIP elimination from objects on architectures with tagged pointers support. Alternative options, such as the Sniper \cite{CHE11} simulator that runs with JikesRVM, or the full-system gem5 \cite{BBB+11} simulator, were considered but abandoned due to a number of limitations. Regarding the Jikes RVM running on top of the Sniper simulator \cite{Jik14,SHB+14}, it is only possible to run it in a 32-bit mode, while gem5 has a relatively low simulation speed.

\textbf{ZSim Suitability}

ZSim, being a simulator in the MaxSim platform, has a number of declared idealisations and limitations, among which are: not fully supported prefetchers, an ideal branch target buffer, not supported loop stream detector, micro-sequenced instructions and other components of the microarchitecture (described in \cite{SK13}). With the exception of prefetchers, these limitations and idealisations do not directly affect the evaluation of the proposed CIP elimination technique. However as shown in \cite{CMB+13}, the impact of the not modelled HW prefetchers on the performance of the DaCapo benchmarks, which are used in this work, is insignificant.

\textbf{ZSim Extensions}

When memory accesses with tagged addresses are simulated by ZSim, they are untagged and executed in an ordinary way during Pin \cite{LCM+05} translation. However, the tags are delegated to the core simulation model making it possible to simulate tagged pointers and evaluate the proposed AGU extensions. Setting the $CR_n$ is performed via a magic NOP instruction. The proposed AGU extensions are functionally modelled, as described in Section 7.5, assuming there is no extra latency overhead introduced by them.

Maxine VM, being a JVM in the MaxSim platform, does not support compressed object pointers, so the address space morphing technique, described in the previous chapter, was used to model them. The following bijections in the address space morphing technique are used to model compressed object pointers: $\xi_{r}(2,2)$, $\xi_{c}(2)$, $\xi_{r}(\emptyset)$. With this technique, no other changes in the simulator were made to simulate LSU extensions, as it is assumed that: (1) load-decompress and store-compress operations do not introduce extra overhead in comparison to ordinary load and store operations; (2) introducing two extra opcodes does not significantly change the code footprint; (3) Compression-Decompression Selector changes infrequently.
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Table 7.2: ZSim configurations.

<table>
<thead>
<tr>
<th>Name</th>
<th>4C</th>
<th>4CA</th>
<th>4CAL</th>
<th>1C</th>
<th>1CA</th>
<th>1CAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cores</td>
<td>type</td>
<td>total</td>
<td>x86-64 Nehalem OOO core at 2.66 GHz</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>AGU Ext.</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>LSU Ext.</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>L1I caches</td>
<td>32KB, 4-way, LRU, 3-cycle latency</td>
<td>16-way, hashed, 30-cycle latency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1D caches</td>
<td>32KB, 8-way, LRU, 4-cycle latency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L2 caches</td>
<td>256KB, 8-way, LRU, 6-cycle latency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L3 cache</td>
<td>type</td>
<td>8MB</td>
<td>2MB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Memory controller</td>
<td>1, 3 DDR3 channels, 47-cycle latency</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DRAM</td>
<td>3GB, DDR3-1066, 1GB DIMM per channel</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The power and energy estimation model using McPAT is performed as described in the previous chapter. The proposed extensions to the AGU and the LSU were not added in the power estimation model as the energy overhead of these functional units extensions is significantly less than the energy savings from the reduction of memory traffic to DRAM and Last-Level Cache (LLC).

ZSim Configurations

Table 7.2 details the seven hardware configurations used for the evaluation. The latencies associated with the levels of the memory hierarchy in the table do not include latencies associated with the lower levels, so, for instance, L2 data hit will be \((4 + 6 =) 10\) cycles. The memory controller latency is in core clocks.

Configuration 4C models a 4-core Intel Nehalem CPU. Configuration 1C models a 1-core Intel Nehalem CPU with a quarter of the available LLC. Configurations 4CA and 1CA represent the proposed extensions to the AGU of configurations 4C and 1C respectively. Configurations 4CAL and 1CAL represent the proposed extensions to both the AGU and the LSU of configurations 4C and 1C respectively. Configurations 1C, 1CA and 1CAL were selected to simulate the scenario when only a quarter of the available resources is available to the workload (if LLC could be partitioned, adding pressure to the caches). Finally, all configurations support 16-bit pointer tags.

Maxine VM Suitability

The main direct effect of the proposed CIP elimination technique is the reduction of
the memory footprint of the objects. In all VMs supporting the same object layout, the memory space savings related to the reduced memory footprint of objects are expected to be the same as in Maxine VM.

In the experiments presented in this chapter, a non-generational semi-space heap scheme of a constant 2GB size with a stop-the-world copying GC is used, which is described in Section 7.4. This is the default and stable GC scheme in the Maxine VM. In the context of the single-core configurations that is used, this scheme can be optimal for throughput. Finally, modern generational GC algorithms employ a copying scheme based on Cheney’s breadth-first copying GC scheme for frequent young generation collections, and the proposed changes can be applied to a wider spectrum of copying collectors.

Maxine VM Extensions

A tagging scheme is used which assigns CIDs to tags of object pointers in the VM, which is described in the previous chapter. CIP elimination from object headers in the heap was implemented by modifying object memory allocation and GC as discussed in Section 7.4.

Originally, during GC, a forwarding pointer was stored in the CIP word of an object in Maxine VM. Maxine VM was modified to store the forwarding pointers in the MISC words instead of the eliminated CIP words. Furthermore, bit 47 of the MISC word is reserved for forwarding pointer indication (when it is set to one), constraining the range of heap addresses to have bit 47 set to zero. The decision to reserve bit 47 of the MISC word has been taken after considering the least collateral effect to the VM functionality. In this case, the result is a \(2 \times\) reduction of the possible concurrent threads from \(2^{16}\) to \(2^{15}\) used in thin locking [BKMS98].

Originally, in Maxine VM, a null pointer check is performed by loading the value of the CIP (object pointer plus offset zero). If the pointer is null, an exception will be raised, otherwise the CIP would be loaded. If the CIP is stored alongside the object, a null check can have a positive prefetching effect. In a case of CIP elimination from object headers, CIPs would be loaded from CIPArray. It was decided to change the offset of the null pointer check to eight, which points to the MISC word, which is the first word in the object when CIP is eliminated. Thus, positive prefetching effects of null checks are preserved.
Table 7.3: Maxine VM configurations.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>Baseline Maxine VM.</td>
</tr>
<tr>
<td>E</td>
<td>E with CIP Elimination for ZSim configurations without extra HW support.</td>
</tr>
<tr>
<td>EA</td>
<td>E with CIP Elimination using 16-bit CIDs in tagged pointers for ZSim configs.</td>
</tr>
<tr>
<td>C</td>
<td>C with Compressed object pointers.</td>
</tr>
<tr>
<td>EAL</td>
<td>C with CIP Elimination using static profile and 4-bit CIDs in tagged pointers for ZSim configurations with AGU and LSU extensions.</td>
</tr>
</tbody>
</table>

Maxine VM Configurations

The experiments were carried out with five Maxine VM configurations described in Table 7.3. Later in the chapter, pairs of ZSim and Maxine VM configurations will be used in order to evaluate the combinations of different configurations (e.g. 4C-B).

As a constant 2GB heap size is used, Compression-Decompression Selector is in state (s2), when compressed object pointers optimisation is enabled. In this state, a loaded 32-bit compressed pointer value is split into 28 and 4 bits, the former shifted by 3 bits and the latter placed in the high-order bits of the 64-bit register as CID.

7.6.2 Benchmarks

Two widely acknowledged and two emerging benchmarks were used in this study:

- **DaCapo-9.12-bach** [BGH06] suite covers a representative number of server and desktop applications.

- **pjbb2005** [PJB05] is a version of the SPECjbb2005 [SPE05] benchmark with a fixed workload.

- **GraphChi-PR** [KBG12] is a PageRank algorithm [PBMW98] running on top of the disk-based system for graph analytics GraphChi.

- **SLAMBench** [NBZ15] is a Java version of computer vision benchmark for simultaneous localisation and mapping which implements the KinectFusion algorithm [NIH11].
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7.6.3 Experimental Methodology

In the experiments presented in this chapter, a constant heap size of 2GB was used, where only 1GB is used in the semi-space scheme. Although VMs can support variable heap sizes, the variable heap size will only directly affect the amount of GC and heap resize work. Separate evaluations of execution times of GC were done, as one of the positive effects of the proposed technique is the reduction in the amount of GC work to be performed. Thus, the presented data allow making analytical estimations of the proposed technique for other heap sizes.

Each experiment has been run 10 times, and whiskers represent 95% confidence intervals. The variance for some of the tests can be up to 5% due to the dynamic nature of the VM or related to nondeterminism aspects in GC, JIT compilation, threads scheduling, and other factors. ZSim is a DBT-based execution-driven simulator, so the simulation is not deterministic. Assuming normal distribution, when the whisker crosses zero in a chart showing relative changes, there is less than 95% confidence whether a result is positive or negative.

7.7 Experimental Results

7.7.1 Heap Space Savings

The main benefit of CIP elimination from object headers is heap space savings. Since the number of tag bits can vary on different architectures, and some of the bits can be utilised for other purposes, it is important to explore how much heap space savings can be achieved per available tag bits for CIDs storage. Heap Space Savings (HSS) per available tag bits are estimated on the two baseline configurations, 1C-B and 1C-C, by collecting profiling information on the number of all Allocated Objects (AO) for each class $AO(c)$, where $c$ is class, and on the total allocated Heap Space Volume (HSV). $AO(c)$ is sorted in decreasing order and the Sorted Allocated Objects SAO($i$) sequence is obtained. Finally, it is estimated how much $HSS_C(n)$ can be gained for configuration $C$ using $n$ tag bits available for CIDs storage by using the following formula:

$$HSS_C(n) = \frac{HSV_C - \text{sizeof(CIP}_t) \cdot \sum_{i=0}^{2^n-2} \text{SAO}_C(i)}{HSV_{1C-B}} \cdot 100\%.$$ 

In this estimation, it is assumed that the $AO(c)$ distribution can be perfectly predicted dynamically or it is known statically from previous runs. Estimated heap space savings...
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(a) Estimation of Heap Space Savings (HSS) per available tag bits for CIDs storage
(b) Mean Allocated Object Size (MAOS)

Figure 7.7: Estimation of heap space savings and mean allocated object size for different configurations.
per tag bits for 1C-B (bottom dark grey bar segments) and 1C-C (full stacked bars) configurations are presented in Figure 7.7a. As depicted in the figure, the number of bits for CIP elimination required to reach heap space savings close to maximum can vary for different workloads, and 8 bits are sufficient to gain 99% of possible heap space savings on selected benchmarks, while 11 bits are enough to gain 100%. These savings can lead to a proportional reduction in GC times and cache misses due to a reduced memory footprint. Heap space savings inversely correlate with mean allocated object size as can be seen in Figure 7.7b. Mean allocated object size is shown for two configurations: 1C-B (left full stacked bar) and 1C-C (right full stacked bar). Thus, the bottom segments represent mean sizes of the primitive parts of the objects, the two upper segments represent mean sizes of the pointers in the objects, and the uppermost segments represent mean sizes of the CIPs that can be eliminated from the objects with the technique proposed in this chapter. On configurations with CIP elimination and proposed HW extensions, 1CA-EA and 1CAL-EAL, it is possible to achieve up to 26% (SLAMBench) and 10% geometric mean heap space savings. It can be also observed in Figure 7.7a that the effect of object pointers compression on heap space savings (the first bar for each test) is more significant than the effect of CIP elimination (the last dark grey bottom segment for each test) for all tests with the exception of sunflow, GraphChi-PR, and SLAMBench.

7.7.2 Effects of CIP Elimination on GC

First, it is examined how much time is spent in GC invocations relative to the execution time for configurations with and without CIP elimination. Relative GC times to execution times are presented in Figure 7.8a. Since GC never happens on avrora, batik, fop, and luindex on the tested configurations, the results for these tests are not shown in the figure. When no space is left in the “from-space”, a Garbage Collection Invocation (GCI) occurs that copies live objects to the “to-space”. The number of GCIs during execution of each benchmark for each configuration is shown left of each bar. Configurations with (+E) and without (+B, +C) CIP elimination are depicted adjacently. The evaluation is done pairwise 4CA-EA against 4C-B, 4CAL-EAL against 4C-C, etc. The following notation will be used hereafter: 4CA-EA/4C-B means 4CA-EA compared against 4C-B. It can be seen that CIP elimination leads to reduction in the number of GC invocations and relative GC times to execution times for jython (*CAL-EAL/*C-C), lusearch (*CA-EA/*C-B), tradesoap (*CA-EA/*C-B, 1CAL-EAL/1C-C), xalan (*CAL-EAL/*C-C), pjbb2005 (*CAL-EAL/*C-C), SLAMBench (*CA-EA/*C-B, *CAL-EAL/*C-C).
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Figure 7.8: Changes in GC times and numbers of GC invocations for various configurations.
For all subsequent figures, the deltas in garbage collection invocations for compared configurations ($\Delta GCI$) not equal to zeros will be shown left of the bars.

Secondly, it is investigated how GC time is affected as a result of CIP elimination. The relative reductions in GC times are presented in Figure [7.8b]. When the number of garbage collection invocations is reduced as a result of CIPs elimination, the GC times reductions are above 16% (lusearch 1CA-EA/1C-B). When $\Delta GCI$ is zero, the GC times are reduced for the majority of tests with no increases above 3% (tradesoap 4CAL-EAL/4C-C). In two cases (GraphChi-PR *CAL-EAL/*C-C), the reduction in GC time is approximately 50%, which is explained by the high dynamism in the number of live objects, as was shown by Nguyen et al. in Figure 2 [NFX+16].

The presented data provide evidence that the maintenance and traversal of the list of CIDs during copying GC (described in Section 7.4) do not introduce significant overhead and do not overweigh the performance gains. Provided that the set of live objects is the same during copying GC, the gains are due to less memory footprint of the copied objects.

### 7.7.3 Effect of CIP Elimination on Execution Time for Configurations Without HW Extensions

In this experiment, the effect of the SW-only CIP elimination, without the proposed HW extensions, on execution time is investigated. The following configurations are evaluated: 4C-E/4C-B, and 1C-E/1C-B. 0% and 1% geometric mean execution time degradations are observed for the aforementioned configurations respectively, which are shown in Figure [7.9a] (the first two series). Execution time reductions when $\Delta GCI$ is zero are observed for pjbb2005 and SLAMBench. On pjbb2005 reductions are 1.7% for 4C-E/4C-B and 1.6% for 1C-E/1C-B, and on SLAMBench reductions are 6.5% for 4C-E/4C-B and 6.8% for 1C-E/1C-B. These observations correspond with the fact, that pjbb2005 was classified as “cache-miss-intensive”, while DaCapo-9.12 as “non-cache-miss-intensive” by Inoue and Nakatani [INT12]. The performance degradation for DaCapo-9.12 is observed because the performance overhead during the SW-only CIP retrieval from tagged pointers is not covered by the gains due to cache miss reductions.

This hypothesis is validated by measuring the percentage of CIP Loads Per Kilo-Instruction (CIPLPKI) on the 1C-B configuration, which is shown as the fifth (the last) series in Figure [7.9a] with a geometric mean value of 5.4 CIPLPKI. As discussed
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(a) Relative reductions in Execution Times (ET) for various configurations and CIP Loads Per Kilo-Instruction (CIPLPKI) for 1C-B

(b) Relative reductions in Execution Times (ET) for various configurations

Figure 7.9: Relative changes in Execution Times (ET) for various configurations.
in Section 7.4, SW-only CIP retrieval from tagged pointers has the dynamic execution height of 5.5 instructions in the proposed implementation. Thus, the estimated overhead of CIP access on the $1C-E$ configuration will be 24.3 extra instructions per kilo-instruction. This estimation is tested by evaluating configurations with enabled CIP elimination with the proposed AGU extensions against the SW-only CIP elimination: $4CA-EA/4C-E$, and $1CA-EA/1C-E$, which are the third and the fourth series in Figure 7.9a. The relative geometric mean execution time reductions for these configurations are 3.1% and 2.8% respectively, which are consistent with the estimation and motivate the usage of the AGU extension.

The data for the SW-only CIP elimination for configurations with compressed pointers is not presented in this chapter. The reason behind that is the high estimated performance overhead, since loads of compressed object pointers happen approximately 6 times more frequently than CIP loads in geometric mean for $1C-C$ configuration, with the geometric mean rate of 32.4 loads of compressed object pointers per kilo-instruction. A few modern architectures, like Intel Haswell and AMD Excavator, provide advanced instructions for bit manipulation, such as PDEP and PEXT [Int11], that can be used for tagged pointers compression and decompression in one instruction. However, these instructions have a high latency of 3 cycles [Fog16]. It is estimated that the overhead of compressed pointers decompression using these instructions is 32.4 extra instructions and 97.2 extra execution cycles per kilo-instruction. This significant overhead motivates the usage of the LSU extension.

### 7.7.4 Effect of CIP Elimination on Execution Time for Configurations with HW Extensions

In this experiment, the effect of CIP elimination is investigated for configurations with the proposed AGU and LSU extensions. The following configurations are compared: $4CA-EA/4C-B$, $4CAL-EAL/4C-C$, $1CA-EA/1C-B$, and $1CAL-EAL/1C-C$. The relative reductions in execution time for these configurations are shown in Figure 7.9b with geometric mean values of 2.9%, 5.0%, 1.4%, and 2.8% respectively. The maximum reductions are 13.6%, 49.1%, 6.9%, and 22.6% respectively, with no degradations on single tests below 4%. 
7.7.5 Reduction in Cache Misses

When the CIPs are eliminated from the object headers, they are densely located in CIPArray, and the memory footprint of the allocated objects in the heap is smaller. Both factors lead to a decrease in cache misses. This hypothesis is tested by comparing the following configurations: 4CA-EA/4C-B, 4CAL-EAL/4C-C, 1CA-EA/1C-B, and 1CAL-EAL/1C-C. Significant relative reductions in \( L3 \) Cache Misses Per Kilo-Instruction (L3CMPKI) were observed which are shown in Figure 7.10b, with geometric mean values of 12.7%, 10.0%, 12.4%, and 9.2% respectively. These values are correlated with the heap space savings estimations presented in Figure 7.7a, which are 13.3% for 1C-B(11 bits)/1C-B(0 bits) and 7.2% for 1C-C(4 bits)/1C-C(0 bits).

Relative reductions in \( L2 \) Cache Misses Per Kilo-Instruction (L2CMPKI) are more moderate compared to L3CMPKI. As shown in Figure 7.10a, the geometric mean values are 8.2%, 4.4%, 8.5%, and 5.8% for respective configurations. The relative increase in L2CMPKI in pjbb2005 for 4CAL-EAL/4C-C and 1CAL-EAL/1C-C configurations is related to the complete elimination of GC invocations on configurations with CIP elimination, 4CAL-EAL and 1CAL-EAL. Furthermore, GC can have different cache miss characteristics from the workload and can have a positive effect on the locality of copied objects.

7.7.6 Reduction in Dynamic Energy

Reduction in cache misses leads to less DRAM and L3 cache traffic which is consequently translated to Dynamic Energy (DE) reductions in these components. This hypothesis is tested on the same configurations as before. The relative reductions in DRAM Dynamic Energy (DRAMDE) are shown in Figure 7.11b. The geometric mean values of 12.9%, 11.1%, 12.3%, and 10.6% are correlated with L3CMPKI reductions for the respective configurations. Maximum relative DRAMDE reductions reach up to 27.6%, 50.1%, 27.0%, 41.5% respectively.

Finally, relative reductions in L3 Dynamic Energy (L3DE) are shown in Figure 7.11a with geometric mean values of 8.6%, 5.3%, 9.3%, and 7.6% respectively.

7.8 Related Work

From a historical perspective, Steele [Ste77] proposed using contiguous memory regions for LISP, so that only variables of a certain data type can be in a given region.
Figure 7.10: Relative reductions in cache misses per kilo-instruction for various configurations.
7.8. RELATED WORK

(a) Relative reductions in L3 Dynamic Energy (L3DE) for various configurations

(b) Relative reductions in DRAM Dynamic Energy (DRAMDE) for various configurations

Figure 7.11: Relative reductions in dynamic energy for various configurations.
Using segmentation and enforcing data structures alignment, Dybvig et al. [DEB94] investigated a hybrid technique utilising also the least significant bits of the address for implicit typing for the Scheme language. Continuing taking advantage of the contiguous virtual addresses for implicit typing, Bacon et al. [BFG02] used this technique for compression of object headers in the context of 32-bit Jikes RVM. They gained most of the space savings by eliminating the thin lock word. The implicit typing scheme via virtual addressing was later explored in the context of the 64-bit Jikes RVM on PowerPC by Venstermans et al. [VEDB07a] to remove the object header completely.

In contrast to these related systems, the presented approach using object typing via tagged pointers does not bind objects to contiguous memory regions. Thus, the proposed technique can facilitate additional optimisations such as data transformations and object fusing [WM10] and objects alignment and collocation as proposed by Inoue and Nakatani [IN12].

Using tags for storing type information has been used in many computer systems [Org73, Bab00, HSH81]. However, the main use case of tagged pointers is capability-based security which also requires tagged memory. A generalised hardware support for tag processing has been recently proposed by Dhawan et al. [DHR+15], which can be extended for performance purposes by the HW extensions introduced in this work. The other use case of tagged memory is the association of application-specific metadata with specific memory locations. Hardware support for tag processing related to software transactional memory was proposed by Stipic et al. [STZ+12].

7.9 Conclusions

In this chapter, the MaxSim platform for HW/SW co-design research, introduced in the previous chapter, has been demonstrated. By using this platform, a proposed technique of CIP elimination by encoding CIDs in tagged pointers has been thoroughly evaluated. Although this technique significantly reduces memory footprint, it has been shown that retrieving CIPs from object pointer tags without extra HW support can degrade performance. To address performance issues, novel hardware extensions have been proposed. These extensions are related to the AGU removing the performance degradations associated with CIP retrieval from tagged pointers and to the LSU for efficient load-decompression and store-compression of tagged object pointers.
In addition, the experimental results for the proposed HW/SW co-designed technique achieve significant heap space savings, dynamic energy reductions, and performance improvements without significant regressions. Although the proposed technique has been researched in the context of a research JVM implementation, it can be widely applicable to other object-oriented languages and managed runtimes.
Chapter 8

Conclusions and Future Work

8.1 Summary and Conclusions

As discussed in Chapter 1, progress in microprocessors has moved towards increasing the number of cores, heterogeneity and bitness of computing. Performance, programmability and energy efficiency of next generations of microprocessors will be highly dependent on efficient synchronisation, hardware virtualisation, memory subsystem utilisation and closer synergy between hardware and software. Multidisciplinary work presented in this thesis addressed these challenges by advancing the state-of-the-art in the following three major fields of computer science: shared-memory synchronisation, computer architecture simulation, and high-level language computer architecture. Chapters 2, 4 and 5 provided the background in these areas for the three chapters presenting the contributions of this work. The contributions of this work to the state-of-the-art are summarised in the subsequent three paragraphs.

Chapter 3 explored specialisation of the five state-of-the-art barrier synchronisation algorithms for the Intel Xeon Phi coprocessor. A novel hybrid specialised variant was presented based on different algorithms to synchronise at intra-core and inter-core levels. Comparing the hybrid algorithm with previously proposed algorithms, lower overheads have been observed in the experiments on EPCC barrier microbenchmark, and an improved performance has been observed on direct N-body simulation kernel and two NAS Parallel Benchmarks, CG and MG. In other words, the fastest known barrier implementation for Intel Xeon Phi was presented, achieving a $3.28 \times$ lower overhead than the Intel OpenMP barrier implementation (ICC 14.0.0). These optimised barriers are available at https://github.com/arodchen/cbarriers released as free software. In addition, the analysis of the impact of the ring interconnect and distributed
tag directories of the Xeon Phi system on barrier synchronisation has been provided. It was found that the inability to have explicit control over tag directories leads to missed optimisation opportunities when specialising SW for the Intel Xeon Phi coprocessor.

Chapter 6 presented the MaxSim platform. It is a novel and open-source experimental platform for HW/SW co-design research and characterisation of managed workloads. MaxSim is based on the state-of-the-art Maxine VM, the ZSim microarchitectural simulator, and the McPAT power, area, and timing modelling framework. MaxSim features the simulation of 16-bit-tagged pointers, which can be utilised for: (1) low-intrusive memory access profiling, (2) tagged pointers modelling on x86-64 architectures, and (3) experimenting with novel HW/SW co-designed optimisations by extending the semantics of memory access operations via pointer tagging. In addition, the address-space morphing technique was presented. This technique allows modelling of complex software changes, such as compressed object pointers optimisation and other data layout transformations. MaxSim’s capabilities were showcased by: (1) performing an up-to-date microarchitectural characterisation of the full set of the DaCapo benchmarks in less than a day, and (2) presenting a novel HW/SW co-designed optimisation that performs dynamic load elimination for array length retrieval achieving up to 14% L1 data cache loads reduction and up to 4% dynamic energy reduction. MaxSim is available at [https://github.com/arodchen/MaxSim](https://github.com/arodchen/MaxSim) released as free software.

In Chapter 7, the MaxSim platform was demonstrated by exploring opportunities for type information elimination from objects on architectures with tagged pointers support. Although this technique significantly reduces memory footprint, it has been shown that retrieving type information from object pointer tags without extra HW support can degrade performance. To address performance issues, novel hardware extensions have been proposed. These extensions are related to the address generation unit removing the performance degradations associated with CIP retrieval from tagged pointers, and to the load-store unit for efficient load-decompression and store-compression of tagged object pointers. The experimental results for the proposed HW/SW co-designed technique, across all the DaCapo benchmark suite, SLAMBench, pseudo SPECjbb2005 and GraphChi-PR executed to completion, show up to 26% and 10% geometric mean heap space savings, up to 50% and 12% geometric mean dynamic DRAM energy reduction, and up to 49% and 3% geometric mean execution time reduction with no significant performance regressions. Although the proposed technique has been researched in the context of a research Java virtual machine implementation, it can be widely applicable to other object-oriented languages and managed runtimes.
8.2 Future Work

8.2.1 Specialisation of Barrier Synchronisation

Exploration on Other Architectures

The extensible parameterised cbarriers framework for empirical evaluation of barrier synchronisation algorithms used in Chapter 3 can be further exploited to research barrier synchronisation on other multi- and many-core systems. One of the possible topics in this research directions is research of NUMA-aware barrier synchronisation. The cbarriers framework was parameterised so that locations of the shared variables of the barrier synchronisation algorithms can be in either the nodes which mainly write or read them. Some preliminary experiments in this direction were carried out on the platform presented in Table 8.1 featuring two NUMA nodes. On this platform, it was found that the overhead of the dissemination barrier synchronisation algorithm is 22% less when synchronisation variables are located in the writing NUMA nodes as shown in Figure 8.1a compared to the case when synchronisation variables are located in the reading NUMA nodes as shown in Figure 8.1b. Similar experiments and observations

<table>
<thead>
<tr>
<th>Name</th>
<th>Intel Xeon CPU E5-2620</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microarchitecture</td>
<td>Sandy Bridge</td>
</tr>
<tr>
<td>Number of sockets</td>
<td>2</td>
</tr>
<tr>
<td>Number of cores</td>
<td>12</td>
</tr>
<tr>
<td>Number of SMT threads</td>
<td>24</td>
</tr>
<tr>
<td>Number of NUMA nodes</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.1: Experimental platform with two NUMA nodes.

**Figure 8.1:** Diagram of the NUMA-aware dissemination barrier synchronisation algorithm via shared memory.
were conducted and explained by Dice [Dic12].

Furthermore, the hybrid barrier approach presented in Chapter 3 has applications outside the scope of the Intel Xeon Phi 5110P coprocessor. In fact, it can be applied to any many-core system, where threads can be grouped in such a way, so that the latency of inter-group communication is significantly higher than the latency of intra-group communication between two threads. So, for instance, on the platform presented in Table 8.1, it may be beneficial to use the hybrid barrier which uses one of the tree barriers for synchronisation inside the NUMA node and the dissemination barrier for the inter-node synchronisation.

**Dynamic Adaptation**

Figures 3.7b and 3.8b, presented in Chapter 3, show that the best performance barrier synchronisation algorithm is dependent on the level of parallelism and the workload. Thus dynamic adaptation of barrier synchronisation algorithm can be researched to improve performance and energy efficiency. The area of the adaptive barrier synchronisation appears to be an underinvestigated research topic. One of the relevant works in this area concerns adaptive backoff barrier synchronisation to reduce memory traffic via reducing the access rate to synchronisation variables [AC89]. However, the problem of adaptive switching to a more optimal synchronisation algorithm at runtime remains open.

### 8.2.2 HW/SW Co-Designed General-Purpose CPUs and MREs

**Object-Relative Addressing of Final References via Tagged Pointers**

Venstermans *et al.* [VEDB07b] showed that object-relative addressing is an efficient way of improving memory utilisation in the context of 64-bit JVMs. The general idea of this technique is that references inside objects can be encoded as offsets from the base addresses of the referencing objects to the base addresses of the referenced objects. In case the address distance between the referencing and referenced objects meets certain requirements, the reference can be encoded as an offset in 32 bits instead of 64 bits of the ordinary addressing scheme.

Similarly, as future work, it is suggested to research an opportunity to encode final references inside objects via object-relative addressing in tagged pointers; a final reference in Java terminology is such a reference inside an object that is set during object initialisation and cannot be changed during the lifetime of an object. As a first step, it
is suggested that final references, encoded in the tags, are not completely eliminated from objects as in the technique of type information elimination from object headers described in Chapter 7. Rather, it is proposed to apply object-relative addressing via tagged pointers in the way similar to array length encoding assisted by HW extensions described in Chapter 6 to benefit from eliminated loads but not space savings. However, in contrast to array length tagging, object-relative addressing via tagged pointers should account for two additional challenges: (1) different possible offsets of final references inside objects, and (2) updates of the tags encoding final references via object-relative addressing during garbage collection.

Continuous HW-Assisted Data Layout Transformation

The MaxSim platform, presented in Chapter 6, features the address space morphing technique. One of the capabilities of this technique is the ability to perform fields reordering inside objects depending on object pointer tags and provided fields reordering maps. One of the possible future research directions is an exploration of the ability to perform such a remapping in HW to facilitate continuous data layout transformation in MREs. For continuous (non-stop-the-world) data transformation, objects of transformed and original layouts can be distinguished by different tags assigned to object pointers. In the same fashion, emitted memory access instructions in generated code can be labelled with corresponding tags. In case tags of a memory access instruction and an accessed object pointer do not match during memory access operation execution, a remapping HW mechanism can recalculate an offset so that a correct field is accessed using a dedicated HW buffer, which stores a mapping between original and transformed object layouts. When at some point of execution (which is projected to be garbage collection) an MRE can prove that all the live objects of the same type have a single layout, tagging can be cleared for both memory access instructions in generated code and object pointers. In contrast to applying data layout transformation to all live objects at once, which incurs significant pause time, the proposed technique is projected to increase utilisation of memory subsystem by applying object layout transformation gradually.
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Appendix A

cbarriers Framework Manual

The cbarriers framework used in Chapter 3 for evaluation of different barrier synchronisation algorithms is located at https://github.com/arodchen/cbarriers under the Apache v2.0 free software license. This appendix provides a brief description how to use this framework and what other packages it relies on. Furthermore, it contains the command that was used to run the EPCC and NBODY benchmarks described in Chapter 3 on Intel Xeon Phi 5110P. Part of this description was published at https://github.com/arodchen/cbarriers/blob/master/README.md.

A.1 Dependencies

The framework requires the following packages to be installed:
make, gcc, r-base, r-cran-gplots, data.table package in R

A.2 Usage

The cbarriers framework operation is described in the makefile and is carried out by the make utility.

A.2.1 Building, Running Benchmarks, Plotting Results

make build - builds barrier evaluation framework.
make test - runs tests.
make db - creates data base needed for plotting.
A.2. **USAGE**

- `make plot` - plots charts in pdf.
- `make all` - does all mentioned above.
- `make help` - prints help message.

### A.2.2 Help Message

**Usage:** `make [target] [arguments]`

**Available targets:** help
- build
- test
- db
- plot
- all

**Available arguments [name={valid values} (default value) - description]:**

- `EXTRACFLAGS={...} ( )` - extra CFLAGS
- `EXTRALDFLAGS={...} ( )` - extra LDFLAGS
- `TEST_RUNNER={...} ( )` - test runner
- `TEST_RUNNER_PASS_ARG_BEG={...} ( )` - option to begin passing arguments to test runner
- `TEST_RUNNER_PASS_ARG_END={...} ( )` - option to end passing arguments to test runner
- `TEST_RUNNER_INIT={...} ( )` - option to initialise test runner
- `TEST_RUNNER_FINI={...} ( )` - option to finalise test runner
- `CPUS_NUM={1..N} (shell nproc) - number of available CPUs
- `THREADS_SURPLUS={(1-CPUS_NUM)..N} (0)` - difference between the number of threads and CPUs
- `THREADS_MAX_NUM={1..N} (CPUS_NUM + THREADS_SURPLUS)` - maximum number of threads (THREADS_SURPLUS has priority over THREADS_MAX_NUM if both are defined)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>THREADS_MIN_NUM</td>
<td>{1..THREADS_MAX_NUM} (1) - minimum number of threads</td>
</tr>
<tr>
<td>BARRIERS_NUM</td>
<td>{1..N} (1000000) - number of barriers in the experiment</td>
</tr>
<tr>
<td>EXPERIMENTS_NUM</td>
<td>{1..N} (10) - number of experiments</td>
</tr>
<tr>
<td>CCL_SIZE</td>
<td>{1..N} (128) - cache coherency line size</td>
</tr>
<tr>
<td>ARCH</td>
<td>{x86_64,lmiclarmv7l} (shell arch) - target architecture</td>
</tr>
<tr>
<td>HOST_NAME</td>
<td>(shell hostname) - target hostname</td>
</tr>
<tr>
<td>CPU_MAP_PRIORITY_DELTA</td>
<td>{1..CPUS_NUM} (1) - priority delta for mapping threads to CPUs</td>
</tr>
<tr>
<td>THREADS_INC</td>
<td>{+=1,*=2,...} (+= 1) - compound assignment operator for the increment of the number of threads</td>
</tr>
<tr>
<td>RADIX_INC</td>
<td>{+=1,*=2,...} (+= 1) - compound assignment operator for the increment of radix</td>
</tr>
<tr>
<td>RADIX_MAX</td>
<td>{2..THREADS_MAX_NUM} {THREADS_MAX_NUM} - maximum radix</td>
</tr>
<tr>
<td>OMP_IMPL</td>
<td>{gnu,intel} (gnu) - OMP library implementation</td>
</tr>
<tr>
<td>INTERPOLATE_RADIX</td>
<td>{yes,no} (no) - when number of threads participating in a barrier is less than radix then the result is taken from experiment when number of threads participating in a barrier is equal to radix</td>
</tr>
<tr>
<td>PRINT_SYNCH_UNSYNCH_PHASE_TIME</td>
<td>{yes,no} (yes) - printing synchronised and unsynchronised phase execution time, where the phase is an interval by two adjacent barriers</td>
</tr>
<tr>
<td>TOPOLOGY_AWARE_MAPPING</td>
<td>{yes,no} (yes) - use topology information while mapping threads to nodes of the barrier</td>
</tr>
<tr>
<td>TOPOLOGY_NUMA_AWARE_ALLOC</td>
<td>{yes,no} (yes) - use topology information while allocating memory for barriers on NUMA machines</td>
</tr>
<tr>
<td>USER_DEFINED_ACTIVE_PUS_SELECTION</td>
<td>{yes,no} (no) - user defined active PUs selection controlled by CPU_MAP_PRIORITY_DELTA</td>
</tr>
<tr>
<td>CHARTS_IGNORE_BARRIERS</td>
<td>{sr,...,pthread} () - comma-separated list of barriers to ignore on charts</td>
</tr>
<tr>
<td>CHARTS_SUR_ONLY_SPINNINGS</td>
<td>{ptyield,...,hwyield} () - comma-separated list of spinning to be used on surplused charts</td>
</tr>
</tbody>
</table>
A.3 Recipes

The following command runs tests on Intel Xeon Phi 5110P:

```
make test TEST_RUNNER='ssh mic0 "ulimit -s unlimited; export KMP_LIBRARY=
  turnaround; export KMP_BLOCKTIME=infinite;'
  TEST_RUNNER_PASS_ARG_END="" HOST_NAME=mic0
  TEST_RUNNER_INIT='scp -r bin mic0:'
  TEST_RUNNER_FINI='ssh mic0 "rm -rf bin"'
  CC=icc CPUS_NUM=232 EXTRACFLAGS="-mmic"
  BARRIERS_NUM=10000 ARCH=mic
  TOPOLOGY_NUMA_AWARE_ALLOC=no
  THREADS_MIN_NUM=8
  THREADS_INC=+=8
  RADIX_INC=+=2
  EXPERIMENTS_NUM=10
```
Appendix B

MaxSim Platform Manual

The MaxSim platform for simulation of managed applications presented in Chapter 6 is located at [https://github.com/arodchen/MaxSim](https://github.com/arodchen/MaxSim) under the GPLv2 free software license. This appendix provides a brief description how to use this platform and what other packages it relies on. This description was published at [https://github.com/arodchen/MaxSim/blob/master/README.md](https://github.com/arodchen/MaxSim/blob/master/README.md).

### B.1 Dependencies

The platform requires the following dependencies to be satisfied and the following packages to be installed:

- Maxine VM 2.0.5 dependencies, Oracle JDK 7u25 for Linux x64,
- ZSim dependencies, McPAT 1.0 dependencies, timelimit, protobuf-2.6.1

### B.2 Required Environment Variables

Setting of the following environmental variables is required to find the tools necessary for the MaxSim platform operation:

- PROTOBUFPATH=\<protobuf-2.6.1 install path>
- MCPATPATH=\<McPAT 1.0 bin path>

### B.3 Usage
B.3. USAGE

B.3.1 Building, Cleaning, Style Checking, and Setting Kernel Parameters

./scripts/generateMaxSimInterface.sh - generates MaxSim interface.

./scripts/setZSimKernelParameters.sh - sets ZSim kernel parameters (requires sudo).

./scripts/buildMaxine<Debug|Product>.sh - builds Maxine VM (and re-generates MaxSim interface).

./scripts/buildImageC1X<Debug|Product>.sh - builds Maxine VM image.

./scripts/buildZSim<Debug|Product>.sh - builds ZSim (and re-generates MaxSim interface).

./scripts/buildMaxSim<Debug|Product>.sh - builds MaxSim (does all mentioned above).

./scripts/cleanMaxine.sh - cleans Maxine VM.

./scripts/cleanZSim.sh - cleans ZSim.

./scripts/cleanMaxSim.sh - cleans Maxine VM and ZSim.

./scripts/checkStyle.sh - checks style in Maxine VM.

B.3.2 Running DaCapo-9.12-bach Benchmarks

Command:

```
./scripts/runMaxSimDaCapo.sh <output directory> <ZSim template configuration> <number of runs>
```

Arguments:

- `<output directory>` - existing output directory where results are stored (overwrites existing results in the directory)
- `<ZSim template configuration>` - ZSim template configuration in which COMMAND_TEMPLATE is replaced by actual command to be executed by ZSim (e.g. ./zsim/tests/*.tmpl)
- `<number of runs>` - number of runs of each benchmark
- `EXTRA_MAXINE_FLAGS` - environment variable used to pass extra flags to Maxine VM
B.3.3 MaxSim Interface and Configuration

MaxSim interface is defined using Protocol Buffers 2.6.1 in the following file:

```
/maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
```

Default values of message MaxSimConfig define a build-time MaxSim configuration. 
isMaxSimEnabled indicates whether Maxine and ZSim are configured to work in tandem (true) or separately (false).

pointerTaggingType indicates a type of active pointer tagging. Three types of pointer tagging are available: NO_TAGGING - native x86-64 tagging (sign-extension of the 47th bit), CLASS_ID_TAGGING - objects tagging by their class IDs, ALLOC_SITE_ID_TAGGING - objects tagging by IDs of allocation sites.

layoutScaleFactor and layoutScaleRefFactor are parameters of two bijections of the address space morphing scheme described in Chapter 6. layoutScaleFactor is the second parameter of \( f_e \) and the first parameter of \( f_c \) bijection. layoutScaleRefFactor is the first parameter of \( f_e \) bijection.

B.3.4 ZSim MaxSim-Related Configuration Parameters

The pointerTagging simulation parameter indicates whether pointer tagging simulation is enabled in ZSim.

The MAPProfCacheGroupId compact ID can be assigned to a cache. When MaxSim profiling is active, the event related to a specific cache will be aggregated in the corresponding MAPProfCacheGroup. MAPProfCacheGroupNames parameter is associated with caches, and it defines names of MAPProfCacheGroups delimited by \( | \) symbol (e.g. ./zsim/tests/*.tmpl).

Note. When working in tandem with Maxine VM startFastForwarded Maxine VM process parameter should be set to true. Exiting fast forwarding should be performed explicitly in Maxine VM.
B.3.5 MaxineVM MaxSim-Related Flags

-XX:-MaxSimEnterFFOnVMExit - makes MaxSim enter fast forwarding mode on VM exit (default: false).

-XX:-MaxSimExitFFOnVMEnter - makes MaxSim exit fast forwarding mode on VM enter (default: false).

-XX:MaxSimMaxineInfoFileName=<value> - MaxSim Maxine information file name (default: maxine-info.db).

-XX:-MaxSimPrintProfileOnVMExit - makes MaxSim print profiling information on VM exit (default: false).

-XX:-MaxSimProfiling - enables MaxSim profiling (default: false).

-XX:MaxSimZSimProfileFileName=<value> - MaxSim ZSim profile file name (default: zsim-prof.db).

-XX:-TraceMaxSimTagging - traces MaxSim tagging.

-XX:MaxSimDataTransDB=<value> - MaxSim data transformation database for address space morphing.

Note. All the flags, related to collecting and printing profiling information, have effect only when either pointerTaggingType [default = ALLOC_SITE_ID_TAGGING] or pointerTaggingType [default = CLASS_ID_TAGGING]. -XX:MaxSimDataTransDB= accepts DataTransDB message with DataTransInfos having FieldOffsetRemapPairs representing me reordering map described in Chapter 6. -XX:MaxSimDataTransDB= has effect only when pointerTaggingType [default = CLASS_ID_TAGGING].
### B.3.6 Controlling Simulation by Managed Applications

MaxSim simulation can be controlled by applications by setting `MaxSim.Command` property (via a call to `System.setProperty("MaxSim.Command", <value>)`) the following values:

"ROI_BEGIN()" - exits fast-forwarding mode and starts simulation of a region of interest.

"ROI_END()" - enters fast-forwarding mode and stops simulation of a region of interest.

"PRINT_PROFILE_TO_FILE(<file name>)" - prints profile to a file with a specified name.

"RESET_PROFILE_COLLECTION()" - resets profile collection.

**Note.** All the commands, related to collecting and printing profiling information, have effect only when either `pointerTaggingType [default = CLASS_ID_TAGGING]` or `pointerTaggingType [default = ALLOC_SITE_ID_TAGGING]`, and when, at the same time, `-XX:+MaxSimProfiling` flag is passed to Maxine VM.

### B.3.7 Printing Profiling Information in the Textual Format

Command:

```
$ cd maxine
$ ./graal/mxtool/mx maxsimprofprint <flags>
```

Flags:

- `-MaxineInfoDB=<arg>`
  
  Location of the file containing Maxine information database.

- `-ZSimProfileDB=<arg>`
  
  Location of the file containing ZSim profile database.

- `-help[=truelfalse, tlf, yln] (default: false)`
  
  Show help message and exit.

- `-o=<arg> (default: maxsim-prof.txt)`
  
  Output file name.
B.3.8 Retrieving Statistics Collected by ZSim

Command:

```
./scripts/retrieveZSimStat.py <ZSim stat dir> <Maxine VM oper modes>
  <characteristic> (<cahe name>)
```

Arguments:

- `<ZSim stat dir>` - directory containing ZSim stat files (zsim-ev.h5)
- `<Maxine VM oper modes>` - comma-separated numerical list of Maxine VM operation modes for which statistics is retrieved. Operation modes are listed in MaxineVMOperationMode in MaxSimInterface.proto
- `<characteristic>` - retrieved characteristic. Supported characteristics are:
  - C - cycles
  - I - instructions
  - IPC - instructions per clock
  - C[H|M|A][LD|ST|LDST](PKI) - cache characteristics
    - ([...]) - required alternatives
    - (.....) - optional alternatives
  - H - hits
  - M - misses
  - A - accesses
  - LD - loads
  - ST - stores
  - LDST - loads and stores
  - PKI - per kilo instruction
- `<cahe name>` - cache name required only for cache characteristics listed above

Note. The parts of this script were obtained from the ZSim-NVMain [ACU15] simulator.
B.3.9 Modelling Power and Energy Using McPAT

Command:

```
./scripts/runMcPAT.py <flags>
```

Flags:

```
[-h (help)]
[-z <zsim-stat-dir>] - directory containing ZSim stat files (zsim-ev.h5)
[-e <maxine-op-modes>] - comma-separated numerical list of Maxine VM
    operation modes for which statistics is retrieved. Operation modes are listed in
    MaxineVMOperationMode in MaxSimInterface.proto
[-d <resultsdir (default: .)>]
[-t <type: total|dynamic|static|peak|peakdynamic|area>]
[-o <output-file (power{.png,.txt,.py})>]
```

Note. The parts of this script were obtained from the Sniper [HSC+12] simulator under
the MIT License.

B.4 Recipes

Profiles simple ./maxine/com.oracle.max.tests/src/test/output/HelloWorld.java
application using 4C ZSim configuration described in Chapter 6

```
# Changes pointerTaggingType default type to CLASS_ID_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = NO_TAGGING/
    pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/ .maxine/com.
    oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto

# Builds MaxSim
./scripts/buildMaxSimProduct.sh

# Simulates HelloWorld application and produces ZSim profile and Maxine
    information files (zsim-prof.db and maxine-info.db)
./zsim/build/release/zsim ./zsim/tests/Nehalem-4C_MaxineHelloWorld.cfg
```
B.4. RECIPES

# Prints profile to maxsim-prof.txt
pushd maxine
../graal/mxtool/mx maxsimprofprint -MaxineInfoDB=./maxine-info.db
   -ZSimProfileDB=./zsim-prof.db -o=./maxsim-prof.txt
popd

# Changes back pointerTaggingType to NO_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/
 pointerTaggingType = 2 \[default = NO_TAGGING/ ./maxine/com.oracle.max.
   vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto

Profiles a simple application performing various operations with a singly linked list
./maxine/com.oracle.max.tests/src/test/output/MaxSimSingleLinkedList.java
using 1CQ ZSim configuration described in Chapter [6]

# Changes pointerTaggingType default type to CLASS_ID_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = NO_TAGGING/
 pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/ ./maxine/com.
   oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto

# Builds MaxSim
./scripts/buildMaxSimProduct.sh

# Simulates MaxSimSingleLinkedList application and produces three ZSim profile
   and one Maxine information files
./zsim/build/release/zsim ./zsim/tests/Nehalem-1CQ_MaxSimSingleLinkedList.cfg

# Changes back pointerTaggingType to NO_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/
 pointerTaggingType = 2 \[default = NO_TAGGING/ ./maxine/com.oracle.max.
   vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
Characterises and profiles DaCapo-9.12-bach using 1CQ ZSim configuration described in Chapter 6:

```
# Changes pointerTaggingType default type to ALLOC_SITE_ID_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = NO_TAGGING/pointerTaggingType = 2 \[default = ALLOC_SITE_ID_TAGGING/ ./maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
```

```
# Simulates DaCapo-9.12-bach benchmarks and produces ZSim profile files
mkdir dacapo_characterization
EXTRA_MAXINE_FLAGS="-XX:+MaxSimProfiling
-XX:+MaxSimPrintProfileOnVMExit" ./scripts/runMaxSimDacapo.sh
dacapo_characterization ./zsim/tests/Nehalem-1CQ.tmpl 1
```

```
# Changes back pointerTaggingType to NO_TAGGING
sed -i 's/pointerTaggingType = 2 \[default = ALLOC_SITE_ID_TAGGING/pointerTaggingType = 2 \[default = NO_TAGGING/ ./maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
```

Retrieves L3 Cache Misses per Kilo Instruction:

```
./scripts/retrieveZSimStat.py
./dacapo_characterization/zsim/DaCapo-9.12-bach_eclipse_product_0 1,2
CMLDPKI l3
```

Models energy spent in the Garbage Collection (GC) part of the workload:

```
./scripts/runMcPAT.py
-z ./dacapo_characterization/zsim/DaCapo-9.12-bach_eclipse_product_0 -e 2
```

Models energy spent in the non-GC part of the workload:

```
./scripts/runMcPAT.py
-z ./dacapo_characterization/zsim/DaCapo-9.12-bach_eclipse_product_0 -e 1
```
Profiles simple

application using 1CQ ZSim configuration and models compressed object pointers optimisation and String objects’ fields reordering as depicted in Figure 6.3 in Chapter 6

using reordering map ./misc/DataTrans/HelloWorldCompPointDataTrans.db:

# Changes pointerTaggingType default type to CLASS_ID_TAGGING and layoutScaleFactor to 2

```sh
sed -i 's/pointerTaggingType = 2 \[default = NO_TAGGING/pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/ ./maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto

sed -i 's/layoutScaleFactor = 3 \[default = 3/layoutScaleFactor = 3 \[default = 2/' maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
```

# Builds MaxSim

```
./scripts/buildMaxSimProduct.sh
```

# Simulates HelloWorld application and produces ZSim profile and Maxine information files (zsim-prof.db and maxine-info.db)

```
./zsim/build/release/zsim ./zsim/tests/Nehalem-1CQ_MaxineHelloWorldCompPointDataTrans.cfg
```

# Prints profile to maxsim-prof.txt

```
pushd maxine
  ../graal/mxtool/mx maxsimprofprint -MaxineInfoDB=./maxine-info.db -ZSimProfileDB=./zsim-prof.db -o=./maxsim-prof.txt
popd
```

# Changes back pointerTaggingType to NO_TAGGING and layoutScaleFactor to 1

```
sed -i 's/pointerTaggingType = 2 \[default = CLASS_ID_TAGGING/pointerTaggingType = 2 \[default = NO_TAGGING/ ./maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto

sed -i 's/layoutScaleFactor = 3 \[default = 3/layoutScaleFactor = 3 \[default = 1/' maxine/com.oracle.max.vm/src/com/sun/max/vm/maxsim/MaxSimInterface.proto
```