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Abstract—In manufacturing industry, process monitoring is a key to observe the product quality, operational health, safety and also for achieving good/satisfactory process control performance. In polymer processing, the level of control of the process operational quality is vastly dependent upon the performance of the process monitoring techniques as it is quite difficult to observe the inside of an extruder barrel (or processing chamber) during the process operation. Currently, a number of physical sensing devices/techniques are widely available for industrial applications for monitoring of parameters such as melt temperature, melt pressure, screw/processing speed, product dimensions, etc in real-time. However, there may be some limitations in using physical sensors in piratical process measurements (such as melt viscosity and melt temperature profile) due to several constraints such as their access requirements, disruptive effects to the melt flow, fragility, complexity, etc. Therefore, soft sensing techniques should be highly useful for improved process monitoring and modelling, and hence for advanced process control. In this work, a general description is presented on the state-of-the-art of soft sensor design. Then, a comprehensive review is made on the use of soft sensing techniques in polymer processing applications while identifying their capabilities and limitations. Eventually, the importance of developing of such soft sensing techniques (together with some sort of built-on intelligence) for the advancement of process monitoring is discussed while indicating some of the possible directions for future industry.
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I. INTRODUCTION

Process monitoring is one of the important aspects in manufacturing industry as this information may be highly crucial in observing the process health and hence to maintain the process functionality within the desired limits. However, the direct use of physical sensors may not be possible in some particular applications, occasions or environments due to a number of constraints such as access requirements, disturbances to the process output/functionality, harshness of the environment, limitations of the sensors and so forth. Although some process parameters are really important in determining the process functional quality, they may not be monitored/measured in real-time by using a physical sensor. Therefore, as an alternative/extended approach of process monitoring, concepts of virtual instruments (VIs) and soft sensors became widely popular particularly over the last three decades [1], [2].

A. Soft sensor

The term ‘soft sensor’ can have different definitions where it is a widely-used name for software-based sensors where several measurements (may be just one, dozens or even hundreds of measurements) are processed together. Also the interaction of the signals can be used for calculating new quantities that cannot be measured in practice. Hence, the term soft sensor is based on the words ‘software’ and ‘sensor’. To be compatible with this paper, a general definition can be given as: a soft sensor (also known as a virtual sensor or an inferential estimator) is a technique of estimating process parameter/s (e.g., quality-based measures, variables indicating functionality, faults) in various applications when a hardware sensor is unavailable or unsuitable for making direct measurements. Generally, such soft/inferential sensors are used in real-time process monitoring, modelling and control; fault detection/estimation; process diagnostics, etc mostly in continuous processes. Currently, these sensors are widely used in many industrial applications such as polymerization reactors, distillation columns, cement kilns, food processing, paper/pulp production industry, etc, to estimate the product quality parameters [3]. Obviously, soft sensors can be continuous sources of information on process functionality, product quality and so forth. Furthermore, these can be involved in automated process control loops as well and hence can provide some benefits such as increased effectiveness of the process, optimum energy usage, improved safety and troubleshooting, etc [4]. In general, soft sensors can be classified into two types: ‘model-driven’ which are based on the first principle models and ‘data-driven’ which are based on the actual data measured from the processing plants. Of these two types, model-driven soft sensors usually focus on the ideal steady-state of the processes (physical/chemical background of the process) while the data-driven soft sensors can have good potential of representing real process dynamics. Hence, the data-driven approaches are quite popular in the process industry although model-driven approaches may also be important depending on the type of the process. Generally, there are a number of issues/challenges that should be dealt with in developing both types.

In most of the previously reported soft sensing applications, the behaviours (i.e., mostly non-liner) of the industrial processes have been modelled with the techniques such as principle component regression (PCR), artificial neural network (ANN); fuzzy and/or neuro-fuzzy systems; partial least squares (PLS); support vector machine (SVM); radial basis function (RBF) neural networks and support vector regression (SVR), and most of these will be discussed in the next section. The popularity of these techniques is particularly due to their flexibility of modifying into adapting or evolving methods which are capable in reacting to changes in the data and thus to learn knowledge base, if necessary. More details on each of these soft sensor development methods and comparisons of these methods can be found in the literature [2], [5]–[7], and hence not presented in this paper.
Some of the major steps in designing of a soft sensor are shown in Figure 1. With the rapid development of computational facilities/technologies over the last few decades, soft sensing approaches are becoming widely popular in various industrial and remote applications due to their advantages such as [8]:

- the easiness of implementing on the existing hardware platforms (no or little additional investment may be required).
- the easiness of updating the facilities (extensions or taking parts off) as required.
- the usefulness in the applications which hardware/physical sensors may not be applicable or unsuitable (or when they are too expensive) for making direct measurements.
- the possibility of providing real-time estimations while taking time delays in to account.
- the possible easiness and simplicity of maintenance.
- the possibility of using as a low cost alternative for expensive commercial online analyser tools.

On the other hand, design/application of the soft sensors might be quite challenging due to a few reasons [8]:

- Obviously, a considerable expert knowledge (on both industrial process and the design procedure of the sensor), effort and time should be required to design a soft sensor.
- Their performance usually depend on the quality of the final product and then it may be too late to take any corrective actions.
- Their performance mostly depends on the availability of appropriate data on the training/validation data while some issues can be arise due to outliers, noise and missing data, etc.
- Data-driven soft sensors may be specific mostly for a given material, machine or processing conditions used to collect the test data. Use of generalized process models would be one of the best possible options to tackle this issue.

As was mentioned, the designers of soft sensors should have a sound knowledge on all the areas presented in Figure 1 where they have to spend lots of time in data collection and processing (dealing with missing values, outliers, etc) and model training/validation/optimization. Also, they should have some knowledge on the related industrial process/application, otherwise can consult a process related expert during the design. Further details on the soft sensor design and adaptation can be found in the published literature [2], [7]–[20].

B. Polymer processing

Polymers are one of the popular materials in the modern world where the world total production of plastics has been reported as 256 million tonnes in 2010. In other words, the annual average global consumption of plastics per head has increased from 10 kg in 1980 to 40 kg in 2010 marking a drastic growth rate of consumption [21]. It is predicted that this growth may steady or further increase in next few decades due to the superior properties of polymeric or polymer matrix based composite materials such as high specific strength that is highly desirable in harmful emission control particularly in the transportation sector. Perhaps, plastics/polymers might be the most widely used materials in the present world and also have been named as the 'the materials for the 21st century' [22], [23]. A number of different polymer processing techniques are used in the current industry based on the nature of the application, product, material, and so forth: Extrusion and Extrusion-based processes, Injection moulding, ThermoFORMING, Compression moulding, Rotational moulding, Blow moulding, etc. More details on the mechanisms, theories and functional requirements of polymer processing are available in the literature [24]–[30].

II. SOFT SENSING OF IMPORTANT PROCESS PARAMETERS IN POLYMER PROCESSING

In polymer processing, it is highly difficult to observe/monitor the process melt quality as the material is being processed inside a closed barrel (for example: an extruder is a kind of black box) [31]. In extrusion or in injection moulding, after feeding the material through the hopper, material absorbs the heat while conveying along a screw and forms into the desired shape inside a die/mould which is almost a closed process. In other polymer processing techniques also materials are usually processed inside a closed chamber limiting the process diagnostics. In these processes, the quality of the process melt output has to be determined mostly observing/testing the quality of the final product and then it may be too late to take any
precautions if there is any issue. While processing parameters such as melt pressure and melt temperature (point and/or bulk measurements) can be observed in real-time using physical sensors, some important process parameters such as the die melt temperature profile, melt viscosity and melt flow index which are really important to determine the process functional quality and also the quality of the melt output, are quite difficult to measure physically. No sensors are commercially available yet to measure most of these parameters in real-time, to the author’s knowledge. Therefore, further research and development on inferential monitoring of these parameters would be promising alternatives for the current/future industry.

A. Soft sensing of die melt temperature profile

The thermal homogeneity of the melt output is a key expectation in all types of polymer processing applications and hence the melt temperature is one of the commonly measured parameters in these processes. A number of different types of thermal monitoring techniques are used in the current polymer processing industry and these details were discussed by the author previously [28], [32], [33]. At present, point and/or bulk thermal monitoring techniques are well-established and are widely used in industrial applications [27], [34], [35]. However, these are not capable of detecting thermal variations across the melt flow and can only provide some limited amount of information close to where they are located. In fact, the measurement of a melt temperature profile is highly suitable for determining the actual thermal homogeneity and stability of the melt output of any polymer processing technique. Some of the temperature measurement techniques used in research (e.g., a fluorescence technique [36], a thermocouple mesh [37]) are capable of measuring a temperature profile across the melt flow but these techniques are not yet suitable for use in an industrial application due to constraints such as their limited durability, access requirements, complexity, disruptive effects on melt flow and output, etc. Thus, soft sensing approaches for die melt temperature profile should be highly useful.

As was discussed above, monitoring of a melt temperature profile (in real-time) is quite problematic in industrial polymer processing applications with physical sensors. The first soft sensing concept to predict a temperature profile of an extruder’s output melt flow was proposed by the author recently [8], [14], [38], [39] and the structure of this conceptual design is shown in Figure 2. Here, $T_m$ is the temperature of a given point across the melt flow which is $j$ mm away from the melt flow centreline, $\omega_{sc}$ is the processing screw rotational speed, $T_b$ is the set temperatures along the extruder barrel where subscript $i$ represents the number set temperature zones: $T_{b,1}, T_{b,2}, \ldots, T_{b,n}$, and $R_{p,j}$ is the die radial position.

Basically, this melt temperature profile predictive soft sensor can be implemented only based on a few readily measurable parameters (screw speed, barrel set temperatures, and a melt temperature measurement from a flush mounted infrared (IR) temperature sensor) of a polymer extrusion process. Mainly, the proposed soft sensor operates based on two data-driven dynamic models. One model predicts the melt temperature at different radial positions across the melt flow (i.e., the $T_P$ model). The other model is to predict the melt temperature given by an IR temperature sensor (i.e., the $T_{IR}$ or feedback model) and this is based on the predictions of the $T_P$ model as well. This soft sensor should be really useful for improved process monitoring and also to use as a mode of feedback for process control, if it can be improved for industrial use. To the author’s knowledge, no any other work has been reported on soft sensing of a temperature profile across the output melt flow of any polymer processing technique.

B. Soft sensing of melt viscosity

Viscosity is one of the key indicators of process melt quality. Bruss [40] argues that melt viscosity is a much more suitable control variable than temperature or pressure in polymer processing. However, it is not directly measurable or controllable and can only be affected by other process variables such as processing speed and set process temperatures. Consistency of the melt viscosity is highly important for good product quality and hence avoiding defects. Therefore, accurate viscosity measurements are highly desirable in polymer processing applications. A number of previous researchers attempted to measure the melt viscosity using physical sensors [41]–[45]. Of these physical viscosity monitoring techniques, off-line methods are attributed with considerable inaccuracies as measurements are made away from the actual processing plant/unit. Side stream methods are carried out on the machine but suffer from delays due to time taken to the melt to reach the measuring device. Also, off-line and side stream methods are shown to be inappropriate for accurate detection of process dynamics. In-line devices eliminate time delays associated with side stream devices and may detect process dynamics as well. Unfortunately, there are practical limitations of using in-line devices in industry due to their possible flow restrictions. Flow restrictions can lead to several adverse issues such as product defects, higher process pressures, higher energy consumption and reduced productions rates, etc.

Since physical viscosity measurements are difficult, soft sensing techniques would be promising. McAfee et al. [46], [47] proposed a model-based soft approach which includes two data-driven models to estimate the melt viscosity of an extrusion process and the structure is shown in Figure 3. The first model predicts the melt viscosity based on a few

Figure 2. A schematic of the proposed extruder die melt temperature profile predictive soft sensor concept [14]
readily measurable process parameters (i.e., screw speed and set temperatures) and while the second model predicts the melt pressure based on the estimated melt viscosity. Then, the actually measured melt pressure is compared with the estimated pressure, both at the die, and the error signal (i.e., the mismatch between pressures) is used to compensate for possible errors in the melt viscosity prediction model. Sensor’s dynamic models were developed using a grey box modelling approach and it gave predictions within 2% error. This would be a good inferential real-time viscosity sensor if it can be improved for industrial use.

Chen et al. [48] suggested an empirical model to evaluate the polymer melt viscosity and this model was used for quality control purposes in extrusion. The model calculates the melt viscosity based on experimental measurements of screw speed, melt temperature, geometrical dimensions of the screw (e.g. diameter, channel depth and helix angle) and material constants. The results were in agreement with the measurements obtained from an in-line rheometer. However, the model accuracy depends on the consistency of melt properties and it is not capable of indicating any fluctuations in the process.

Work by Kumar et al. [49] suggested an inferential approach for on-line estimation of melt viscosity and then this was used with a closed-loop control of a polymer compounding process which involves blending of two polymers. Moreover, a physics-based dynamic model was formulated to describe the dynamic effects of common process inputs (e.g., raw material feed rates, screw speed) on the measured outputs (e.g. die pressure). This dynamic model was coupled with on-line melt viscosity estimation to cover wide range of operating conditions including raw materials and composition changes. The accuracy of melt viscosity estimation is dependent upon the accuracy of the on-line measurements of feed rates and die pressure. The results showed that the estimated viscosity and off-line measurements made by a capillary rheometer were matched only with ±10% difference.

Gonzaga et al. [50] proposed a melt viscosity prediction soft sensor for a polyethylene terephthalate (PET) production process. It was based on a feed-forward artificial neural network and its predictions showed good accuracy only with a relative error of approximately 0.3%. Moreover, this sensor was integrated with an industrial process control system through a supervisory system and the authors claimed that the controller (i.e., based on the viscosity soft sensor) gave good performance by allowing an effective and feasible operation of the PET production plant.

Work presented by Yaoguang et al [51] developed a data-driven soft sensor based on back-propagation neural networks with the aim of the viscosity control of the feed liquid in the production of PVC gloves. The sensor was able to predict the viscosity with a prediction error of ±0.03%. Moreover, the authors claimed that other variables such as temperature and rate of production should also be considered along with the viscosity for achieving the better process control.

Kugler et al [52] proposed soft sensing models for melt viscosity of an extrusion process incorporating artificial neural networks. The data has been collected from the system identification experiments and then a software called NeuroModel was used to carry out the modelling. The soft sensor was tested with a few materials with different molecular structure where the measured and predicted viscosity values showed only a 0.03 difference of the coefficient of determination.

Abdallah et al [53] used a specially designed pressure-wave-based acoustic sensor attached to a slit die for inline monitoring of polymer flow behavior. A correlation was observed between the measured resonance parameters and the fluid properties. Then, a boundary reflection based acoustic measurement approach was used to predict the viscosity of the melt. As their research was still in early stage they did not comment on the accuracy of the predictions. However, this will be promising for industrial use if it can be improved to be used with industrially usable die geometries, as this is an invasive method of predicting polymer properties in real-time.

Kazmer et al [54] proposed a multivariate sensor (MVS), based on a number of mechanistic relations, which can estimate the melt viscosity and velocity for determining the process state. This sensor is a combination of both soft and hardware aspects where a piezoelectric ring is used to monitor the melt pressure while a thermopile (a set of thermocouples that are pre-arranged to measure the radiant heat) is employed in acquiring the melt and mould temperatures. The sensor performance has been evaluated experimentally where it outperformed some of the commercially available sensors. The authors claimed that this MVS should be really useful in monitoring the melt consistency inside mould cavities of injection moulding and also in feedback control of the melt temperature, melt pressure and process timings.

Few other works [44], [45], [55]–[57] also considered the melt viscosity with the purpose of process control (i.e., to reduce the melt viscosity variations during polymer processing) and the viscosity prediction was not the major purpose of their research and hence not discussed in detail. As it is clear, no many works have been reported on soft sensing of melt viscosity and hence further research is highly recommended in this area.

C. Soft sensing of melt flow index

The melt flow index (MFI) is a type of measure which indicates the ease of flow of polymer melts. Currently, there is no good industrially compatible real-time MFI measurement
method presented although several well-established off-line techniques are available [58].

In late 1990s, Ogawa et al. [59] reported a MFI soft sensor for an industrial high density polyethylene (HDPE) production process incorporating a few on-line measurements. Within this soft approach, two models were used: (i) an MFI model which describes a relationship between the MFI and other process variables (ii) a cumulative model that maps a relationship between the MFI of the total polymer inside the reactor. Then, the proposed MFI soft sensor was integrated with a model predictive controller dedicated to product quality control. As was claimed by the authors, the control system incorporated with the MFI soft sensor performed well with less product quality deviations but further testing should be required prior to using this sensor in industrial applications.

In 2006, Sharmin et al. [60] developed a partial least squares (PLS) based soft sensing approach to predict the MFI of polymers. The PLS soft sensing model was developed incorporating 48 process variables together with the corresponding time delays. Then, the sensor was implemented and tested on an industrial polymerization reactor and the authors claimed that successful results were achieved. Furthermore, they have made a discussion on possible challenges/difficulties associated in developing data-driven models from the data collected from industrial processes.

Work presented by Shi and Liu [61] developed a MFI estimation soft sensor for an industrial polypropylene (PP) polymerization plant. The soft sensing model was developed by a weighted least squares support vector machines (weighted LS-SVM) approach and it used nine process variables as inputs to predict the MFI. Moreover, this model performed well by predicting the MFI with a mean relative error (MRE) of 3.27% and outperformed the sensors based on LS-SVM and SVM approaches. Another work by Shi et al [62], [63] reported a product quality prediction soft sensor model based on a principal component analysis (PCA), a multi-scale analysis (MSA) and a radial basis function (RBF). The most relevant process parameters were identified by the PCA and the MFI was used as the quality measure, and the soft sensor was tested on the same industrial PP plant. With all the processing conditions tested, the PCA-MS-RBF model was able to estimate the MFI with a mean relative error of 3% while the average errors of 5% and 4% were obtained respectively from the MS-RBF and PCA-RBF models. Another subsequent work by Li and Liu [64] proposed a MFI soft sensing approach for the same PP polymerization plant based on a RBF neural networks incorporating an adaptive ant colony optimization algorithm. The authors claimed that their latest soft sensor was capable of predicting the MFI with an MRE of 0.44% which was superior in performance to the sensors proposed by their previous works. Moreover, they believe that their new MFI soft sensor shows a promising outlook in practical use.

Work presented by Ahmed et al [65], an empirical model was proposed to predict MFI in grade-changing HDPE polymerization plant. The nonlinearities of the polymerization process were captured by using a recursive partial least squares (RPLS) algorithm and a model bias update. Two schemes (scheme I: a PLS algorithm + a constant bias; scheme II: a PLS algorithm + a range of bias with upper and lower limits) were developed and achieved RMSE values of 0.0941 and 0.0944 respectively on a set of unseen data. However, this work is based only on simulation.

Balask et al [66] also proposed a soft sensor to observe the product quality by an on-line MFI prediction of an industrial polymerization plant. A self-organizing map was used for the visual understanding of processes so that several variables and their interactions may be inspected simultaneously. This concept is based on a bank of historical process data stored and soft sensors which analyze the effect of particular transition trajectories on the MFI and hence the product quality. As claimed by the authors, this method is useful in several process related aspects such as analyzing the system performance, process optimization, reverse engineering, etc. However, it is obvious that the quality of the predictions would be highly dependent on the nature of the stored historical process data.

In 2010, Chitralekha and Shah [67] reported a steady-state soft sensor (based on a SVR approach) to estimate the material’s MFI of an industrial polymer extrusion plant. They stated that the SVR-based soft sensor outperformed a existing nonlinear least-square-based soft sensor in terms of lower prediction errors while performing well over a wide range of melt indices. Moreover, they claimed that their soft sensor has a few tuning parameters only (compared to the existing neural network based soft sensors) and also showed good generalization capabilities over other nonlinear black-box modelling approaches.

Tian et al [68] proposed a MFI soft sensor based on an improved orthogonal least squares (IOLS) algorithm for a nonlinear PP process. An orthogonal signal correction was applied to minimize the effects of noise which was uncorrelated with process output variables. The sensor was tested with 100 unseen data sets and outperformed the results obtained from OLS and PLS methods, based on the root mean squared error).

Work by Maki et al [69] attempted to use a linear model predictive controller incorporating a soft sensor for the quality control of a polyolefin process. MFI was used as the major measure of the product quality. A two-stage model (a combination of a first principle model and a regression model incorporated with a number of statistical techniques: partial least squares regression (PLS), multiple linear regression (MLR), principal components regression (PCR), radial basis function (RBF) neural networks, multi quadratic (MQ) and reciprocal multi quadratic (RMQ)) was used on this purpose but the estimations of the soft sensor were not satisfactory and hence were not able to achieve the expected specifications. One of the possible reasons for this poor performance may be the use of first principle models which mostly represent the ideal steady-state conditions but not the actual process dynamics.

Zhang and Liu [70] introduced a MFI soft sensor for an industrial PP polymerization process and this sensor was on a combination of an adaptive fuzzy neural network (A-FNN) and SVR (A-FNNSVR model). A-FNN was used to generate
fuzzy rules while the SVR method was adopted to optimize the parameters associated with the soft sensor. A five-layer network was used with IF-THEN rules but there is no clear mention on the criteria which was considered in determining the rule-base. A-FNNSVR model estimated the MFI with a mean relative error of 0.51% on a set of unseen data.

Liu et al [71] proposed a just-in-time sequential least squares support vector regression (JS-LSSVR) nonlinear model to predict the product quality. The model was tested by predicting the MFI of an industrial polymerization plant where it has outperformed over five other soft prediction methods by providing the lowest relative prediction error. Another work by Liu and Chen [72] used an integrated just-in-time LSSVR (IJ-LSSVR) model on the same purpose and it was better than the existing LSSVR and just-in-time LSSVR (JLSSVR) models.

Shang et al [73] argued that the typical data-driven soft sensors are commonly attributed with steady-state conditions. Hence, such sensors may suffer from transient inaccuracies and poor robustness as operating with dynamic processes. Then, they proposed a dynamic soft-sensing approach incorporating finite impulse response and support vector machine algorithms to describe dynamic and nonlinear static relationships. The sensor was able to predict the MFI of PP (inside a depolymerization reactor) with a RMSE of less than 0.4. Also, it outperformed the conventional static models in terms of the dynamic accuracy and the practical applicability.

Study reported by Fan et al [74] proposed a MFI soft sensor based on a process state detection and an impulses response template (IRT) where the model parameters were identified by using particle swarm optimization (PSO) and simulated Annealing (SA) algorithms. Three different algorithms (PSO, SA and PSO-SA) were tested on an unseen data set obtained from a PP plant and achieved RMSE values of 0.0953, 0.0656 and 0.0570, respectively.

Cheng and Li [75] proposed a MFI soft sensor as a measure of the product quality of an industrial PP polymerization plant. The sensor’s model was implemented with a systematic least squares support vector machine (Sys-LS-SVM), and then a nonlinear isometric feature mapping method and a particle swarm optimization (PSO) algorithm were structurally integrated into the proposed model to search for the optimal values of the relevant parameters. The authors claimed that the soft sensor performed well and it can be used with the similar type of industrial processes as it is a generalized method.

Farsang et al [76] argued that the MFI is an important parameter to the polymerization industry in determining the product quality. Hence, they developed empirical process models based on a PCA approach to estimate the MFI of PP in an industrial reactor. A static and a dynamic PCA models were developed and the static model showed good accuracy but did not account the time dependency. They claimed that both models gave RMSE values less than 10% but nothing was mentioned on the possibility of the sensor’s practical use.

Zhang et al [77] proposed a MFI soft sensor (incorporating nine key process variables) for an industrial PP plant based on an extreme learning machine (ELM) and a modified gravitational search algorithm (MGSA). The proposed MGSA-ELM model was able to predict the MFI with a mean relative error (MRE) of 0.72% on unseen data, compared with 1.31% and 1.70% MRE values achieved with an adaptive PSO-ELM model and a GSA-ELM model, respectively. The authors expect to develop a web-server for this prediction approach.

Few other previous works [78]–[82] also attempted in inferential prediction of MFI in polymer processing related applications. Particularly, a considerable number of attempts have been reported on MFI soft sensors for polymerization processes. MFI is one of the key quality indicators of the polymerization processes [83] and hence there might be a great interest for on-line MFI prediction as it cannot be measured directly with a physical sensor in real-time. Interestingly, lots of different computational approaches (PLS, PCA, RBF, SVR, OLS, MLR, RMQ, FNN, IRT, PSO, SA and ELM) have already been attempted in developing MFI soft sensors and these previous studies will provide a good platform for adapting these approaches to predict other important process parameters as well.

D. Soft sensing of screw torque or screw load torque

According to some previous work [84], [85], screw load torque (i.e., a part of the equivalent motor torque passed to the extruder screw) dynamics seem to provide useful information on the process mechanism inside an extruder barrel. As an integral measurement of the polymer state along the length of the extruder, it also has the potential to give an earlier and more sensitive indication of process instabilities than measurements at the die. Therefore, real-time monitoring of the screw load torque dynamics (i.e., torque changes due to process disturbances) and analyzing of the causes behind these variations may be useful in troubleshooting and also to further understand the process mechanisms.

In 2011, the author [86], [87] explored the possibility of predicting the process thermal stability inferentially in a single screw extrusion process. The melt pressure, screw load torque, and melt temperature were measured experimentally and then the possible correlations between fluctuations/dynamics of these signals were examined. However, the results did not indicate strong correlations between these signals. Here, it can be argued that the screw load torque signal is not sensitive enough to identify unstable melting issues as it is dominated by the torque associated to the solids conveying zone of the screw. However, melt temperature and melt pressure fluctuations showed slight correlations in their fluctuations particularly at low screw rotational speeds. Nevertheless, none of these signals showed sufficiently good performance for them to be used as a powerful tool of monitoring the process thermal stability inferentially.

Eker et al. [85] used a 25 mm diameter twin screw extruder which displayed an estimation of the total screw torque based on the motor armature current. Then, they proposed a model to estimate the screw torque as a function of mass throughput, screw speed, material holdup constants and material compositions of partially and fully filled sections of a blending
process with controlled feed rates. The machine displayed and the model estimated screw torque values were compared to prove the validity of the proposed model and achieved an overall 93.4% fit between these values. The difference between the estimated and measured torques were used for fault detection purposes. The authors argued that the screw torque/power can reflect the high frequency changes in the melt properties and throughput. Moreover, an observer method was proposed to estimate extruder screw torque from motor electrical variables as the torque signals provided by extruder control electronics were highly affected by noise. The performance of the observer was verified through simulation. However, the method proposed only applies to induction motors (i.e. a type of alternating current (AC) motor). In fact, the majority of the industrial extruders use direct current (DC) motors even though a.c. motors are sometimes found on some of the modern extruders [88].

Wassik and Camp [89] attempted to maintain the torque level of an extruder but did not try to examine the possible causes behind torque fluctuations. They claimed that the screw torque fluctuations cause fluctuations in melt temperature and pressure, and hence affect the product quality. Also, they argued that the torque on the screw is directly influenced by the size of the melt pool. Furthermore, they proposed an extruder model based on balancing the input and output materials and this model was used to develop a controller to maintain a constant screw torque during the process by manipulating the screw speed. Buja et al. [90] proposed three different methods to estimate the motor disturbance torque of a sensorless DC motor by extending the classical observer theory. The aim of this study was to make the drive motor more robust against load changes and unmodeled torques by knowing the actual impact, imposed by the disturbance torque, on the motor. However, the simulation results showed that only one scheme was able to estimate the disturbance torque accurately.

It should be noted that all fluctuations apparent in torque signals may not be associated with the process. There can be some other factors (e.g. screw vibrations, issues of speed transmission system or motor speed control) which may affect the level and fluctuations of the screw torque. Sun et al. [91] observed the screw vibration behaviour under different processing conditions using an ultrasonic test. Four ultrasound transducers were mounted on an extruder barrel close to the screw tip at 90° intervals, orthogonally to the screw surface. Ultrasonic pulses were sent at a particular rate and echoes reflected by the rotating screw were captured. The gap between the screw surface and transducer was measured based on the signals’ reflection times and the speed of sound. They found that the screw vibration behaviour was depended on how the screw was engaged into the gearbox sleeve and the status of the gearbox. In fact, such vibrations associated with an extruder screw may contribute to motor power/torque fluctuations.

E. Soft sensing of other parameters

Apart from the die melt temperature profile, melt viscosity, MFI and torque; a few attempts have been made to inferentially predict some other parameters in polymer processing.

Weissman et al [92] proposed an inferential approach to predict the required energy to mould a part in injection moulding (i.e., before the part has gone into the production). The prediction algorithm includes five steps and works with a limited amount of data available during the design stage: a CAD model of the part, the material name, and the production requirements. Although the complete estimation procedure has been presented, the model has not been tested so far.

In the production of various grades of polymers, the predictive accuracy of process parameters deteriorates during the grade transition as the state of polymer reactors is quite unsteady, causing the values of process variables to differ from the steady-state values. Hence, Kaneko et al [93] introduced some models that can detect the completion of transition of polymer grades in order to reduce the amount of off-grade material in such various grade polymer plants. In this study, four types of models were developed: a k-nearest neighbour algorithm (k-NN), a support vector machine (SVM), a range-based approach (RANGE) and a one-class SVM (OCSVM). A combination of a OCSVM and a PLS model gave the best accuracy and prediction rates. They claimed that their method could be applied for industrial polymer plants and also for other time series processes.

Work by Wang et al. [94] proposed a real-time soft sensing approach, incorporating infrared spectroscopy and ultrasonic velocity measurements, to estimate the degree of orientation of polymeric materials. A SVM approach was used to map a relationship between the ultrasonic velocity and the degree of orientation. The proposed inferential approach made accurate measurements only with a relative error of around 5%.

Noor and Ahmad [95] developed a soft approach to predict the molecular weight of biopolymers using a neural networks. The proposed model correlated the various reaction temperatures of biopolymerization process with biopolymer’s molecular weight. The simulation results showed good performance by predicting the molecular weight only with a sum squared error of 0.0926 on an unseen data. Further development to this approach would be really useful as the molecular weight is a parameter that cannot be physically measured in real-time.

Keneko and Funatsu [96] used a genetic algorithm-based wavelength selection (GAWLS) and a SVR based model to predict the polymer quality of an industrial reactor. Around 20 variables (including melt flow rate, pressure and temperature) were considered in predicting polymer quality and the GAWLS-SVR model outperformed the techniques such as PLS and GAWLS. They argued that this method would be really useful when a large number of variables have to be considered for ensuring the process functionality and product quality.

Souza and Arajo [97] proposed univariate linear regression models for adaptive soft sensing and those were used to predict the catalyst activity in the multi-tube of a polymerization plant. The results were better than the existing methods: a recursive least squares (RLS), a recursive partial least squares (RPLS), an incremental local learning soft sensing algorithm (ILLSA) and an online sequential extreme learning machine (OS-ELM).
Cui et al [98] introduced soft sensing models, based on an echo state network (ESN), for real-time estimation of the conversion rate of vinyl chloride monomer in a polyvinyl chloride (PVC) polymerization process. A kernel principal component analysis (KPCA) approach was used in data processing where 10 input variables were considered. Then, a biogeography-based optimization algorithm (BBOA) was employed to optimize the structural parameters of the ESN to realize the nonlinear mapping between input and output parameters of the models. Eventually, three models were compared (ESN, BBO-ESN and BBO-Migration ESN) and achieved RMSE values of 0.0880, 0.0856 and 0.0713, respectively. This work is based only on simulation and the authors claimed that the proposed models can significantly improve the prediction precision of conversion rate and velocity in PVC polymerization and also can satisfy the real-time control requirements of the process.

Shardt et al [99] came-up with a process monitoring approach (incorporated with a soft sensor) which can efficiently detect the process faults even in the absence of direct process information. As they argued, in process monitoring and fault diagnosis using both model-based and data-driven approaches, the information on key performance indicators (KPIs) such as concentration or density (which may need to be analyzed in a laboratory) may not be available at every sampling interval or immediately after sampling, in complex chemical or metallurgical processes. For such processes, the proposed data-driven diagnostic-observer-based soft sensor should be useful in detecting changes given in infrequently measured KPIs. The proposed scheme was validated statistically using a Monte Carlo simulation and practically applied to a Tennessee-Eastman process. They observed that increasing the sampling time or delay decreases the amount of information available about the process (as was expected), however the proposed soft sensor was able to detect the faults without too much of a delay given the loss of information. Moreover, the use of a filter was recommended to avoid high-frequency noise issues.

Taylor et al. [100] reported an inferential system to monitor the cross-section of plastic products formed in an extrusion process. A sensing system used a laser beam reflected from the surface which was capable of detecting the position and orientation of any desired point on the surface. The measurement precision of the profilometer was better than 10 /spl mu/m.

Work by Fan et al [101] proposed a wireless sensor for real-time monitoring of melt temperature and melt pressure inside a mould cavity of an injection moulding machine. The sensor was self-energized via electrical pluses generated based on the mould pressure. The proposed sensor’s readings were well-matched with a commercially available wired sensor with mismatch errors of less than ±5%.

Peng et al [102] introduced a online visualization technique to observe the cell nucleation and evolution behavior in an extrusion die of a polymer foaming process. However, this system has a specifically developed slit die to facilitate the visualization and hence will not yet be suitable for industrial use. Additionally, a few other works also attempted to inferentially predict some other process parameters (particularly relating to the product quality) in polymer processing [103]–[111] or proposed advanced soft sensing techniques for other industrial processes [10], [112], [113].

III. DISCUSSION

Overall, the reported soft sensing approaches are mostly based on polymerization or extrusion processes. Perhaps this may be due to the polymerization is one of the main processes in the production and processing of polymers and also extrusion is served as an intermediate/initial processing step in several other processing techniques such as blown film, blow moulding, thermo-forming, injection moulding, extrusion coating/tubing, coextrusion and so forth. Additionally, soft sensing attempts were reported with injection moulding and compounding processes as well. A summary of the reported major soft sensing approaches in polymer processing (discussed above) is given in Table 1.

Generally, implementation of a soft sensor is a kind of complex task as the designer should have a sound knowledge on several aspects such as process operation/mechanisms, system identification and computer programming while all of these tasks should be performed carefully (mostly manually) to develop an appropriately tuned sensor. Some of the common challenging tasks in designing soft sensors are:

- Identification of key process variables
- Collection of an accurate data set form system identification experiments (with no missing or drifting data, outliers, measurement delays/noise, co-linear features and varying sampling rates, etc.)
- Selection of an appropriate modelling technique
- Development of generic/adaptive dynamic process models which are compatible with real-time applications to replicate the process with an acceptable accuracy
- Implementation of the soft sensor efficiently and accurately with computer programming tools (without demanding high performance computing, etc)
- Tuning of the sensor and long-term maintenance

Currently, numerous advanced techniques are being used in the industry/research to overcome these challenges. However, further improvements should be invaluable for developing reliable and accurate soft sensors. In polymer processing, the commonly used point/bulk measurement sensors are not quite good for diagnosing actual information on the process thermal stability. Therefore, monitoring of a temperature profile across the melt flow would be invaluable for determining the actual melt quality and also for developing advanced thermal control strategies. Moreover, the real-time physical measurements of parameters such as melt viscosity and melt flow index are also still challenging in industry although a number of soft sensing techniques have been proposed to predict these parameters in research. Clearly, there is an issue in the present polymer processing sector due to the lack of well-established techniques for making real-time measurements of key process parameters which are really important in process monitoring/control and hence in achieving the highest possible product quality. As was discussed, soft sensing approaches would be the most
appropriate solution(s) for the majority of these measurements due to the complexities attributed of using physical sensors.

A. Possible future directions and challenges

The main function of soft sensors is to expand the process monitoring capabilities to collect more information about the process. These can be used as a continuous source of information which should be useful to improve the process control performance (can be used with automated control loops as well) and hence should assist in achieving better product quality [4]. Also this information can guide/assist process operators in decision making on the selection of process setting and functionality. Obviously the soft sensing is an emerging application in a number of industrial sectors with the advancements of computational facilities over the last couple of decades. Since soft sensing is mostly used when physical sensing is difficult or unavailable it will remain challenging due to the possible constraints specific to each application.

One of the common current trends (and also in the future as well) particularly in process industry is to use data-driven (or empirical) models of the process to predict the parameters that are practically difficult to measure in real-time. Here, the development of accurate and reliable process models is really important and is one of the main challenges. Once the models are available, sensing is quite straightforward and also can be implemented quite easily in most of the cases. However, the models may not be easily adapted to different machines and materials which will be another major concern. For example, for a polymer processing company with ten machines and who processes a large number of materials might have to develop/validate at least ten models which can be costly and time consuming. The development of a generalized (or an adaptive) model will be a possible solution but might not get the same accuracy with all the machines/materials. However, the data-driven models may be good in replicating actual process dynamics compared to the first principle models.

The use of physics-based models or known as the first principle models) would also be possible but would not be attractive for most of the future industrial applications due to their complexities/limitations in using real-time applications (e.g., difficulty of achieving closed-form solutions, simplifying assumptions). However, these may be an option for some of the simple processes that can be accurately represented by physics-based models (for the processes which are not deviating considerably form the steady-state conditions in practice). Nevertheless, it would be really useful in many aspects if one can develop first principle model(s) of their industrial processes as these models can be used to explore the chemical and physical background of the process where necessary.

Also, the use of combined approaches of empirical and/or physics-based models together with physical sensors (for feedback) would be another possibility. Some of the recent work [14], [47] have used such systems where a physical sensor was used as an indirect feedback (i.e., to monitor a directly measurable parameter) to confirm the accuracy of the parameter/s predicted by a soft sensor.

Web-based sensors (i.e., sensor networks that can be monitored and controlled remotely via web applications [114]) are also another emerging area in the current industry due to their advantages such as easy access from a long distance, easiness of control/maintenance, flexible configuration, less use of wiring circuits, etc. In such systems, soft sensing might have vital roles to play as the whole world is moving towards "internet-based" and "wireless" approaches.

From the above information, it is obvious that the majority
of the soft sensing techniques are based on data-driven dynamic models of the processes. However, such sensors may not always function/perform well as a black-box model might not be valid when a process is operated outside certain conditions where operation data used for modelling were obtained [115]. Thus, it is important to evaluate the validity of the soft sensor’s output on-line by checking whether the estimation error exceeds its allowable limit when a measurement becomes available. In the long-term use, the drifts of the process operation might cause problem on the performance of the soft sensor and hence it should be compensated either by adapting or re-developing the model/s [106]. Chen et al [116] proposed a Kalman filter based model mismatch index method to evaluate the predictive performance of soft sensor models and to gather information on when to update these models. If there is any mismatch, models can be updated through a PLS regression with the guidance of an off-line training. Saptoro [117] also proposed an adaptive soft sensing technique which can adapt to process changes based on a just-in-time modelling approach. Recent work by Yao and Ge [118] proposed a moving window approach to update the soft sensor model (based on the saved recent window data sets) when there is a lack of process information. Such approach should be useful for highly variable/unpredictable processes. A few other work also proposed techniques in estimating the prediction accuracy of soft sensors [119]–[121]. Implementation of these types of supportive techniques in-line with soft sensors would be highly useful as it is quite difficult to guess when and how to update a soft sensor’s model(s) by following the usual procedures.

As some soft sensors use data-driven models for their predictions, the accuracy of these models are obviously dependent upon the quality of the experimental data used for their testing and validation. Hence, the collection of good quality data is one of the primary challenges in designing a soft sensor. If these initial measurements were poor in accuracy, the resulting models would also be poor in accuracy. Also, the majority of soft sensors require real-time process measurements of readily measurable process parameters (from physical sensors) as inputs of the process models attributed to them. Hence, the reliability and accuracy of the predictions made by a soft sensor are also directly associated to the accuracy/quality of the real-time physical measurements of process parameters (in both of their design and operational stages). Therefore, the use of the best possible equipment (sensors and other DAQ devices) for process measurements is a crucial requirement for achieving good performance from a soft sensor. Additionally, all of the supportive physical sensors and DAQ devices should be calibrated properly (in timely basis as recommended by the manufacturer) while avoiding/minimizing possible offsets of their readings. Essentially, appropriate methods should be employed to explore the signal noise associated with process measurements and resulting adverse effects on a soft sensor’s performance. As was reported in some of the previous works [99], [122], [123], filtering of the measured process signals should not be carried out just to avoid noise related issues or large fluctuations in these signals, to make the sensor/controller design process easier. This may cause filtering of the fluctuations which might be generated due to the actual processing instabilities, and hence the soft sensor may not be capable of estimating some real fluctuations attributed to the process which may really affect the process functionality. Therefore, it would be best to make the process measurements (i.e., measurements such as the barrel set temperatures and screw speed) to the highest possible accuracy by using good quality physical sensors and DAQ devices. If it is certain that some of the information captured by a measured signal is not relevant to the actual processing behaviour, then such signals can be filtered-out by using a properly designed filtering technique. Perhaps, some industrial processes may find that it is difficult to follow some advanced or specific procedures that can be employed in an experimental settings to make accurate measurements. Nevertheless, it would be better to check the functionality and accuracy of the hardware sensors (which are associated to a soft sensor) from time to time while visually observing the key process parameters on a screen in real-time. Obviously, such real-time monitoring should allow identifying the accuracy of these measurements while observing the process functionality and health.

Once the data is recorded using a well-tuned DAQ unit with an appropriate sampling frequency, then the data processing is also a challenge as it is important to check the data sets for possible outliers, missing data points, offsets, etc. The selection of the most appropriate model structure and modelling technique is also vital, and the practical and theoretical knowledge on the process operation/mechanisms would be really useful on this aspect. The model optimization should also be performed to select the most efficient model (e.g., size of the model, required computational power, prediction accuracy) to be used in the soft sensor. Then, the implementation of the soft sensor should be performed carefully with a suitable software platform. As it is clear, a lots of different computational approaches (PLS, PCA, ANN, RBF, SVR, OLS, MLR, RMQ, FNN, IRT, PSO, SA and ELM) have been used in the soft sensor development. However, it should be noted that each of these methods has advantages, drawbacks and limitations specific to each of them. For example, PCA and PLS are type of powerful and popular computational techniques but pure PCA/PLS can only effectively handle linear relationships and may not perform well with the non-linearity of the data. One of the possible problems with artificial neural networks (ANN) is that it can get stuck in local minima during the learning process. SVM training process may be computationally complex when dealing with very large data sets. Evidently, some previous works have used improved/combined algorithms to avoid some of these limitations of individual techniques. Therefore, it is essential that the designer should have a sound knowledge on these types of complexities and limitations as well. Kadlec et al [2] have provided a detailed discussion on the design and application of data-driven soft sensors in the process industry. A few other previous works [5], [6], [20], [124]–[126] also
discussed some issues/challenges relating to the design and application of soft sensors and can be found in the literature.

At present, most of the tasks related to soft sensor design (e.g., data processing, model selection/validation, sensor maintenance, adaptation, (see Fig. 1)) are still preformed manually. Hence, as was highlighted, the performance/quality of soft sensors are highly dependent upon the designer’s knowledge and experience and also may have high likeliness of making mistakes while consuming lots of time. In future, it would be good to explore the possibility of making these tasks to be automated fully or partially to improve the accuracy and reliability. Hence, more research is recommended in developing adaptive soft sensors associated with automatic adaptation features.

Clearly, the majority of proposed soft sensing techniques have been tested only with simulations and are not yet ready for practical use. Therefore, soft sensing aspects relating to polymer processing are also still considerably under-developed and hence further researches are highly recommended. Improving of soft sensors from simulation stage to practical use would be challenging as the actual process dynamics can really be complicated than the conditions considered in simulation experiments. Usually, polymer processing techniques are highly complex in nature particularly due to the coupled nature of the key process variables/parameters [24], [25]. Hence, it seems that this is the best time for researchers to think about developing practically viable adaptive soft sensing approaches by moving one step ahead from the simulation. Such soft sensors would be really useful for the improved process monitoring and control of polymer processing, and also for other industrial applications as well.

IV. CONCLUSIONS AND FUTURE WORK

In general, soft sensing techniques are becoming increasingly popular in wide range of industrial applications. Today, advanced mechatronics and computing techniques provide an ideal platform for developing attractive and accurate soft sensing strategies for process monitoring, fault diagnostics, process control, and so forth. Such techniques are very useful to apply when physical sensors cannot be employed or not available for direct measurements. In case of designing/using soft sensing techniques, it is quite important to follow the steps given in Figure 1 with proper procedures and also these sensors should be properly maintained in the long-term use. It is well-known that the polymer processing techniques are quite difficult to monitor directly in real-time as materials’ processing usually occur inside a closed chamber/barrel. Therefore, a number of researchers attempted to use soft sensing approaches to predict parameters such as melt viscosity, melt flow index, melt temperature and screw load torque and so forth. Obviously, soft sensing and soft sensors are hot topics in the present manufacturing industry where lots of research and development activities are underway. However, the majority of the existing or on-going work are limited to simulation experiments and only a few attempts have been reported on using soft sensors in real industrial/practical applications. Hence, it is really important to extend the research and development for developing industrially compatible soft sensors for the betterment of future of the manufacturing industry. Obviously, we cannot undermine the usefulness of hardware/physical sensors as these will be used in collecting information for the functionality of most the soft sensing techniques as well. Given the prevalent conditions, it can be predicted that future world would be interested in soft, clean, adjustable, reliable and advanced techniques which would be ideally based on soft platforms (in top layer) but with the help of several hardware/physical sensors in the bottom layer.
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