Structure of Surfactant and Phospholipid Monolayers at the Air/Water Interface modeled from Neutron Reflectivity Data.
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ABSTRACT: Specular neutron reflectometry is a powerful technique to resolve interfacial compositions and structures in soft matter. Surprisingly however, even after several decades, a universal modeling approach for the treatment of data of surfactant and phospholipid monolayers at the air/water interface has not yet been established. To address this shortcoming, first a systematic evaluation of the suitability of different models is presented. The result is a comprehensive validation of an optimum model, which is evidently much needed in the field, and which we recommend as a starting point for future data treatment. While its limitations are openly discussed, consequences of failing to take into account various key aspects are critically examined and the systematic errors quantified. On the basis of this physical framework, we go on to show for the first time that neutron reflectometry can be used to quantify directly in situ at the air/water interface the extent of acyl chain compaction of phospholipid monolayers with respect to their phase. The achieved precision of this novel quantification is ~ 10%. These advances together enhance significantly the potential for exploitation in future studies data from a broad range of systems including those involving synthetic polymers, proteins, DNA, nanoparticles and drugs.

Introduction

Specular neutron reflectometry (NR) is an experimental technique that can be used to provide a direct measure of the surface excess of a surfactant or phospholipid monolayer at the air/water interface thanks to the use of isotopic contrast variation.1,2 It can also be used to reveal the interfacial composition and structure of more complex systems through the application of a common physical model to data recorded in multiple isotopic contrasts. An important reason for the use of isotopic labeling is that deuterium scatters neutrons more strongly and in a different phase to hydrogen, so the incorporation of deuterium atoms in a species enhances its sensitivity selectively, and mixtures of H2O and D2O can be used to tune the scattering of an aqueous subphase. Recent advances in instrumentation have meant that it is now possible to resolve the surface excess of a single deuterated species on the second time scale and the composition of a binary mixture involving only one deuterated component on the minute time scale.3-5

Nowadays, NR provides routine insight into complex systems in soft matter and biology.6,7 It is most common to treat experimental reflectivity data through fitting models using the optical matrix or Parratt formulism for stratified media.8 Surprisingly, however, the approach to model even a system as simple as a surfactant or phospholipid monolayer at the air/water interface is far from universal. Variations in the approach include whether to account for changing monolayer coverage by varying its thickness or density, which itself appears to be related to the need to include surface roughness, whether to have one or more layers, and whether to account for a change in density of a phospholipid with respect to its phase.

A model where changing coverage is accounted for principally by a change in density rather than thickness, while effects of surface roughness are neglected, appears to date back to an early NR study on Langmuir monolayers of 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC) in 1994.9 It was stated that surface roughness was not included in the model as it did not improve the quality of the fits. In work soon after on Gibb’s monolayers of sodium dodecylsulfate (SDS) in 1995,10 the applied model involved a single layer with a thickness close to the all-trans conformation of the alkyl chains and different volume fractions. This model, with the molecules standing rigidly on end, was applied even at a monolayer coverage of < 10%. While the physical basis of such a model may be reasonably questioned, good agreement with the data, although notably in only one isotopic contrast of the subphase, was demonstrated. Zero11 or rather low12 layer roughness values have continued to be used in some studies, and inclusion or not of the parameter in applied models is not even mentioned in others to this day.13,14 Such an approach may have originated as a result of the lower neutron flux over the accessible range in the momentum transfer normal to the interface, Qn, on early instruments and/or the assumption that inclusion of roughness in a model is simply a consequence of not having split the system into enough layers.15

Such an approach is seemingly in contradiction to the capillary wave roughness of ~ 2.8 Å for a bare air/water interface resulting from thermal fluctuations,16,17 and its inverse square root dependence on the surface tension
resulting in values of ~ 4 Å for monolayers of the surfactants SDS and dodecyltrimethylammonium bromide (C\textsubscript{12}TAB).\textsuperscript{18} Indeed it was argued in one fairly early study,\textsuperscript{19} and is now becoming increasingly common,\textsuperscript{20,21} for layer roughness values whose minimum are consistent with the presence of capillary waves to be applied in models used to fit neutron reflectivity data at fluid interfaces. Higher layer roughness values have been used in studies on proteins and nanoparticles\textsuperscript{22} or cross-linked polymer nanogels\textsuperscript{23} at the air/water interface. Also, in one early study on monolayers of hexadecyltrimethylammonium bromide that exploited kinematic data analysis, it was commented that the air/water interface is even rougher than that predicted from a simple capillary wave model.\textsuperscript{24} As such, researchers could be forgiven for forming a general impression from the literature of inconsistency and confusion about what is a reasonable modeling approach to adopt.

Another issue of variation in data modeling approaches is the number of layers required to model data of a surfactant or phospholipid monolayer at the air/water interface. Even recently, neutron reflectivity data recorded of mixtures involving phospholipids were fitted in only one isotopic contrast of the subphase using a 1-layer interfacial model.\textsuperscript{25,26} On the other hand, in many other studies the chains and solvated headgroups have been split into separate layers and layer roughness values consistent with the presence of capillary waves were used.\textsuperscript{27,28} These studies all aimed to resolve information about effects of interactions on the interfacial structure, yet it has not been systematically addressed to date whether the modeling approaches are in fact physically reasonable.

A further issue that is not approached universally in the modeling of neutron reflectivity data of phospholipid monolayers is the compaction of acyl chains with respect to their phase.\textsuperscript{29} It has been known for decades that the volume of methylene groups reduces by around 4–5 Å\textsuperscript{3} from the liquid to crystalline phases,\textsuperscript{30} and a recent study has reported an effective reduction of the volume of hydrocarbon chains to be ~ 15%.\textsuperscript{31} However, it is unclear if this effect needs to be incorporated in models or if the technique, with its limited accessible Q-range,\textsuperscript{32} is insensitive to the effect. In one recent study the structure of a phospholipid monolayer was discussed with respect to changing surface pressure over the range 20–50 mN m\textsuperscript{19,20} and in another an increase in density of the acyl chains layer with increasing surface pressure was discussed in the context of interactions with other species,\textsuperscript{33} yet in both cases chain compaction with changing surface pressure was not considered explicitly. Other studies have also not taken into account this effect,\textsuperscript{25,26} while in one study partial compaction of the acyl chains was implied by the parameters used although the effect was not discussed,\textsuperscript{34} and in another it was discussed that a better fit to X-ray reflectivity data resulted using a higher density for the acyl chains although the reason was not resolved.\textsuperscript{35} There are also studies involving neutron reflectivity data from supported bilayers at the solid/liquid interface in which this effect is either taken into account\textsuperscript{36} or not.\textsuperscript{37} It is important, therefore, to resolve the importance of this issue for the modeling of neutron reflectivity data from biophysical systems in general.

In the present study, first we scrutinize the validity of 3 models to 3 surfactant or phospholipid monolayers in the fluid phase at the air/water interface. The systems are Gibb's monolayers of SDS and C\textsubscript{12}TAB at 2 times their critical micelle concentration (CMC) as well as Langmuir monolayers of DPPC in its liquid expanded (LE) phase at a surface pressure of 5 mN m\textsuperscript{19}. Issues addressed concern the validity of models that account for a change in monolayer coverage by a change in density or thickness, that neglect or account for surface roughness, and that treat the monolayer as 1 or 2 layers. Second, we examine the density of chains required to model data of Langmuir monolayers of phospholipids in the liquid condensed (LC) phase through the study of two additional systems. The first is DPPC at 35 mN m\textsuperscript{1} as representative of a phospholipid in a highly condensed phase. The second is 1,2-dimyristoyl-sn-glycero-3-phosphoserine (DMPS) at 10 mN m\textsuperscript{1} as representative of a phospholipid much closer to the mixed LE–LC phase, yet still not on the surface pressure plateau where isotope-specific effects can result in different phases for the hydrogenous and deuterated molecules at the same surface pressure.\textsuperscript{38,39} In these cases, we examine the sensitivity of the technique to quantify directly the extent of chain compaction.

Our aims are to describe the basis of a robust physical framework that can be used as a promising starting point to model neutron reflectivity data of Gibb's and Langmuir monolayers at the air/water interface, to examine its strengths and limitations, and to resolve its capability to quantify directly \textit{in situ} the monolayer phase. We feel that description of such a framework may lead to more successful routine exploitation in the future of monolayer data including systems that involve interactions with species such as synthetic polymers,\textsuperscript{40} proteins,\textsuperscript{41} DNA,\textsuperscript{42} nanoparticles\textsuperscript{43} or drugs.\textsuperscript{44}

**Experimental Section**

**Materials**

SDS (Sigma; 99.9%) was recrystallized twice from ethanol and C\textsubscript{12}TAB (Sigma; 99.9%) was recrystallized twice from acetone; each time solutions were cooled over several hours to maximize the purity. Chain-deuterated SDS (d\textsubscript{2}–SDS) and C\textsubscript{12}TAB (d\textsubscript{2}–C\textsubscript{12}TAB) were used as supplied by the ISIS Oxford Isotope Facility (Didcot, UK). DPPC, DMPS, chain-deuterated DPPC (d\textsubscript{2}–DPPC) and chain-deuterated DMPS (d\textsubscript{2}–DMPS) were used as received from Avanti Polar Lipids (> 99%). Pure water was generated by passing deionized water through a Milli-Q unit (total organic content = 4 ppb; resistivity = 18 mΩcm). D\textsubscript{2}O (Sigma Aldrich; 99.9%) was used as received.

**Sample Preparation**

For the NR experiments, the (soluble) SDS and C\textsubscript{12}TAB samples were prepared in standard adsorption troughs and the (insoluble) DPPC and DMPS monolayers were prepared using a Langmuir trough (insert with 300 cm\textsuperscript{2} maximum area; Nima, Coventry, UK). For the adsorbed monolayers, data acquisition commenced within a few minutes after sample preparation due to fast equilibration of the samples. The CMCs for SDS and C\textsubscript{12}TAB were taken as 8 mM and 15 mM, respectively.\textsuperscript{45} For the Langmuir monolayers, the surface pressure sensor was a fresh Wilhelmy plate made of a filter paper. After cleaning the subphase, lipid solution (DPPC in chloroform or DMPS in chloroform:methanol 4:1 v/v; each 1 mg/mL) was spread using a Hamilton microsyringe and the sys-
tem was left for 15 min for solvent evaporation. The barrier speed during compression was 10 mm/min.

The reported surface pressure/area isotherms were performed using a Langmuir trough (250 cm² maximum area; KSV-Nima, Finland) equipped with hydrophilic barriers. The same experimental approach as above was used. The compression modulus, \( C_s^{-1} \), is defined as:

\[
C_s^{-1} = -A \frac{d \pi}{d A}
\]

where \( A \) is area per molecule, and \( \pi \) is surface pressure. This parameter affords information on the physical state of a monolayer, such as its phase, at a given surface pressure.

The data in this study were recorded at 20–22 °C.

**NR Data Acquisition**

Neutron reflectivity measurements were recorded on the FIGARO reflectometer at the Institut Laue-Langevin (Grenoble, France). A chopper pair with a wavelength resolution of 7% \( \Delta \lambda / \lambda \) was used at incident angles of \( \theta = 0.62° \) and 3.8°. Measurements were recorded in 4 isotropic contrasts: hydrogenous surfactant/phospholipid (h-surf), deuterated surfactant/phospholipid (d-surf), a subphase of pure D₂O or a mixture of 81% v/v D₂O in H₂O called air contrast matched water (ACMW) that has a scattering length density of zero. Generous measurement times on the order of 1 h were used to optimize the data quality.

Reflectivity profiles comprise absolute measures of the specular neutron reflectivity, \( R \), with respect to \( Q_z \), which is defined as:

\[
Q_z = \frac{4 \sin \theta}{\lambda}
\]

where \( \pi \) is the numerical value (not surface pressure as in eq. 1) and \( z \) is the depth coordinate. The figures are displayed on an \( RQ \times (Q_z) \) scale to highlight the quality of the fits at high \( Q_z \) values. Scattering density profiles normal to the interface for the different isotropic contrasts are shown as insets to the panels.

The data were reduced using COSMOS. Data of the samples were normalized to a measurement of pure D₂O with fits to the total reflection for the data recorded at \( \theta = 0.62° \) and a reflectivity model for the data recorded at \( \theta = 3.8° \). The latter approach was adopted in order to minimize the introduction of systematic errors in the data recorded at the higher incident angle, which occurs on a level of ~3% in the usual procedure of stitching them to the data from the lower incident angle to achieve good overlap. The background was subtracted from the data by sampling regions on both sides of the specular reflection peak using the area detector. Due to the curvature in the background profile with respect to \( 20 \), this process is imperfect and depends on the scattering of the subphase, the isotropic contrast, the incident angle, and off-specular scattering from the presence of lateral inhomogeneities. Residual background values were used consistently as follows: \( 2 \times 10^{-2} \) for d-surf/D₂O and h-surf/D₂O (full \( Q_z \)-range), \( 7 \times 10^{-7} \) for d-surf/ACMW (full \( Q_z \)-range), and \( 1.5 \times 10^{-6} \) for h-surf/ACMW (low \( Q_z \)-range).

Note that while the h-surf/ACMW data are not particularly sensitive to the different models applied, the reason for their inclusion is that they can be highly sensitive to changes as result of subsequent monolayer interactions. Even in this hydrogenous forms, species such as proteins, synthetic polymers and drugs can have a relatively high scattering length density compared with that of a hydrogenous monolayer, so data from this contrast can help to refine quantification of the amounts of these species in mixed monolayers. Therefore it is important to demonstrate that the optimum model determined also gives good agreement with the data from this contrast. Notwithstanding this point, the data from this weakly reflecting contrast for DMPs monolayers at 10 mN m⁻¹ were not used in the global fit due to elevated scattering at low \( Q_z \) values and a higher residual background level. These observations are consistent with the presence of lateral domains in a mixed LC–LE state, as discussed below.

**NR Data Modeling**

The data analysis was performed using the Aurore software. The interfacial material was modeled as one or more uniform stratified layers separated by bulk media (air and solvent). The variables in a single isotopic contrast for any given layer are the scattering length density (\( \rho \)), thickness (\( d \)) and roughness (\( \sigma \)), for where \( b = b_A + b_M \). Table S1 in part 1 of the Supporting Information reports the values of \( b \), \( M \), and \( \rho \) of the species featured in the present work. The surface excess (\( \Gamma \)) in moles per unit area of a species in a given mixed layer may then be expressed as:

\[
\Gamma = \frac{\rho_{\text{surf}}}{b_N A}
\]

where \( \nu \) is its volume fraction in the layer and \( N_A \) is Avogadro’s number.

The change in \( \rho \) across an ideal interface located at \( z_0 \) is described as a step function, and the associated roughness is zero. A real interface characterized by finite roughness is described by the \( \rho(z) \) profile of the ideal interface modulated by an error function (ERF), where:

\[
\text{ERF}(\zeta) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\zeta - \zeta_0}{\sqrt{2} \sigma} \right) \right] \quad \text{for} \quad \zeta \leq \zeta_0
\]

This definition is consistent with the root mean square roughness typically used in real space techniques and with the definition used in the determination of capillary wave roughness. For the fluid monolayers in the present work, there is no additional component to the roughness from the shape of the molecules, as may be the case for nanoparticles or proteins, so for simplicity the roughness values for all interfaces were constrained to be equal. Note that each interfacial roughness term is accounted for in the reflectivity calculations in a distinct way from the modulation of the scattering length density profiles. In this case, an exponential term is applied that reduces the reflectance from each interface with increasing \( Q_z \) according to the formulism of de Boer.

The MINUIT minimization package used in Aurore provides uncertainty values from evaluation of the variation of \( \chi^2 \) upon changes in the parameter values, where:

\[
\chi^2 = \frac{1}{N - N_p} \sum_{i=1}^{N} \frac{(R_{\text{exp}}(Q_z_i) - R_{\text{theo}}(Q_z_i))^2}{\epsilon_i^2}
\]

and \( N \) is the number of experimental points, \( N_p \) is the number of free parameters, \( R_{\text{exp}} \) and \( R_{\text{theo}} \) are the experimental and theoretical reflectivity, respectively, and \( \epsilon_i \) is the error on the \( i^{th} \) experimental point. Reported values of the uncertainties account for any correlation between parameters. Note that \( \chi^2 \) is a measure of distance be-
between the model curve and the error bars, not the points. Since the values are weighted by the experimental errors, datasets with high counting statistics (i.e. with generous acquisition times and/or on a high flux instrument) will have commensurately low error bars that fail to take into account all of the systematic and random errors in the measurement. In this case, relatively large absolute values of \(\chi^2\) will result compared with the application of the same model to datasets with poorer counting statistics. As such, the relative \(\chi^2\) values are compared to evaluate the application of different models to the same datasets while we do not discuss the absolute values.

Scheme 1 displays sketches that demonstrate the principles of the 3 models for monolayers of high coverage in terms of the number of layers, and their thickness, density and roughness; the sketches at low coverage simply emphasize further these principles even though such samples are not featured in the present work. The optimum results from these models are presented.

Model 1 has one interfacial layer with a fixed thickness determined by the all- \(\text{trans}\) length of the chains, a single free fitting parameter of the volume fraction of solvent in the layer, and zero layer roughness values. It is similar to the physical model reported in some of the early studies on DPPC\(^7\) and SDS\(^8\) monolayers.

Model 2 also has one interfacial layer but with a fixed volume fraction equal to 1, a single free fitting parameter of the layer thickness, and fixed layer roughness values consistent with the presence of capillary waves.\(^{16,17,18}\) Here the roughness values are calculated through the inverse square root dependence of the known surface tension for the given sample with respect to the value of ~ 2.8 Å for pure water with ~ 72 mN m\(^{-1}\) at room temperature.\(^{53}\) The roughness values used for monolayers of SDS and C\(_{12}\)TAB at 2 times their CMC and DPPC at 5 mN m\(^{-1}\) are 4.0, 3.9 and 2.9 Å, respectively.

Model 3 has 2 interfacial layers: layer 1 next to the air containing the chains with a fixed volume fraction equal to 1 and a single free fitting parameter of the thickness, and layer 2 next to and immersed in the solvent containing the headgroups with a fixed thickness estimated from the molecular dimensions and a constrained volume fraction to respect the molecular structure. The hydrated headgroup layer thickness values used for monolayers of SDS and C\(_{12}\)TAB at 2 times their CMC and DPPC at 5 mN m\(^{-1}\) are 4.0, 6.0 and 10.0 Å, respectively. Fixed layer roughness values from capillary waves are again used as above. The molecular constraint is applied by the application of eq. 3 to both the chain and solvated headgroup layers, which we denote with subscripts 1 and 2, respectively, through:

\[
\Gamma = \frac{p_1 \xi_1}{b_i \rho_N} = \frac{p_2 \xi_2}{b_2 \rho_N} \quad \text{(6)}
\]

where by approximation \(\xi_1 = 1\), and by rearrangement this gives an equation to calculate the volume fraction of layer 2:

\[
\xi_2 = \frac{p_2 d_1 b_2}{p_1 d_2 b_1} \quad \text{(7)}
\]

The hydration of the headgroups layer is therefore inversely proportional to the surface excess, as calculated directly from the fitted parameter \(d_i\). The standard version of the Aurore software has been developed as part of this work to apply this constraint during a global fit of neutron reflectivity data recorded in multiple isotopic contrasts.\(^{40}\) In this approach, data in different isotopic contrasts are fitted simultaneously to minimize the overall \(\chi^2\) value. This approach relies on the assumption that data in different contrasts are chemically equivalent. It is not currently possible to adopt this approach in the standard versions of commonly-used programs like RasCAL (https://sourceforge.net/projects/rscl/) or MotoFit.\(^{54}\) This limitation can be circumvented through application of a laborious iterative procedure, however, and a suggested possible workaround to the problem is described in part 2 of the Supporting Information. It is possible, however, to adopt this approach using the new program refnx (http://refnx.github.io/), although the development of an appropriate custom model class is non-trivial and requires expert knowledge in Python scripting. As such, the development of Aurore to adopt this approach in a standard graphical interface represents an important advance.

In spite of the software development to apply the above constraint during a global fit of data recorded in multiple isotopic contrasts, still it has not yet been possible to perform this procedure routinely while also simultaneously fitting the scattering length density of the acyl chains layer and applying a constraint for the layer to have the same physical density in the different isotopic contrasts. This capability was required for modeling the data of phospholipid monolayers in which extent of acyl chain compaction, \(\%C\), was examined, which is defined as:

\[
\%C = 100 \times \frac{p_{\text{app.}} - p_{\text{LE}}}{p_{\text{LC}} - p_{\text{LE}}} \quad \text{(8)}
\]

where \(p_{\text{app.}}\) is the applied scattering length density of the acyl chains layer, \(p_{\text{LE}}\) and \(p_{\text{LC}}\) are the calculated values in the LE and LC phases, respectively, and \(p_{\text{LE}} = 0.85 \times p_{\text{LC}}\). As a result, Model 3 was applied to data over a discrete range of calculated \(\%C\) values, and the optimum model was attributed to the global fit corresponding to the minimum of a resulting \(\chi(\%C)\) plot. The uncertainty in \(\%C\) is ascribed to a single unit increase in the \(\chi(\%C)\) plot.\(^{40}\) More details can be found in part 3 of the Supporting Information.

**Results**

1. Monolayers in the fluid phase

We start by describing the application of different models to neutron reflectivity data of SDS and C\(_{12}\)TAB monolayers at 2 times their CMC and DPPC monolayers in the LE phase at 5 mN m\(^{-1}\). Fig. 1 shows data only for the commonly-used isotopic contrast d-\(\text{surf}\)/ACMW with the application of the 3 different models (Scheme 1). All of the models result in visually satisfactory agreement with the data for SDS and C\(_{12}\)TAB. The reason why different models can seem reasonable is that in changing from Model 1 to Models 2 or 3, a reduced thickness makes the model at mid-to-high \(Q\) higher while inclusion of finite roughness makes it lower. While these effects are not mathematically correlated, their effects approximately compensate each other. It may be inferred from these results that the model does not need to be split up into 2 layers. It is clear therefore why if data of a new system are measured in only this isotopic contrast, different types of model could appear to be satisfactory. Even so, Model 1 fails for the data recorded of DPPC across the whole \(Q\)-range while Model 2 is also poor. These differ-
ences demonstrate that the compensation effect between thickness and roughness does not work for the phospholipid with its longer chains, a fact which is related to the position of the minimum of the first Keissig fringe being closer to the accessible measured $Q$-range.

We go on now to examine the application of these models to data recorded in multiple isotopic contrasts in order to evaluate the validity of extracting structural information. As such, the 3 models are applied to data of the 3 systems recorded in 4 isotopic contrasts (d-surf and h-surf each in ACMW and D$_2$O).

Model 1 is first applied to the data in Fig. 2 with the modeling parameters listed in Table S2 in part 1 of the Supporting Information. Its agreement with the data is poor for all 3 systems. The model for h-surf/D$_2$O results in a pronounced Keissig fringe that is not evident in the data for any of the measured systems, and the model for d-surf/D$_2$O lies above the data at high $Q$. These features demonstrate that the chains of the monolayers are not as extended as their all-trans length, and the actual interfacial structure is poorly described by this model.

Model 2 is next applied to the data in Fig. 3 with the modeling parameters listed in Table S3 in part 1 of the Supporting Information. While the agreement is better, still it fails to give satisfactory agreement. For SDS (where the headgroup is relatively small) the agreement fails only marginally for h-surf/D$_2$O, for C$_{12}$TAB (with a larger headgroup) the model lies above the data for both h-surf/D$_2$O and d-surf/D$_2$O, and for DPPC (with the largest headgroup of the three systems) the agreement for d-surf/D$_2$O is very poor as there is a Keissig fringe in the data that is not described by the model. These features demonstrate that the interfacial structure is more extended than the model implies. In summary, Models 1 and 2 with only 1 layer are generally insufficient to describe data recorded in multiple isotopic contrasts.

Model 3 is lastly applied to the data in Fig. 4 with the modeling parameters listed in Table S4 in part 1 of the Supporting Information. This model gives the best agreement to the data for all 3 systems: the global $\chi^2$ values for the simultaneous fits in 4 contrasts are better by an average factor of 11 compared with Model 1 and an average factor of 2 compared with Model 2. In order to model the structure of surfactant or phospholipid monolayers in the fluid phase from neutron reflectivity data, therefore, it is advised: (1) to split the chains and solvated headgroups into separate layers, (2) to include layer roughness values consistent with the presence of capillary waves, and (3) to fix the volume fraction of the chains layer to unity.

Note that variations of model 3 were explored as well where either the thickness of the hydrated headgroup layer or the layer roughness values were included as a second fitting parameter. In the former case, the headgroup thickness changed by < 2 Å for C$_{12}$TAB and DPPC at 5 mN m$^{-1}$, but the value converged to a physically unrealistic value (< 2 Å) in the case of SDS. At the same time, there was a minimal effect of < 10% on the $\chi^2$ values. It may be optimal on a case by case basis therefore to test fitting the hydrated headgroup thickness as well to see if physically realistic values are obtained, and if not to constrain it to a value consistent with the molecular dimensions. In the latter case, there were minimal changes to the data or fit quality: the roughness changed by < 1 Å and the $\chi^2$ changed by < 5%. This result confirms that use of physically realistic interfacial roughness in a model is indeed required, and suggests that it may be also left as a free fitting parameter on high quality datasets if so desired or if the capillary wave roughness from thermal fluctuations cannot be calculated because the surface tension of the sample is not known.

2. Monolayers in the condensed phase

The optimum modeling approach for neutron reflectivity data of monolayers in the fluid phase (Model 3) is extended now to data of phospholipid monolayers in the LC phase. The scope of this section is to examine data from one phospholipid system in a highly condensed state and another one close to the LE–LC phase boundary. Prior to the consideration of neutron reflectivity data, it is useful to examine surface pressure isotherms of hydrogenous and deuterated samples to help with the choice of systems and critically evaluate the possible impact of isotope-specific effects. One reason for such a comparison is that isotope-specific effects can result in different chemical structures resulting at the same surface pressure due to the different interaction energies associated with H-bonds and D-bonds. This effect can be particularly pronounced in affecting the phase of phospholipids (i.e. the shape of a plateau in the surface pressure isotherm) around a phase transition.

Fig. 5 shows surface pressure/area isotherms for the phospholipid DPPC and DMPS in their hydrogenous and deuterated forms with compression modulus plots shown in the insets. Both phospholipids undergo an LE–LC phase transition, which is marked by a plateau (or pseudo plateau) in the isotherm and a corresponding minimum in the compression modulus plot. For hydrogenous DPPC, the phase transition begins at ~ 7 mN m$^{-1}$, and the maximum value of $C_m$ is 230 mN m$^{-1}$, which corresponds to the LC phase. It may be noted that the plateau in the surface pressure isotherm increases in magnitude with increasing temperature, and lies in fig. 5 at an intermediate value compared with those observed in literature measurements recorded at lower (e.g. ~ 5 mN m$^{-1}$) and higher (e.g. ~ 10 mN m$^{-1}$) temperatures. For hydrogenous DMPS, the phase transition occurs at a lower surface pressure (~ 4 mN m$^{-1}$) compared to DPPC, and further compression leads to the formation of a highly condensed monolayer as shown by the higher maximum value of $C_m$ of 450 mN m$^{-1}$.

The hydrogenous and deuterated analogues of both phospholipid systems exhibit differences in their surface pressure isotherms around the phase transitions, which is attributed to isotope-specific effects resulting from differences in the chain melting temperatures. It is beneficial to choose systems to study at surface pressures that do not result in very different phases for the isotopic analogues. Nevertheless, small differences in the extent of acyl chain compaction close to the phase transition are an inevitable feature of phospholipid systems. Importantly, it is the data from the two contrasts involving deuterated phospholipid that have the most sensitivity to the monolayer phase, as can be seen below (cf. Figs 6A vs. 6B, for example), so the impact on the global fit of small deviations in the phase of hydrogenous and deuterated phospholipids is minor.

On the basis of these complementary data, we chose to study monolayers of DPPC at 35 mN m$^{-1}$, which are in a highly condensed state far from the phase transition, and DMPS at 10 mN m$^{-1}$, which are much closer to but dis-
distinct from the phase transition. In the latter case, it is important to note that while the phase of the homogeneous and deuterated phospholipids are not identical, the chosen surface pressure is distinct from the phase transition (i.e., the surface pressure is higher than the minimum in each compression modulus plot) in both cases. Neutron reflectivity data and models are shown in Fig. 6 with the modeling parameters listed in Table S5 in part 1 of the Supporting Information.

In order to examine the relevance of inclusion of compaction of acyl chains with respect to its phase in models of neutron reflectivity data of phospholipid monolayers, Model 3 is first applied to data of DPPC monolayers at 35 mN m\(^{-1}\) recorded in 4 isotopic contrasts whilst keeping the scattering length density of the acyl chains the same as that in the LE phase. Fig. 6A shows that the models for d-surf/ACMW and d-surf/D\(_2\)O do not describe well the data. Now we consider specific interactions resulting from the transition of chains to the LC phase, given that their volume can reduce by up to ~15\%,\(^{30,31}\) and their scattering length density can therefore increase commensurately. Models were applied for a discrete range of physical densities and the minimum value of the \(\chi^2\), reported in part 3 the Supporting Information, was used to determine the optimum fit. Fig. 6B shows the result in which the model matches the data recorded in all 4 contrasts. The value of \(\%C_{12}\) 90 ± 11, which is accompanied by a global \(\chi^2\) value that is better by a factor of > 4. The high value of \(\%C_{12}\) is supported qualitatively by measured values of \(C_{12}\), which although still in the LC phase are very close to the border value of the solid phase at 250 mN m\(^{-1}\).\(^{35}\) The observation is also backed up by data from polarization modulation-infrared reflection absorption spectroscopy (PM-IRRAS) obtained for DPPC monolayers at 30 mN m\(^{-1}\) where the relative low wave-numbers of the \(CH_2\) stretches indicate an increase in \(trans\) conformations.\(^{63}\) This result alone demonstrates that the phase of a phospholipid monolayer needs to be taken into account in models used to treat neutron reflectivity data.

It is worth highlighting that the layer roughness values do not increase monotonically with higher capillary waves for DPPC monolayers in the LC phase due to the higher bending stiffness of acyl chains in the condensed phase, which damps thermal fluctuations.\(^{30,31}\) As the two effects can roughly compensate each other, the layer roughness values used in the model were simply kept the same as in the LE phase. This result implies that if one fixes rather than fits the roughness values for lipid monolayers, awareness of its phase at the given surface pressure is necessary.

Fig. 6C shows the application of Model 3 to neutron reflectivity data of DMPS monolayers at 10 mN m\(^{-1}\). In this case the value of \(\%C_{12}\) is 56 ± 10. The phase of the monolayer is therefore only about half as condensed as DPPC at 35 mN m\(^{-1}\), which follows given that islands of condensed domains of PS lipids form at low surface pressures.\(^{37}\) Note that the weakly reflecting b-surf/ACMW data were discarded from the global fit in this case due to increased scattering at low \(Q\) values and a higher residual background. These features are both attributed to the presence of condensed domains in the monolayer, a point which is elaborated in part 4 the Supporting Information.

In summary, these determinations of the extent of acyl chain compaction in phospholipid monolayers using NR result in qualitatively reasonable values on the basis of indirect indications from complementary techniques. This is the first time that the phase of different lipid monolayer systems has been directly quantified \textit{in situ} at the air/water interface to the best of our knowledge.

**Discussion**

The framework set out above to model neutron reflectivity data of surfactant and phospholipid monolayers has been shown to work for data recorded in 4 isotopic contrasts for 5 systems involving (soluble) Gibb’s monolayers and (insoluble) Langmuir monolayers in different phases. There can be serious consequences on the quality of the fits to data recorded in different contrasts and the accuracy of structural information extracted if key criteria of the framework are not respected, e.g., application of a model with only a single interfacial layer, mixing of air or solvent into the chains layer, neglect of surface roughness or failure to account for the monolayer phase. Interestingly, however, it was shown that such an approach does not always result in serious consequences on the quality of the fits in every contrast. The implication is that if data are modeled only in a reduced number of contrasts (and in some cases only one) then a structural model may appear to be valid even though it would not in fact be supported by fits to data in other contrasts. As such, it is apparent that the structural parameters reported in many literature studies contain significant systematic errors.

Satisfactory agreement to data of monolayers with \(C_{12}\)-chains can result for d-surf/ACMW with Model 1, which neglects surface roughness and has a reduced monolayer density (effects that approximately counteract each other). Such a result may imply that the monolayer thickness remains close to the all-\textit{trans} length of the molecule even at low coverage. In addition to the lack of physical reality of this model, its application to data recorded in different isotopic contrasts is not supported for any of the systems in the present work. Furthermore, there is no evidence from the present work, to the resolution of the applied technique, that mixing of air into the chains layer improves the structural characterization of any of the surfactant or phospholipid systems at high coverage studied. It appears that such models may have been applied historically as a consequence of neglect (or under-estimation) of the surface roughness, the effects of which approximately compensate each other (in certain isotopic contrasts). If we scrutinize the thicknesses of the layer in Model 1, we can see for the 3 systems studied that they are 20–40% too large compared with the total monolayer thicknesses determined using the robust Model 3.

The necessity to split the monolayer into 2 layers, one for the chains and one for the solvated headgroups, was demonstrated for data recorded in multiple isotopic contrasts even when surface roughness is taken into account. This aspect of the model was required for satisfactory fits to data recorded in \(D_2\)O for all of the systems studied, and also for the surfactant model of the phospholipid with its \(C_{12}\)-chains. This result raises a question concerning implications of the use of a 1-layer model to extract structural information only from d-surf/ACMW data. In such a case, the scattering is dominated by the interac-
tion of neutrons with the deuterated chains of the monolayer, so it follows that the total interfacial thickness will be under-estimated. If we scrutinize the thickness of the monolayers in Model 2, we can see for the 3 systems studied that they are 20–25% too small compared with the total monolayer thicknesses determined using the robust Model 3.

These findings imply that it may be appropriate to re-evaluate some of the conclusions drawn in studies where unsupported modeling approaches have been used.

We turn now to the issue of the phase of monolayers at the air/water interface. Compaction of acyl chains in phospholipid monolayers with respect to their phase has not been generally incorporated in models of neutron reflectivity data. Further, while it is known that the modeling of data in multiple isotopic contrasts improves the effective resolution of the NR technique, it is commonly assumed that if the signal cannot be resolved above the background to a $Q_z$-value of $2\pi/d$, which marks the minimum of the first Keissig fringe (e.g., 0.4 Å$^{-2}$ for DPPC monolayers at 35 mN m$^{-1}$), it is not possible to resolve $p$ and $d$ independently but instead only their product.33 A question was open therefore about whether or not it is necessary to take acyl chain compaction into account in such models. In the present work, even though the maximum value of $Q_z$ was resolved only to around half of $2\pi/d$ we have shown that it is necessary to take into account the extent of acyl chain compaction in models of neutron reflectivity data of monolayers at the air/water interface, and further that it is in fact possible to quantify the parameter to a precision of ~10% (i.e. ~15 Å$^2$ in volume), independently of the thickness.

Information on the compaction of acyl chains of phospholipid layers may also be obtained by spectroscopic techniques such as PM-IRRAS.45 It has been shown that the tilt angles are smaller for DMPS compared to DMPC, which suggests that DMPS molecules are more closely packed due to different headgroups interactions. Information has also been provided on the chain ordering and the phase of phospholipid bilayers as the position of CH$_2$ stretching bands can be related to the presence of gauche defects and chain melting.66 These general rules were later extended to phospholipid monolayers.67 Nevertheless, the present work marks the first time to our knowledge that NR has been used to quantify directly the extent of this effect at the air/water interface with respect to the monolayer phase. The significance of this result lies in the fact that phase transitions occur in lipid systems not only as a function of the surface pressure but also ionic strength,68 pH69 and temperature.68 Therefore the implications of this result may extend to a broad range of different studies.

It is interesting to note that in an early NR study on DPPC monolayers, data from 2 isotopic contrasts were modeled using a 2-layer interfacial model without surface roughness, and it was concluded that the headgroup thickness is reduced with increasing surface pressure.69 In the application of the robust model to neutron reflectivity data recorded in 4 isotopic contrasts validated in the present work, we have found no evidence for this effect. Although the thickness of hydrated headgroups layer was fixed at 10 Å according to the molecular dimensions for the data both at 5 and 35 mN m$^{-1}$, free fitting of this parameter as well resulted in minimal changes (< 1 Å), and the thickness of the layer was in fact very slightly higher (~1 Å) at the higher surface pressure. The lack of significant changes in the structure of the headgroup region was also discussed in a Fourier transform infrared spectroscopy study of oriented phospholipid multilayers, as the spectra corresponding to C=O bands recorded for hydrated films both below and above the phase transition temperature were similar.70

Regarding another misconception in neutron reflectivity data analysis, it is commonly assumed that it is unacceptable to apply roughness values in a multilayer slab model that exceed around one third of the thickness of any adjacent layer. However, it is not universally appreciated that it is only the asymmetric application of different roughness values at the interfaces that bind a given layer that can result in a physically unrealistic scattering length density profile, i.e., a region can contain a negative amount of a component. This problem is not suffered if the respective layer roughness values applied are the same, which is the case in the robust model described in the present work. The consequence of relatively large roughness values in its application is broadening of the density profile with the maximum density not reaching that of the pure component in the layer. However, it can be demonstrated that reflectivity calculations accurately quantify the amount of material (i.e. the integration of scattering length density and distance) even if the roughness values match that of the layer thickness. These points are discussed further in part 5 the Supporting Information. Therefore we can conclude that the robust model is physically valid even though (1) the layers are rather thin as the chains and hydrated headgroups are separated into different layers and the density in the former case is not reduced with decreasing coverage, and (2) roughness values that are consistent with the existence of capillary waves are applied.

Lastly, we describe our observations that the optimum model described in the present work does fail in certain cases. First, we have observed for $d_13$-DPPC monolayers, the model drops below the data in the $d$-surf/D$_2$O contrast. This effect is attributed to the specific detailed structure of the headgroup deuterium atoms are located at its tip, so effectively there is a minimum in the scattering length density profile at the start of the headgroup (next to the chains), which is not accounted for if the solvated headgroups are modeled as a single layer. As a result, for simplicity, we suggest that $d_25$-DPPC may be generally preferable as the deuterated analogue of choice over $d_13$-DPPC for many structural studies using NR. Second, we have also observed that the model also does not match well data from SDS samples if the purity of the samples is poor. The presence of decane results in deviations of the model at mid-to-high $Q_z$ values to data involving the 2 contrasts in D$_2$O. We recommend that if such deviations are observed greater attention should be paid to purification of the samples.

Conclusions & Outlook

In the present work, we have thoroughly validated a robust model for fitting neutron reflectivity data recorded in multiple isotopic contrasts of surfactant and phospholipid monolayers at the air/water interface. Key features of the model include the splitting the molecules into separate layers for the chains and solvated headgroups, inclusion of surface roughness consistent with the presence of capillary waves, approximating the vol-
ume fraction of the chains to unity, and taking into account the monolayer phase. The model has just one free fitting parameter although fitting the hydrated headgroup layer thickness as well was reasonable in every case and fitting the layer roughness values was reasonable in some cases. Strengths and limitations of this model as a promising starting point to fit monolayer data of new systems in the future have been discussed.

Approaches used in various structural studies in the literature have neglected some or all of these features and/or have involved fitting data recorded in fewer isotopic contrasts and in cases only one. It has been shown that in cases where structural details are interpreted explicitly, a single-layer interfacial model without surface roughness may overestimate the monolayer thickness by around one third, while a single-layer model with surface roughness may underestimate the thickness by around one quarter.

Another focus of this work was to examine if NR can be used to quantify the extent of acyl chain compaction of phospholipid monolayers with respect to their phase. This effect has not usually been considered explicitly in models used in studies at the air/water interface. We have shown that the effect needs to be taken into account in the modeling of such data at the air/water interface, and we went on to quantify directly its magnitude for different systems using NR for the first time. This result may be surprising to many who may assume that the technique cannot be used to distinguish density, thickness and roughness as a result of its limited accessible Q-range. However, application of the validated robust model to data recorded in multiple isotopic contrasts was shown to be sufficient to overcome this limitation and quantify the monolayer phase directly in situ to a precision of ~10%. As a result of this advance therefore, it may be possible in the future to gain sharper insight into biophysical processes by resolving the phase of monolayers ranging or as a result of molecular interactions with a range of systems including those involving interactions with synthetic polymers, proteins, DNA, nanoparticles or drugs. This possibility is of importance given that phase transitions occur as a result of changes in the ionic strength, pH and temperature and as well as surface pressure.

Lastly, we comment that over the years there has surely been a huge quantity of neutron reflectivity data generated at facilities worldwide that have not been exploited because reasonable agreement with a physical model could not be achieved. The situation may have been exacerbated by the fact that a variety of models applied to data in a limited number of isotopic contrasts in the literature in fact fail to describe data recorded in other isotopic contrasts, so a satisfactory outcome may not have been obtained when similar approaches were attempted on new systems. On the basis of the modeling framework described in the present work, not only is it possible to formulate new questions concerning interfacial mechanisms in a broad range of systems in the future, but also revisit previously unexploited data in order to access the information desired originally.
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Scheme 1. Sketches of the 3 different models applied in this work to illustrate their key features in the cases of relatively high and low monolayer coverage.
Figure 1. Neutron reflectivity data of monolayers of (dark blue) SDS and (orange) C\textsubscript{12}TAB at 2 times their CMCs, and (pink) DPPC at 5 mN m\textsuperscript{-1}, recorded in d-surf/ACMW: applications of (A) Model 1, (B) Model 2 and (C) Model 3. For clarity, the data and fits have been offset vertically by increased factors of 100 for SDS and 10 for C\textsubscript{12}TAB.

Figure 2. Neutron reflectivity data of monolayers of (A) SDS and (B) C\textsubscript{12}TAB at 2 times their CMCs, and (C) DPPC at 5 mN m\textsuperscript{-1}, recorded in (blue) d-surf/ACMW, (green) d-surf/D\textsubscript{2}O, (red) h-surf/D\textsubscript{2}O and (purple) h-surf/ACMW: application of Model 1. The respective global $\chi^2$ values for the 3 systems are 212, 86 and 371.

Figure 3. Neutron reflectivity data of (A) SDS and (B) C\textsubscript{12}TAB at 2 times their CMCs, and (C) DPPC at 5 mN m\textsuperscript{-1} recorded in (blue) d-surf/ACMW, (green) d-surf/D\textsubscript{2}O, (red) h-surf/D\textsubscript{2}O and (purple) h-surf/ACMW: application of Model 2. The respective global $\chi^2$ values for the 3 systems are 25, 39 and 74.

Figure 4. Neutron reflectivity data of monolayers of (A) SDS and (B) C\textsubscript{12}TAB at 2 times their CMCs, and (C) DPPC at 5 mN m\textsuperscript{-1}, recorded in (blue) d-surf/ACMW, (green) d-surf/D\textsubscript{2}O, (red) h-surf/D\textsubscript{2}O and (purple) h-surf/ACMW: application of Model 3. The respective global $\chi^2$ values for the 3 systems are 18, 30 and 13.
Figure 5. Surface pressure/area isotherms for hydrogenous (solid) and deuterated (dashed) monolayers of (A) DPPC and (B) DMPS. The inset shows corresponding data on the compression modulus as a function of the surface pressure. The arrows mark the phospholipid systems studied in the present work, i.e., DPPC at 5 and 35 mN m$^{-1}$ and DMPS at 10 mN m$^{-1}$.

Figure 6. Neutron reflectivity data of monolayers of (A and B) DPPC at 35 mN m$^{-1}$, and (C) DMPS at 10 mN m$^{-1}$, recorded in (blue) d-surf/ACMW, (green) d-surf/D$_2$O, (red) h-surf/D$_2$O and (purple) h-surf/ACMW: (A) without and (B and C) with optimization of the scattering length density of layer 1 to account for compaction of the chains as a result of their phase: application of Model 3. Note that the h-DMPS/ACMW data were omitted from the data analysis because of reasons detailed in part 4 of the Supporting Information. The respective global $\chi^2$ values in the first two panels are 85 and 20.