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Abstract. Under a mild condition on the branching mechanism, we provide an eigenvalue expansion for the pricing semigroup in a one-dimensional positive affine term structure model. This representation, which is based on results from Ogura [Publ. Res. Inst. Math. Sci., 6 (1970), pp. 307–321], recently improved by the authors in [J. Math. Anal. Appl., 459 (2018), pp. 619–660], allows us to get analytical expressions for the prices of interest rate sensitive European claims. As the pricing semigroups are non-self-adjoint linear operators, the computation of eigenfunctions and co-eigenmeasures is required in the expansions. We describe comprehensive methodologies to characterize these spectral objects from merely the knowledge of the branching and immigration mechanisms. To illustrate the computation power and advantages of our approach, we develop comparison analysis with Fourier–Laplace inversion techniques for some examples. Numerical experiments are provided and show that the spectral approach allows one to quickly price European vanilla options on bonds and yields for a whole range of strikes and maturities.
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1. Introduction. Kawazu and Watanabe [19] introduced the class of one-dimensional continuous-state branching processes with immigration (for short, CBI-processes), which appear in a natural way as limits of Galton–Watson branching processes with immigration. In mathematical finance CBI-processes are also known as one-dimensional, positive, time-homogeneous affine processes. Their affine properties offer some interesting features for modeling the dynamics of financial assets such as the instantaneous interest rates and the stochastic volatility of asset prices, and also in credit risk. This is one of the reasons why they have received the attention of many researchers over the last decade and there exists a huge amount of papers devoted to the study of their fine properties or applications in mathematical finance; see, e.g., Duffie, Pan, and Singleton [10], Filipović [11], Duffie, Filipović, and Schachermayer [8], Kallsen [17], Patie [30], and Li [25], to name but a few.

Although these models have very attractive practical characteristics, it is usually difficult, beside the diffusion case, i.e., the Cox–Ingersoll–Ross (CIR) model, to obtain closed-form expressions for the prices of interest rate derivatives. The first aim of this paper is to fill in
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this gap by providing, under a technical condition on the branching mechanism, an eigenvalue expansion for the pricing semigroup when acting on some linear space that we characterize. This spectral representation, which is based on original studies initiated by Ogura in [28] and [29] and further developed by the authors in [4], yields to an explicit representation of vanilla type options in the one-dimensional positive affine term structure model. We mention that Davydov and Linetsky [7], Gorovoi and Linetsky [14], Linetsky [26], and Boyarchenko and Levendorski˘ı [2] suggested several applications of spectral expansions for the pricing of securities in the framework of linear diffusions based models. This decomposition of prices relies upon the seminal work of McKea [27] on spectral theory of one-dimensional diffusions which we recall generates self-adjoint linear operators. We emphasize that, beyond the diffusion case, the semigroups associated to one-dimensional Markov processes are in general non-self-adjoint, even non-normal, and the spectral theory of such linear operators is fragmentally understood. We refer, for instance, to Davies [5], Patie and Savov [31], [32], Patie and Zhao [33], and the references therein, for recent accounts and developments in this area.

Another advantage of affine processes in mathematical finance is that after solving the so-called generalized Riccati equations, one obtains the Laplace transform of the transition distribution and this opens the door to fast pricing of European-type options via one Laplace/Fourier inversion; see, e.g., Duffie, Pan, and Singleton [10]. Moreover, in a Markovian short rate model in which the short rate process is modeled by a CBI-process, the zero-coupon bond prices are exponentially affine in the short rate and this leads to fast pricing of vanilla options on bonds and yields. The second aim of this paper is to offer an alternative numerical approach to approximate options prices by investigating the numerical performance of the eigenvalues expansion for vanilla type options compared to the approximation techniques based on Fourier–Laplace inversion methods. This new perspective leads to an extremely fast method for computing option prices, as well as risk-sensitive quantities, if all the components, that is, the eigenfunctions and co-eigenmeasures, of the spectral representation are known explicitly. However, one quickly realizes that explicit expressions of these objects (which are characterized via either their generating function or their Laplace transform) cannot be found in most cases. Therefore, on the one hand, we present an original algorithm to compute the coefficients of the Sheffer polynomials arising in the expression of the eigenfunctions. Moreover, we introduce an option pricing method based upon the spectral representation of Ogura [29], but where the terms involving the co-eigenmeasures are computed by Laplace inversion. This latter method still provides a significant speed advantage when one computes option prices for multiple expiry times. We point out that although in this paper we focus on the application of the spectral expansion approach to option pricing in an affine short rate model, one can naturally use the method as well in other areas of mathematical finance that involve one-dimensional, positive, affine processes, like, for instance, the affine LIBOR model of Keller-Ressel, Papapantoleon, and Teichmann [21].

The contributions of the paper, in particular in comparison to our paper [4] and Ogura’s papers [28], [29], are the following. First, we work out in detail the spectral representation in [4] for the application of option pricing in a one-dimensional affine short rate model. Second, since the spectral representation is a series, one needs to truncate the infinite sum for numerical computation of the option prices. We provide a result on the speed of convergence as the number of terms grows to infinity. Third, we describe how one can compute the components of the spectral representation. In particular we provide a new way of computing the eigenfunctions.
We further compare the two spectral methods with the method of Laplace inversion using the generalized Riccati equations. Finally, we conduct some numerical experiments to illustrate how well the two spectral methods perform in practice.

The remainder of this paper is organized as follows. In the next section, after reviewing the main concepts underlying the one-dimensional affine pricing semigroup, we present its eigenvalues expansion together with some illustrative examples. In section 3, we describe three methods for pricing European bond and yield options in an affine term structure model. Two of the three methods are based upon the spectral representation and we discuss their benefits and drawbacks. In section 4 we detail two examples, whereas in section 5 we provide some numerical results that indicate the performance of the two spectral methods. Section 6 concludes the paper. All the proofs are put in the appendix.

2. Spectral expansion of the pricing semigroup in an affine term structure model. In this part, we present the spectral expansion of the pricing semigroup of a one-dimensional affine term structure model on some linear space to be specified. This yields closed-form expressions for the valuation of a large class of European options. To highlight our approach, we shall describe in detail the case of the call option on a zero-coupon bond and the put option on the yield. In addition to its spectral expansion, we obtain series expansions for the cross-derivatives of any order of the pricing semigroup, namely, of the function \( (t, x) \mapsto P_t f(x) \). This provides explicit expressions of risk sensitivities without any additional computational effort in comparison to the spectral expansion of the pricing semigroup itself. From now on, we assume that the risk-neutral dynamics of the short rate process \( r = (r_t)_{t \geq 0} \) taking values in \( \mathbb{R}_0^{+} = [0, \infty) \) and defined on the probability space \( (\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \geq 0}, (P_x)_{x \geq 0}) \), is a conservative CBI-process. Next, let \( P = (P_t)_{t \geq 0} \) be the family of linear operators, defined, for any \( f \) in \( \mathcal{B}(\mathbb{R}_0^{+}) \), the set of bounded borelian functions on \( \mathbb{R}_0^{+} \) and any \( t, x \geq 0 \), by

\[
P_t f(x) = \mathbb{E}_x \left[ e^{-\int_0^t r_s \, ds} f(r_t) \right].
\]

The operator \( P_t \) is usually called the pricing semigroup as the right-hand side corresponds to the current price of an European option on the short rate with payoff \( f(r_t) \) at maturity \( t \). Moreover since \( r \) is a Feller process, from the general theory of Markov processes, we get that \( P \) is the semigroup of a Feller process obtained as the semigroup associated to \( r \) subordinated by the discount factor multiplicative functional \( (e^{-\int_0^t r_s \, ds})_{t \geq 0} \); see [1]. A nice feature of the class of CBI-semigroups is that it is invariant by this type of subordination. In other words, \( P \) is also the semigroup of a CBI-process. Following Kawazu and Watanabe’s description of CBI-processes in [19], Filipović [11] showed that the transition kernel associated with the pricing semigroup \( P \) is characterized in terms of its Laplace transform as follows. Writing \( e_\lambda(x) = e^{-\lambda x} \), one has, for any \( t, x, \lambda \geq 0 \),

\[
P_t e_\lambda(x) = e^{-\Phi_t(\lambda) - \Psi_t(\lambda)x},
\]

where the CBI exponents \( \Psi_t \) and \( \Phi_t \), solve, for any fixed \( \lambda \geq 0 \), the so-called generalized Riccati equations,

\[
\frac{\partial}{\partial t} \Psi_t(\lambda) = -\psi(\Psi_t(\lambda)), \quad \Psi_0(\lambda) = \lambda,
\]

\[
\Phi_t(\lambda) = \int_0^t \phi(\Psi_s(\lambda)) \, ds,
\]

where

\[
\phi(x) = \sum_{n=0}^{\infty} \frac{1}{n!} \mathbb{E}_x \left[ (r_t - x)^n \right]
\]

and \( \psi(x) = \frac{1}{x} \phi(x) \).
with the branching and immigration mechanisms given respectively by

\begin{equation}
\psi(u) = \sigma^2 u^2 + \beta u - 1 - \int_0^\infty (1 - e^{-uy} - u(1 \land y)) \Pi(dy),
\end{equation}

\begin{equation}
\phi(u) = bu + \int_0^\infty (1 - e^{-uy}) \mu(dy),
\end{equation}

where $\sigma, b \geq 0$, $\beta \in \mathbb{R}$ and $\Pi$ and $\mu$ are nonnegative Borel measures on $(0, \infty)$ satisfying

$$
\int_0^\infty (1 + y^2) \Pi(dy) + \int_0^\infty (1 + y) \mu(dy) < \infty.
$$

Endowing $C_0(\mathbb{R}_+^+)$, the space of continuous functions on $\mathbb{R}_+^+$ vanishing at $\infty$, with the uniform topology, it is well-known that the pricing semigroup $P$ is a Feller semigroup and its infinitesimal generator $A$ is the linear operator defined, for any $f \in \mathcal{D} \subset C_0(\mathbb{R}_+^+)$, the domain of $A$, by $Af(x) = \lim_{t \downarrow 0} \frac{P_t f(x) - f(x)}{t} \in C_0(\mathbb{R}_+^+)$. Further, for at least functions $f$ in the linear hull of $\{e_\lambda : \lambda \geq 0\}$, we have

\begin{equation}
Af(x) = \sigma^2 x f''(x) + (b - \beta x) f'(x) - x f(x) + x \int_0^\infty \left( f(x + y) - f(x) - f'(x)(1 \land y) \right) \Pi(dy)
\end{equation}

\begin{equation}
+ \int_0^\infty (f(x + y) - f(x)) \mu(dy);
\end{equation}

see, e.g., [19]. For the representation of a CBI-process as the solution of a stochastic differential equation we refer to [6]. Observe that $\tau$ is conservative (i.e., $\mathbb{P}_x(\tau_1 = \infty) = 0$ for all $x, t \geq 0$) if and only if for all $\epsilon > 0$,

\begin{equation}
\int_0^\epsilon \frac{du}{\psi(u) + 1} = \infty
\end{equation}

(see, e.g., [11, Theorem 4.11]) and that this condition is satisfied in the case $\int_1^\infty y \Pi(dy) < \infty$, since this implies $|\psi'(0^+)| < \infty$. Next, since an $S$-bond, that is, a zero-coupon bond maturing at $S$, gives a payment of 1 at time $S$, we get that its price at time $T \leq S$, denoted by $B_T(S)$, is given, with $\tau = S - T$, by

\begin{equation}
B_T(S) = \mathbb{E} \left[ e^{-\int_T^\tau r_s ds} | \mathcal{F}_T \right] = \mathbb{E}_{\mathcal{F}_T} \left[ e^{-\int_T^\tau r_s ds} \right] = e^{-\Phi(r) - \Psi(r)\tau},
\end{equation}

where the last identity follows from (2.2), and, for the sake of simplicity, we have set, for any $t \geq 0$, $\Phi(t) = \Phi_t(0)$ and $\Psi(t) = \Psi_t(0)$. Thus, from (2.9), we see that the price of a zero-coupon bond depends in an exponential-affine way on the short rate. In the literature this is referred to as the short rate model providing an affine term structure. Filipović [11] showed that essentially a CBI-process is the only model on $\mathbb{R}_+^+$ for the short rate that provides an affine term structure.
2.1. Spectral decomposition of the pricing semigroup. Before stating the eigenvalue expansions of the pricing semigroup, we start by introducing some notation and some preliminary results. Throughout, we assume the following condition on the branching mechanism $\psi$ defined in (2.5):

\begin{equation}
\int_{\lambda}^{\infty} \frac{du}{|\psi(u)|} < \infty \quad \text{for large } \lambda.
\end{equation}

Remark 2.1. It is worth pointing out that following the lines of [4, Lemma 2.1] and its proof, one can show that this condition, which is the only requirement on the mechanisms to ensure the spectral reduction of the pricing semigroup, can be expressed in terms of the Lévy characteristics in (2.5). Indeed, (2.10) holds if and only if

\[ \sigma > 0 \quad \text{or} \quad \int_{0}^{\lambda} \int_{1}^{\infty} \int_{0}^{\infty} \Pi(dy, \infty)dydr < \infty \quad \text{for some } \lambda > 0. \]

Note that this latter integral test holds if the tail of the Lévy measure $\Pi(y, \infty)$ is regularly varying at zero of index $-2 < \alpha < -1$. However, it fails if $\int_{0}^{1} \Pi(y, \infty)dy < \infty$, that is, when the underlying Lévy process has paths of bounded variations, a property that is shared with the short rate process $r$.

Next, since $\psi$ is convex and continuous on $\mathbb{R}_{+}^{+}$ with $\psi(0) = -1$ and it is not difficult to check, under assumption (2.10), that $\psi(u) > 0$ for large $u$, we have that there exists a unique positive root of the equation $\psi(u) = 0$ which we denote by $\theta$. Note that $\psi$ is positive and increasing on $(\theta, \infty)$ and $\psi'(\theta) > 0$. In what follows, for a function $f$ that is well-defined at 0, we shall denote by $R_{\psi} \geq 0$ the radius of convergence of its Taylor series at 0. Clearly,

\[ R_{\psi} = \inf \left\{ u \geq 0 : \int_{1}^{\infty} e^{uy}\Pi(dy) = \infty \right\}, \quad R_{\phi} = \inf \left\{ u \geq 0 : \int_{1}^{\infty} e^{uy}\mu(dy) = \infty \right\}. \]

As $\psi$ is convex, there might be a second root of $\psi$ and we let $\tilde{\theta} := \inf \{ u \in (0, R_{\psi}) : \psi(-u) = 0 \}$ with the understanding that the infimum of an empty set is equal to $+\infty$.

Now we introduce the following two functions, derived from the CBI-semigroup mechanisms, that are key elements for the spectral representation of the pricing semigroup. We set

\begin{align*}
A(\lambda) &= \exp \left( -\psi'(\theta) \int_{\lambda}^{\infty} \frac{du}{\psi(u)} \right), \quad \lambda \geq \theta, \\
F(\lambda) &= \int_{\theta}^{\lambda} \frac{\phi(u) - \phi(\theta)}{\psi(u)} du, \quad \lambda \geq \theta.
\end{align*}

Note that by assumption (2.10) we have

\begin{equation}
\psi(\theta) = 0, \quad \psi'(\theta) > 0, \quad \int_{\lambda}^{\infty} \frac{du}{\psi(u)} < \infty \quad \text{for all } \lambda > \theta \quad \text{and} \quad \int_{\theta}^{\infty} \frac{du}{\psi(u)} = \infty.
\end{equation}
and we refer the reader to [25, Theorem 3.8] for a proof of the last statement. From Lemma A.1 below we know that $A$ and $F$ can be extended to a larger domain including the point 0 and in particular $R_A = R_\psi \land \theta$ and $R_F = R_\psi \land R_\phi \land \theta$. Note that for $\lambda \in (-R_A, \theta)$ the right-hand side of (2.11) does not make sense. Instead we can use the alternative representation,

$$
A(\lambda) = \frac{\int_0^\lambda \exp \left( -\int_{\theta}^v \frac{\psi'(u) - \psi'(\theta)}{\psi(u)} \, du \right) \, dv}{\int_0^\infty \exp \left( -\int_{\theta}^v \frac{\psi'(u) - \psi'(\theta)}{\psi(u)} \, du \right) \, dv}, \quad \lambda \in (-R_A, \infty) \cup \{0\};
$$

see Lemma A.1. Hence $A$ is an increasing function on $(-R_A, \infty)$ with $A(\theta) = 0$ and $A(\infty) = 1$. Denoting by $\overline{A}$ the inverse of $A$, we have that $\overline{A} : (A(-R_A), 1) \to (-R_A, \infty)$ is increasing. Moreover, $A$ is analytic at $\theta$ with $A'(\theta) > 0$; see Lemma A.1. Consequently, invoking the Lagrange inversion theorem, one gets that $\overline{A}$ is analytic at zero, i.e., $R_{\overline{A}} > 0$. By Lemma A.2 below the quantities $\Psi_t(\lambda)$ and $\Phi_t(\lambda)$ appearing in (2.2) can, for all $t \geq 0$, be extended to a larger domain and be expressed as

$$
\Psi_t(\lambda) = \overline{A} \left( e^{-\phi'(\theta)t} A(\lambda) \right), \quad \lambda \in (-R_A, \infty) \cup \{0\} \quad \text{and} \quad t \geq 0,
$$

$$
e^{-\Phi_t(\lambda)} = e^{-\phi'(\theta)t} e^{F(\Psi_t(\lambda)) - F(\lambda)}, \quad \lambda \in (-R_F, \infty) \cup \{0\} \quad \text{and} \quad t \geq 0,
$$

which provides an alternative representation, alternative to (2.3) and (2.4), of the CBI exponents.

Since $F$ is analytic at $\theta$ (see Lemma A.1), it follows that, for any $x \geq 0$, the mapping

$$
z \mapsto G_x(z) = e^{F(\overline{A}(z)) - x(\overline{A}(z) - \theta)}
$$

is analytic at 0. Recalling that $\overline{A}(0) = \theta$, we may thus let $(L_n)_{n \geq 0}$ be the family of Sheffer polynomials whose generating function is $G_x(z)$, i.e., for any $x \geq 0$,

$$
\sum_{n=0}^{\infty} L_n(x) z^n = G_x(z), \quad |z| < R_G,
$$

where $R_G$ is the common radius of convergence of the Taylor series of $G_x$ for any $x > 0$, meaning that $R_G$ does not depend on $x > 0$. Clearly, the radius of convergence of the Taylor series of $G_0$ is not smaller than $R_G$. We set

$$
\overline{T} = -\frac{\ln(R_G)}{\psi'(\theta)}.
$$

Note that as $A(\infty) = 1$, we must have $R_{\overline{A}} \leq 1$ and thus $R_G \leq 1$ and $\overline{T} \geq 0$.

In order to describe the set of payoff functions for which we are able to obtain a series expansion of the associated option price, we first set, for $T > \overline{T}$,

$$
\tilde{\lambda}_T = \min \left( \overline{A}_T^\perp_{(T<T<\overline{T}+\overline{T})} + R_A \mathbb{1}_{T \geq \overline{T}+\overline{T}}, R_\phi \right),
$$

where $\overline{A}_T = \overline{A}(2 - e^{\psi'(\theta)(T-\overline{T})})$ and $\overline{T} = \frac{1}{\psi'(\theta)} \ln(2 - A(-R_A))$, where $A(-R_A) := \lim_{\lambda \downarrow -R_A} A(\lambda) \in (-\infty, \infty)$. It can be checked in a straightforward way that $\tilde{\lambda}_T \leq R_F$. Next let $P_\lambda$, with $\lambda \in \mathbb{R}$, be the payoff space defined by
that is, \( f \in \mathcal{P}_\lambda \) if there exists \( C > 0 \) such that \(|f(x)| \leq Ce^{-\lambda x}\) for almost every \( x \geq 0 \).

We continue with describing the components of the spectral representation. By Lemma A.1, we can define \( \nu \), respectively, \( \omega \), as a nonnegative integrable function on \( \mathbb{R}^+ := (0, \infty) \) whose Laplace transform takes the form

\[
\int_0^\infty e^{-\lambda y} \nu(y) dy = e^{-F(\lambda)} - e^{-F(\infty)}, \quad \lambda \in (-R_F, \infty) \cup \{0\},
\]

respectively,

\[
\int_0^\infty e^{-\lambda y} \omega(y) dy = 1 - A(\lambda), \quad \lambda \in (-R_A, \infty) \cup \{0\}.
\]

We further set for \( n \geq 1,\)

\[
\mathcal{W}_n(y) = \sum_{j=1}^n \binom{n}{j} (-1)^j \omega^*(j)(y),
\]

where \( \omega^* = \omega \), and, for any \( n \geq 2,\)

\[
\omega^{*n}(y) = \omega^{*n-1} \ast \omega(y),
\]

where \( \ast \) stands for the standard convolution, i.e., \( f \ast g(y) = \int_0^y f(y-x)g(x) dx \). Next, let \( \nu_0 = \nu \) and for \( n \geq 1,\)

\[
\nu_n(y) = e^{-F(\infty)}\mathcal{W}_n(y) + \mathcal{W}_n \ast \nu(y) + \nu(y), \quad y > 0.
\]

Finally, for \( n \geq 0, \) we write

\[
\lambda_n = \phi(\theta) + n\psi'(\theta), \quad \mathcal{L}^\theta_n(x) = e^{-\theta x} \mathcal{L}_n(x),
\]

where \( \mathcal{L}_n \) is defined in (2.18), and for any function \( f \), we write

\[
\mathcal{V}_n f = \int_0^\infty f(y) \mathcal{V}_n(dy) = \int_0^\infty f(y) \nu_n(y) dy + f(0)e^{-F(\infty)},
\]

where \( \mathcal{V}_n(dy) = \nu_n(y) dy + e^{-F(\infty)} \delta_0(dy) \) with \( \delta_0 \) denoting the Dirac measure at 0.

We now have all the ingredients to state the spectral representation theorem for the pricing semigroup of the one-dimensional positive affine term structures whose branching mechanism satisfy the condition (2.10). Parts (1) and (2) of the theorem contain the series representation itself along with some smoothness properties and are based on the results in [4]. We refer the reader to [4] for more details and other important developments about the smoothness of the CBI transition kernels. Furthermore, part (3) of the theorem gives a result on the speed of convergence of the series, which is completely new.

**Theorem 2.2.** Let \( T > T \) and \( f \in \mathcal{P}_\lambda \) for some \( \lambda > -\lambda_T \), where we recall that \( \lambda_T \) is defined in (2.20).
(1) The price at time 0 of the European option with payoff \( f(r_T) \) at maturity time \( T \) is given, for any \( x \geq 0 \), by

\[
P_T f(x) = \sum_{n=0}^{\infty} e^{-\lambda_n T} L_n^\theta(x) \nu_n f,
\]

where the series, for any \( T > \sum \), is locally uniformly convergent in \( x \).

(2) The mapping \((T,x) \mapsto P_T f(x) \in C^{\infty}(\mathbb{T}, \mathbb{R}^+)\) with, for all integers \( p, k \geq 0 \),

\[
\frac{\partial^p}{\partial T^p} \frac{\partial^k}{\partial x^k} P_T f(x) = \sum_{n=0}^{\infty} (-\lambda_n)^p e^{-\lambda_n T} \frac{\partial^k}{\partial x^k} L_n^\theta(x) \nu_n f,
\]

where the series is locally uniformly convergent in \( x \).

(3) Let \( S = S(T, \lambda) = \psi'(\theta)(T - \frac{1}{2}) - \ln(2 - A(\lambda)) \). Then \( S > 0 \) and for any \( \varepsilon \in (0, S) \) there exists \( M = M(\varepsilon) > 0 \) such that, for any integer \( k \geq 0 \), there exist \( C = C(k, \varepsilon, \lambda, f) > 0 \) such that for all \( x \geq 0 \) and \( N \geq 1 \),

\[
\left| \frac{\partial^k}{\partial x^k} P_T f(x) - \sum_{n=0}^{N-1} e^{-\lambda_n T} \frac{\partial^k}{\partial x^k} L_n^\theta(x) \nu_n f \right| \leq C e^{(M-\theta)x - \phi(\theta)T} e^{-(S-\varepsilon)N} \frac{e^{-((S-\varepsilon)N} - 1}{1 - e^{-(S-\varepsilon)}}.
\]

Let us stress that the spectral ingredients in the expansion (2.28) are directly characterized in terms of the pricing semigroup mechanisms, or equivalently of the short rate mechanisms. The spectral expansion approach dispenses with solving the Riccati equations satisfied by the CBI exponents. It determines the pricing semigroup without resorting to the explicit knowledge and the analytical inversion of its Laplace transform. We further mention that the expression (2.29) reveals that the spectral method allows one to compute easily classical sensitivities with respect to the variables \( x \) and \( T \), which are useful for interest rate risk management as explained in Jarrow and Turnbull [16].

The next theorem is an improvement upon Theorem 2.2 for the special case where \( f = e_\lambda \).

Recall from (2.9) that the case \( f = e_0 \) is important for determining bond prices. Thus, next to (2.2) in combination with (2.3)–(2.4) and (2.2) in combination with (2.15)–(2.16), this theorem gives a third representation for the Laplace transform of the short rate process (provided the condition (2.30) below is met). Compared to the other two, this representation has the advantage that it is more explicit since one does not need to determine the CBI exponents \( \Psi_T \) and \( \Phi_T \) or the inverse function \( \Theta \) and further it is the most convenient one when one wants to compute derivatives with respect to \( T \). Obtaining bond prices quickly is in particular important for calibrating a given model for the short rate to a term structure of interest rates. Although the spectral representation might well be faster than solving numerically the generalized Riccati equations, the speed advantage will not be that great since for bond prices the Riccati equations (2.3)–(2.4) need to be solved only once, namely, for \( \lambda = 0 \). The real speed advantage of the spectral representation comes with the pricing of interest rate derivatives rather than with the calibration of the term structure, as will become clear by the end of the paper.

**Theorem 2.3.** Let \( T \geq 0 \) and \( \lambda \in (-R_F, \infty) \cup \{0\} \) be such that
\begin{align}
|A(\lambda)| < e^{\psi'(\theta)(T - \bar{T})}.
\end{align}

Then (2.28) and (2.29) hold for \( f = e_{\lambda} \). Further, let \( \bar{S} = \tilde{S}(T, \lambda) = \psi'(\theta)(T - \bar{T}) - \ln(|A(\lambda)|) \). Then \( \bar{S} > 0 \) and for any \( \varepsilon \in (0, \bar{S}) \) there exists \( M = M(\varepsilon) > 0 \) such that, for any integer \( k \geq 0 \), there exists \( C = C(k, \varepsilon, \lambda) > 0 \) such that for all \( x \geq 0 \) and \( N \geq 1 \),

\[
\left| \frac{\partial^k}{\partial x^k} P_t e_{\lambda}(x) - \sum_{n=0}^{N-1} e^{-\lambda_n T} \frac{\partial^k}{\partial x^k} L_n^\theta(x) V_n e_{\lambda} \right| \leq \frac{C e^{(M - \theta) x - \phi(\theta) T} e^{-(\bar{S} - \varepsilon) N}}{1 - e^{-(\bar{S} - \varepsilon)}}.
\]

\textbf{Remark 2.4.} Since \( A \) is a strictly increasing function with \( A(\theta) = 0 \) and \( A(\infty) = 1 \), it follows that (2.30) is in particular satisfied when \( \lambda \geq \theta \) and \( T \geq \bar{T} \). Further for \( T > \bar{T} \), the requirement \( \lambda > -\bar{T} \) in Theorem 2.2 is equivalent to \( \lambda > -R_F \) and \( 2 - A(\lambda) < \psi'(\theta)(T - \bar{T}) \). Because of the aforementioned properties, \( 2 - A(\lambda) > \max(|A(\lambda)|, 1) \), which implies that Theorem 2.3 is indeed an improvement over Theorem 2.2 for the case \( f = e_{\lambda} \).

The representation (2.28) can be seen as a spectral type representation of the pricing semigroup \( P \). Indeed, the sequence of functions \((L_n^\theta)_{n \geq 0}\) turns out to be a sequence of eigenfunctions of the Feller pricing semigroup; see (3.2) below for a precise definition. We will provide additional properties of the eigenfunctions in Proposition 3.1 below. In particular, we shall present an elegant way to obtain the coefficients of the Sheffer polynomials \((L_n^\theta)_{n \geq 0}\) by solving a system of linear equations. Moreover, from [4, Proposition 5.1 and Remark 5.2] it follows that the sequence \((V_n^{\lambda})_{n \geq 0}\) is a sequence of co-eigenmeasures in the sense that for any \( t \geq 0 \) and \( f \in \mathcal{P}_\lambda \) with \( \lambda > -R_F \),

\[
V_n(P_t f) = e^{-\lambda_n t} V_n f.
\]

The phenomenon that the expansion holds only for \( T \) bigger than a nonnegative constant (namely \( \bar{T} \)) has been observed in the framework of non-self-adjoint Schrödinger operators (see [5]) as well as for some non-self-adjoint Markov semigroups (see [32], [31], and [33]). This fact together with the previous remark illustrates a fundamental difference with self-adjoint Markov semigroups, for which the eigenfunctions and the density of co-eigenmeasures coincide and the expansion is valid for all \( T > 0 \).

In order to apply Theorem 2.2 it is useful to know the values of \( \bar{T} \) and \( \bar{T}_\lambda \). If the branching mechanism is such that there is an analytic formula for \( \bar{A} \) (as is the case in the examples of section 4), then one can determine \( \bar{T} \) (and consequently \( \bar{T}_\lambda \)) explicitly using (2.17)–(2.19) and \( R_F = R_\psi \wedge R_\phi \wedge \theta \) (see Lemma A.1). Otherwise, it seems difficult to determine analytically \( \bar{T} \) and one might need to resort to numerical methods for computing \( \bar{T}_\lambda \), which would in particular involve computing the radius of convergence of the power series \( G_x \) in (2.18). It would be interesting to have sufficient conditions that imply \( \bar{T} = 0 \) for a larger class of examples than the ones we consider in section 4. Karlin and McGregor [18, section 5] have given some results in this direction for Galton–Watson processes and we leave it for further research to see whether their ideas could be used in our setting.

\textbf{2.2. Examples: Bond and yield options.} The main feature of an affine term structure model is the exponential-affine dependence of the prices of the zero-coupon bonds with respect to the short rate. This allows us to use the short rate pricing semigroup for the pricing of
options on bonds or on the yield and we obtain the series representation of these options values as a corollary of Theorem 2.2. First, recall from (2.9) that if we denote by $\Psi$ and $\Phi$ the CBI exponents of the pricing semigroup, then the price at time $T$ of an $S$-bond is given by

\[(2.31)\]

$$B_T(S) = \mathbb{E} \left[ e^{-\int_T^T r_s \, ds} \mid \mathcal{F}_T \right] = e^{-\Phi(\tau) - \Psi(\tau) \tau},$$

where we recall that $\tau = S - T$ and, for any $t \geq 0$, $\Phi(t) = \Phi_t(0)$ and $\Psi(t) = \Psi_t(0)$. The yield to maturity $S$ at time $T \leq S$, denoted by $Y_T(S)$, takes the form

\[(2.32)\]

$$Y_T(S) = \frac{-\ln B_T(S)}{\tau} = \frac{\Phi(\tau)}{\tau} + \frac{\Psi(\tau)}{\tau} \tau T.$$

From (2.1), (2.31), and (2.32), respectively, the price today of a European option written on the maturity $S$-bond, with payoff function $g$ at time $T < S$, is given, for any $x \geq 0$, by

\[(2.33)\]

$$\mathbb{E}_x \left[ e^{-\int_0^T r_s \, ds} g(B_T(S)) \right] = P_T f_B(x) \text{ where } f_B(x) = g(e^{-\Phi(\tau) - x\Psi(\tau)}),$$

and the price today of a European option written on the yield to maturity $S$, expiring at time $T < S$, with payoff function $g$ at time $T$, is given, for any $x \geq 0$, by

\[(2.34)\]

$$\mathbb{E}_x \left[ e^{-\int_0^T r_s \, ds} g(Y_T(S)) \right] = P_T f_Y(x), \text{ where } f_Y(x) = g \left( \frac{\Phi(\tau) + \Psi(\tau)x}{\tau} \right).$$

In particular, from Theorem 2.2, we get that a European call option on an $S$-bond, with strike $K$ and expiry date $T \in (T, S)$, has its price given by

\[(2.35)\]

$$\text{Call}(x, K, \tau, T) := P_T f_{\text{BCall}}(x) = \sum_{n=0}^{\infty} e^{-\lambda_n T} L_\theta^n(x) \mathcal{V}_n(f_{\text{BCall}}),$$

where $f_{\text{BCall}}(x) = (e^{-\Phi(\tau) - \Psi(\tau)x} - K)_+$. Similarly, the price of a European put option on the yield to maturity $S$ with strike $K$ and expiry date $T \in (T, S)$ is given by

\[(2.36)\]

$$\text{Put}(x, K, \tau, T) := P_T f_{\text{YPut}}(x) = \sum_{n=0}^{\infty} e^{-\lambda_n T} L_\theta^n(x) \mathcal{V}_n(f_{\text{YPut}})$$

with $f_{\text{YPut}}(x) = (K - \frac{\Phi(\tau)}{\tau} - \frac{\Psi(\tau)}{\tau} x)_+$. Note that since $f_{\text{BCall}}$ and $f_{\text{YPut}}$ have compact supports, both payoffs lie in $\mathcal{P}_\lambda$ for any $\lambda \in \mathbb{R}$. Note that, here, we focus on pricing options on zero-coupon bonds; however, one can also get prices of options on (nonzero-) coupon bonds by applying Jamshidian’s device [15], which expresses an option price for a coupon bond as a sum of option prices for zero-coupon bonds.

3. Numerical methods. In this part, we aim to give three methods for pricing some European options in a one-dimensional positive affine term structure model. We start by providing a way to compute the Sheffer polynomials $(L_n)_{n \geq 0}$ by solving a system of linear equations, based on the fact that the functions $(L^n_\theta)_{n \geq 0}$ are eigenfunctions of the pricing semigroup. We then present some Laplace–Fourier inversion techniques that will be useful for the computations of the sequence of integrals $(\mathcal{V}_n f)_{n \geq 0}$.
3.1. Computation of the Sheffer polynomials \((L_n)_{n \geq 0}\). One way to compute the polynomials \(L_n\) is via Taylor’s formula by taking the \(n\)th derivative at zero of the right-hand side of (2.18). This requires that one knows \(F\) and \(\overline{A}\) and thus also \(A\) explicitly, which is not always the case. Below, we provide an alternative way of computing the eigenfunctions which does not require any knowledge of \(A, \overline{A}, F\) except for the quantity \(1/A'(\theta)\), which by (2.14) is given by

\[
\frac{1}{A'(\theta)} = \int_{\theta}^{\infty} \exp \left( - \int_{\theta}^{v} \frac{\psi'(u) - \psi'(\theta)}{\psi(u)} du \right) dv.
\]

(3.1)

Proposition 3.1. Let \((L_n)_{n \geq 0}\) be defined by (2.18).

1. The sequence \((L_n)_{n \geq 0}\) is a sequence of eigenfunctions for the pricing semigroup \(P\) associated with the sequence of eigenvalues \((e^{-\lambda_n t})_{n \geq 0}\) in the sense that \(L_n^\theta \in C_0(\mathbb{R}^+_0)\) and for any \(t, x \geq 0,\)

\[
P_t L_n^\theta (x) = e^{-\lambda_n t} L_n^\theta (x).
\]

Moreover, for any \(n \geq 0,\) \(L_n^\theta \in \mathcal{D}\), the domain of the infinitesimal generator, and, for any \(x \geq 0,\) we have

\[
A L_n^\theta (x) = -\lambda_n L_n^\theta (x),
\]

where \(A\) is the infinitesimal generator of \(P\).

2. With the notation \(L_n(x) = \sum_{k=0}^{n} a_{k,n} x^k, n \geq 0,\) the coefficients \(a_{k,n}\) are given by

\[
a_{n,n} = \frac{(-1)^n}{n!} \frac{1}{A'(\theta)^n}
\]

and

\[
(a_{0,n}; \ldots; a_{n-1,n})^T = B^{-1} c,
\]

where, writing \(\psi^{(k)}\) (resp., \(\phi^{(k)}\)) for the \(k\)th derivative of \(\psi\) (resp., \(\phi\), \(c = (c_j)_{j=0}^{n-1}\) is the column vector given by

\[
c_j = \begin{cases} (-1)^n a_{n,n} \phi^{(n)}(\theta), & j = 0, \\ (-1)^{n-j} a_{n,n} \binom{n}{j} \psi^{(n+1-j)}(\theta) + \binom{n}{j} \phi^{(n-j)}(\theta), & j = 1, \ldots, n-1, \end{cases}
\]

and \(B^{-1}\) is the inverse of the upper-triangular matrix \(B = (B_{j,k})_{j,k=0}^{n-1}\) given by

\[
B_{j,k} = \begin{cases} (-1)^{k+1} \phi^{(k)}(\theta), & j = 0; \quad k = 1, \ldots, n-1, \\ (n-j) \psi'(\theta), & j = 0, \ldots, n-1; \quad k = j, \\ (-1)^{k+1-j} \binom{k}{j-1} \psi^{(k+1-j)}(\theta) + \binom{k}{j} \phi^{(k-j)}(\theta), & j = 1, \ldots, n-1; \quad k = j+1, \ldots, n-1, \\ 0 & \text{otherwise.} \end{cases}
\]
3.2. Computation of the coefficients \((V_n f)_{n \geq 0}\) via Laplace–Fourier inversion techniques. The second main ingredient appearing in the eigenvalues expansion (2.28) of the pricing semigroup is the sequence \((V_n f)_{n \geq 0}\), which is well-defined for \(f \in \cup_{\lambda > -R}P_{\lambda}\); see Lemma A.3 below. For some specific combination of mechanisms and payoffs \(f\) such expression may be computed explicitly; see, e.g., section 4.1. Otherwise, we suggest an alternative methodology which is based on Laplace–Fourier inversion techniques. We focus here on the type of payoffs that appear in the options prices (2.35) and (2.36). Note that in these option prices, integrals appear of the form

\[
\int_0^\infty h(k, y)\mathcal{V}(dy),
\]

where \(\mathcal{V}\) is a (signed) measure on \(\mathbb{R}^+\) with Laplace transform \(\hat{\mathcal{V}}(\lambda) = \int_0^\infty e^{-\lambda y}\mathcal{V}(dy)\) which exists for \(\lambda > \lambda_0\) for some \(\lambda_0 \in \mathbb{R}\) and where \(h(k, y), y, k \geq 0\), is a kernel of the form \(h(k, y) = (e^{-(a+by)} - e^{-k})_+\) or \(h(k, y) = (k - (a + by))_+\) with \(a \in \mathbb{R}\) and \(b > 0\). One can get an expression for the Laplace transform in \(k\) of (3.6) in terms of \(\hat{V}\). Consequently one can compute (3.6) numerically by performing one Laplace inversion. This idea has been worked out in the works of, e.g., Duffie, Pan, and Singelton [10], Carr and Madan [3], and Lee [24]. The next proposition can be extracted from those references and we provide its proof in the appendix for convenience.

Proposition 3.2. Let \(\rho > \frac{\lambda_0}{b} \vee 0\). Then

\[
\int_0^\infty \left( e^{-(a+by)} - e^{-k} \right)_+ \mathcal{V}(dy) = e^{\rho k} \frac{1}{2\pi} \int_{-\infty}^\infty e^{iuk} \frac{e^{-(1+\rho+iu)a}\hat{\mathcal{V}}(b(1+\rho+iu))}{(\rho + iu)(1 + \rho + iu)} \, du,
\]

\[
\int_0^\infty (k - (a + by))_+ \mathcal{V}(dy) = e^{\rho k} \frac{1}{2\pi} \int_{-\infty}^\infty e^{iuk} \frac{e^{-(\rho+iu)a}\hat{\mathcal{V}}(\rho + iu)}{(\rho + iu)^2} \, du.
\]

3.3. Description of the numerical methods. For the numerical computation of the option prices Call\((x, K, \tau, T)\) and Put\((x, K, \tau, T)\) defined in (2.35) and (2.36), we distinguish between the following three methods:

1. The Laplace method. One uses (3.7) with \(\mathcal{V}(dy) = P_T(x, dy)\) in combination with (2.33) and (2.34) to compute the option prices via one Laplace inversion. Recall here that the Laplace transform of \(P_T(x, dy)\) is given by (2.2).

2. The explicit-spectral method. In this case, one has closed-form expressions for the sequence of co-eigenmeasures \((V_n)_{n \geq 0}\) that lead to explicit expressions of the integrals \(\int_0^\infty h(k, y)V_n(dy)\). Thus, one can use (2.35) and (2.36) to compute the option prices by truncating the infinite sum.

3. The spectral-Laplace method. One uses (2.35) and (2.36) by truncating the infinite sum and computing each integral in the sum via a Laplace inversion using (3.7) with \(\mathcal{V} = V_n\). For this method one needs to know the Laplace transform of \(V_n\), which equals \(\hat{V}_n(\lambda) = e^{-F(\lambda)}A(\lambda)^n\); see Lemma A.3 below.

Note that the Laplace method is a well-known method for computing the option prices in an affine short rate model and due to its speed and simplicity should be preferred over methods involving Monte Carlo or (partial) integro-differential equations. The contribution of
this section is to propose the two other methods, based on the spectral expansion approach, as alternatives and compare them with the Laplace method. The quality of a numerical method depends on its accuracy and its speed. While in the two numerical experiments in section 5.1 we will see how accurately one can compute the option prices $\text{Call}(x, K, \tau, T)$ and $\text{Put}(x, K, \tau, T)$ via the three methods and in particular how many terms in the sum in (2.35) and (2.36) are needed for the two spectral methods to get a close approximation of the option prices, we now discuss some pros and cons of the three methods which can readily be observed from their description. These points will be further illustrated in section 5.2, where we look at the computation times of the methods.

The explicit-spectral method has the advantage that it is very explicit and thus fast. In particular it involves no Laplace inversion. Its downside is that it cannot be applied when one cannot find explicit analytic expressions for the co-eigenmeasures. The major advantage of both spectral methods is that it is very cheap to compute option prices for a range of increasing expiry times $T$ (thereby keeping $\tau = S - T$ fixed), since the integrals (as well as the eigenfunctions $L_{n}^{\theta}$) in the formulas in (2.35) and (2.36) do not depend on $T$ and by Theorem 2.2(3) the larger $T$, the faster the convergence. Hence with the spectral methods, if one has computed an option price for the expiry time $T$, it takes almost no extra computational time to get accurate option prices for any expiry time larger than $T$. This is in contrast to the Laplace method where one has to redo the Laplace inversion if $T$ alters. However, the Laplace method has the advantage that for a single expiry time $T$, only one Laplace inversion needs to be done, whereas for the spectral-Laplace method one needs to do a Laplace inversion for each term in the sum in (2.35) and (2.36).

Numerical methods to perform a Laplace inversion typically involve computing the Laplace transform on a grid of (complex-valued) points. Although, for the spectral-Laplace method, one needs to perform a Laplace inversion for each term in the sum in (2.35) and (2.36), it is very cheap to compute the necessary Laplace transforms corresponding to one extra term in the sum due to the special product structure in $n$ of the Laplace transform $\hat{V}_{n}$ of the co-eigenmeasures $V_{n}$, namely, $\frac{\hat{V}_{n+1}(\lambda)}{\hat{V}_{n}(\lambda)} = A(\lambda)$ (see Lemma A.3), which leads to the same simple product structure of the Laplace transform of the integrals in (3.7) with $V = V_{n}$.

The two Laplace methods work especially well when there exist explicit expressions for all the Laplace transforms involved (i.e., $A$ and $F$ for the spectral-Laplace method and $\Psi_{t}$ and $\Phi_{t}$ for the Laplace method), since then these Laplace transforms can be quickly evaluated. However, this is not always the case and then one has to numerically compute the Laplace transforms as well and as a consequence the computational time of the two Laplace methods will be dominated by the time it takes to numerically compute these transforms. In this case the spectral-Laplace method has an additional big advantage over the Laplace method. Namely, numerically solving the ODEs (2.3)–(2.4) gives $\Psi_{t}(\lambda)$ and $\Phi_{t}(\lambda)$ on a $t$-grid for one value of $\lambda$ (the initial condition) and so one needs to compute these ODEs many times over for different values of $\lambda$ before being able to perform the Laplace inversion. Instead with the spectral-Laplace method one needs to numerically solve the two corresponding transforms $A$ and $F$ only once and one has the required Laplace transforms $\hat{V}_{n}(\lambda)$, $n = 0, 1, 2, \ldots$, directly on a $\lambda$-grid. Moreover, in the spectral-Laplace method $A$ and $F$ can be computed independently from each other (and therefore a speed-up can be obtained via parallel computing), whereas in the Laplace method such a trick is not possible, since $\Phi_{t}(\lambda)$ depends on $\Psi_{t}(\lambda)$. 
We stress that the application of the two spectral methods (and of course also the Laplace method) is not restricted to computing merely the option prices \( \text{Call}(x, K, \tau, T) \) and \( \text{Put}(x, K, \tau, T) \), but that the methods (after obvious modifications) can potentially be used as well for pricing other options and, more generally, for any other application that involves the transition distribution of a CBI-process.

4. Examples of expansions. In this section we provide two examples where at least part of the ingredients of the spectral decomposition of the pricing semigroup can be obtained more explicitly, which as a result yields more explicit expressions for the prices for the European bond call option and the European yield put option.

4.1. Around self-similar CBI-processes. We consider the CBI-process where the mechanisms are given, for any \( u \geq 0 \), by

\[
\psi(u) = a(u + \eta)^{\alpha + 1} - b(u + \eta),
\]

\[
\phi(u) = ac(u + \eta)^\alpha - q,
\]

with parameters \( a > 0, \eta > 0, c > 0, 0 < \alpha \leq 1, \) \( b = \frac{1+\alpha \eta^{\alpha + 1}}{\eta} \), which ensures \( \psi(0) = -1 \) and \( q = ac\eta^{\alpha} \), which ensures \( \phi(0) = 0 \). When \( \alpha = 1 \) the above mechanisms correspond to the CIR model. If \( \alpha < 1 \), the paths of the CBI-process contain jumps and the corresponding Lévy measures \( \Pi \) and \( \mu \) in (2.5)–(2.6) are given, for \( y > 0 \), by

\[
\Pi(dy) = \frac{a\alpha(\alpha + 1)}{\Gamma(1 - \alpha)} e^{-\eta y - \alpha - 1} dy,
\]

\[
\mu(dy) = \frac{ca\alpha}{\Gamma(1 - \alpha)} e^{-\eta y - \alpha - 1} dy,
\]

where \( \Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt, \Re(z) > 0 \), is the gamma function. Since \( \int_1^\infty y\Pi(dy) < \infty \), it follows that condition (2.8) is satisfied. For this example (2.7) reads as

\[
\mathcal{A}f(x) = \begin{cases} 
  ax''(x) + (c + (1/\eta - a\eta)x)f'(x) - xf(x) & \text{if } \alpha = 1, \\
  (1/\eta - a\alpha\eta^{\alpha})xf''(x) - xf(x) + x\int_0^\infty (f(x + y) - f(x) - f'(x)y)\Pi(dy) + \int_0^\infty (f(x + y) - f(x))\mu(dy) & \text{if } \alpha < 1.
\end{cases}
\]

We note that this example has also been treated in Ogura [29] and that when \( \eta = q = 0 \), the CBI-process is self-similar; see [30] for a detailed study of this family. We will now give some explicit expressions for the various quantities defined earlier in section 2. We easily see that the branching mechanism satisfies condition (2.10) and the positive root of \( \psi \) is given by \( \theta = \left( \frac{b}{a} \right)^{\frac{1}{\alpha}} - \eta \) and \( \psi'(\theta) = b\alpha \). Hence by Theorem 2.2, the pricing semigroup exhibits the spectral representation (2.28). In order to identify the various ingredients, first note that one can easily check that the functions \( A, \tilde{A}, \) and \( F \) are given by

\[
A(\lambda) = 1 - \left( \frac{\theta + \eta}{\lambda + \eta} \right)^\alpha, \quad \tilde{A}(u) = (\theta + \eta)(1 - u)^{-1/\alpha - 1} - \eta, \quad e^{-F(\lambda)} = \left( \frac{\theta + \eta}{\lambda + \eta} \right)^c.
\]
Note that $R_F = R_A = \eta$ and $R_{\Sigma} = 1$. Then by (2.15) and (2.16),
\[
\Psi_t(\lambda) = (\theta + \eta) \left( 1 - e^{-\lambda t} \left( 1 - \left( \frac{\theta + \eta}{\lambda + \eta} \right)^\alpha \right) \right)^{-1/\alpha} - \eta,
\]
\[
e^{-\Phi_t(\lambda)} = e^{-(c - \eta)t} \left( \frac{\theta + \eta}{\lambda + \eta} \right)^c \left( 1 - e^{-\lambda t} \left( 1 - \left( \frac{\theta + \eta}{\lambda + \eta} \right)^\alpha \right) \right)^{-c/\alpha}.
\]
Next, we compute the components of the spectral representation. In order to get the expression of the co-eigendensities $\nu_n$, as defined in (2.25) (note that $F(\infty) = \infty$), recalling that
\[
(\lambda + \eta)^{-z} = \frac{1}{\Gamma(z)} \int_0^\infty e^{-\lambda y e^{-\eta y}} y^{z-1} dy, \quad \Re(z) > 0,
\]
we deduce by (2.22) and (2.23) that
\[
\nu(y) = \frac{\theta + \eta)^c e^{-\eta y} y^{c-1}}{\Gamma(c)} \quad \text{and} \quad \omega(y) = \frac{(\theta + \eta)^c e^{-\eta y} y^{c-1}}{\Gamma(c)}.
\]
Using that
\[
\int_0^y e^{-\eta(y-z)} \frac{(y-z)^{\gamma-1}}{\Gamma(\gamma)} e^{-\eta z} z^{\beta-1} \frac{d^\gamma}{d\gamma} e^{-\eta y} y^{\gamma+\beta-1} \frac{d^\gamma}{d\gamma} = \frac{\Gamma(\gamma + \beta)}{\Gamma(\gamma)}
\]
we get by (2.24) and (2.25) that
\[
\mathcal{W}_n(y) = \sum_{j=1}^n \binom{n}{j} (-1)^j \omega^j(y) = e^{-\eta y} \sum_{j=1}^n (-1)^j \frac{\binom{n}{j} \left( \frac{\theta + \eta}{\gamma j} \right)^{\alpha j} y^{\alpha j - 1}}{\Gamma(\alpha j)}.
\]
(4.2)
\[
\nu_n(y) = (\theta + \eta)^c e^{-\eta y} y^{c-1} \sum_{j=0}^n (-1)^j \frac{\binom{n}{j} \left( \frac{\theta + \eta}{\gamma j} \right)^{\alpha j}}{\Gamma(\alpha j)}.
\]
The eigenfunctions can be computed via (2.18) or Proposition 3.1 and we do not give any further details here. The eigenvalues are given by
\[
\lambda_n = b\alpha n + cb - q;
\]
see (2.26). Further, the value $R_G$ defined in (2.18) is equal to 1, since $R_{\Sigma} = 1$ and $R_{F_{\Sigma}} = 1$. From this it follows that $\Sigma = 0$ in (2.19).

In order to compute the option prices (2.33) and (2.34) via the explicit-spectral method, we need to have explicit expressions for the integrals $\mathcal{V}_n(f_{BCall})$ and $\mathcal{V}_n(f_{YPut})$. Denoting by $\gamma(z, x) = \int_0^x t^{-1} e^{-\eta t} dt, \Re(z) > 0$, the lower incomplete gamma function and recalling the recurrence relation $\gamma(z + 1, x) = z \gamma(z, x) - x e^{-x}$, we get, for any $n \geq 0$,
\[
\mathcal{V}_n(f_{BCall}) = \int_0^\infty \left( e^{-\Phi(\tau) - \Psi(\tau) y - K} \right)_+ \nu_n(y) dy
\]
\[
= (\theta + \eta)^c \sum_{j=0}^n (-1)^j \frac{\left( \frac{\theta}{\alpha j} \right)^j}{\Gamma(c + \alpha j)} C_B(j, K, \tau) \mathbf{1}_{\{\Phi(\tau) \leq -\ln K\}},
\]
\[
\mathcal{V}_n(f_{YPut}) = \int_0^\infty \left( K - \frac{\Phi(\tau)}{\tau} - \Psi(\tau) y \right)_+ \nu_n(y) dy
\]
\[
= (\theta + \eta)^c \sum_{j=0}^n (-1)^j \frac{\left( \frac{\theta}{\alpha j} \right)^j}{\Gamma(c + \alpha j)} C_Y(j, K, \tau) \mathbf{1}_{\{\Phi(\tau) \leq K\tau\}}.
\]
We have

\[ C_B(j, K, \tau) = \left( e^{-\Phi(\tau)} \gamma \left( c + \alpha j, (\eta + \Psi(\tau)) - \ln K - \Phi(\tau) \right) \frac{\eta}{\Psi(\tau)} \right) - K \gamma \left( c + \alpha j, \eta - \ln K - \Phi(\tau) \right) \frac{\eta}{\Psi(\tau)} , \]

\[ C_Y(j, K, \tau) = \left( K - \frac{\Phi(\tau)}{\tau} - \frac{\Psi(\tau)}{\tau \eta} (c + \alpha j) \right) \frac{\gamma \left( c + \alpha j, \eta \frac{K - \Phi(\tau)}{\Psi(\tau)} \right)}{\eta^{c+\alpha j}} + \frac{\Psi(\tau)}{\tau \eta} \left( \frac{K - \Phi(\tau)}{\Psi(\tau)} \right)^{c+\alpha j} e^{-\eta \frac{K - \Phi(\tau)}{\Psi(\tau)}} . \]

We now have all the ingredients to compute the option prices (2.33) and (2.34) by any of the three methods described in section 3.3.

4.2. A CIR model with jumps. We shall now consider the CIR model with jumps which was introduced by [9] for financial applications. Let the pricing semigroup \((P_t)_{t \geq 0}\) be characterized by the following branching and immigration mechanisms:

\[
\psi(u) = \sigma^2 u^2 + bu - 1 ,
\]

\[
\phi(u) = \sigma^2 cu + \frac{\sigma^2}{q(u + q)}
\]

with parameters \(b, c, p \geq 0\) and \(\sigma^2, q > 0\). Note that the measure \(\mu(dy)\) in (2.6) is given by

\[ \mu(dy) = \sigma^2 pe^{-\eta y} dy , \quad y > 0 . \]

For this example (2.7) can be written as

\[ Af(x) = \sigma^2 x f''(x) + (\sigma^2 c - bx) f'(x) - x f(x) + \int_0^\infty (f(x + y) - f(x)) \mu(dy) . \]

We have

\[
\theta = (-b + \sqrt{b^2 + 4\sigma^2})/2\sigma^2 , \quad \theta' = (b + \sqrt{b^2 + 4\sigma^2})/2\sigma^2
\]

and we set \(\delta = \theta + \theta' = \sqrt{b^2 + 4\sigma^2}/\sigma^2\). Furthermore as the condition (2.10) is satisfied, one may apply Theorem 2.2. In the next lemma, we give all the necessary ingredients to compute the option prices of section 2.2 with the two Laplace methods. Note that the eigenfunctions can be computed either via (2.18) or by means of Proposition 3.1.

Lemma 4.1. Let \(g(t) = \frac{1 - e^{-\sigma^2 t}}{\sigma^2 t}\) for any \(t \geq 0\). Then, the CBI exponents associated with the mechanisms (4.3) are given by

\[ \Psi_1(\lambda) = \frac{\delta}{1 - e^{-\sigma^2 \delta t} \left( \frac{1}{\lambda+q} \right)} - \theta , \]

and

\[ e^{-\Phi_1(\lambda)} = \begin{cases} e^{-\phi(\theta)t} (1 + g(t)(\lambda - \theta))^{-c} \left( 1 + g(t)(\lambda - \theta) \frac{\theta - \delta + q}{\lambda+q} \right)^{-\frac{\sigma^2}{q}} & \text{if } q \neq \theta , \\ e^{-\phi(\theta)t} (1 + g(t)(\lambda - \theta))^{-c} \exp \left( -g(t)(\lambda - \theta) \frac{p}{\theta(\lambda+q)} \right) & \text{if } q = \theta . \end{cases} \]
Furthermore,
\[ A(\lambda) = 1 - \frac{\delta}{\lambda + \theta}, \quad \bar{A}(u) = \frac{\delta}{1 - u - \theta} \]
and
\[ e^{-F(\lambda)} = \begin{cases} 
\Lambda_\theta(\lambda + \theta)^{-c} \left( \frac{\lambda + \theta}{\lambda - \theta} \right)^{\frac{\sigma^2 p}{\delta(\lambda + \theta)}} & \text{if } q \neq \theta, \\
\Lambda_\theta(\lambda + \theta)^{-c} \exp \left( \frac{p}{\delta(\lambda + \theta)} \right) & \text{if } q = \theta,
\end{cases} \]
where \( \Lambda_\theta \) is the positive constant such that \( e^{-F(\theta)} = 1 \). Finally, \( T = 0 \).

Proof. We have
\[ \frac{\psi'(\theta)}{\psi(\lambda)} = -\frac{\sigma^2(\theta + \theta)}{\sigma^2(\lambda - \theta)(\lambda + \theta)} = \frac{1}{\lambda + \theta} - \frac{1}{\lambda - \theta} = -\frac{\sigma^2 \delta}{\lambda^2 (\lambda + \delta)} - \frac{1}{\lambda} - \frac{1}{\lambda + \delta}, \]
from which the formula for \( A \) directly follows via (2.11). Now the formula for \( \bar{A} \) which is the inverse of \( A \) follows as well. Then via (2.15), we get \( \Psi_t(\lambda) \). Next, observe that, for \( \lambda \neq \theta \),
\[ \frac{-\phi(\lambda) - \phi(\theta)}{\psi(\lambda)} = \frac{\lambda - \theta}{\psi(\lambda)} \left( c\sigma^2 + \frac{\sigma^2 p}{(\lambda + q)(\theta + q)} \right) = \frac{-c}{\lambda + \theta} - \frac{p}{\lambda + \theta}(\lambda + q)(\theta + q) \]
and so it follows that, for \( \lambda \neq \theta \),
\[ \frac{-\phi(\lambda) - \phi(\theta)}{\psi(\lambda)} = \begin{cases} 
-c(\lambda + \theta)^{-1} + \frac{\sigma^2 p}{\psi(-q)} \left( (\lambda + q)^{-1} - (\lambda + \theta)^{-1} \right) & \text{if } q \neq \theta, \\
-c(\lambda + \theta)^{-1} - \frac{p}{\delta}(\lambda + \theta)^{-2} & \text{if } q = \theta.
\end{cases} \]
This yields the formula for \( e^{-F(\lambda)} \) via (2.12). Since, in addition, one can easily check that
\[ \frac{\lambda + \theta}{\Psi_t(\lambda) + \theta} = 1 + g(t)(\lambda - \theta) \]
and in the case where \( q \neq \theta \),
\[ \frac{\Psi_t(\lambda) + q}{\lambda + q} = \frac{1 + g(t)(\lambda - \theta)}{1 + g(t)(\lambda - \theta)}, \]
we conclude via (2.16) that the desired formula for \( \Phi_t(\lambda) \) holds in the case where \( q \neq \theta \). Noting that (4.4) implies
\[ \frac{1}{\lambda + \theta} - \frac{1}{\Psi_t(\lambda) + \theta} = -g(t) \frac{\lambda - \theta}{\lambda + \theta}, \]
we also see that the formula for \( \Phi_t(\lambda) \) is correct in the case where \( q = \theta \).

Finally, since \( \bar{A}(u) \) is analytic in \((-1, 1)\), \( \Re(\bar{A}(z)) > -\theta \) for \(|z| < 1 \) and \( F(z) \) is analytic for \( \Re(z) > -\theta \) (see Lemma A.1), it follows that \( R_G = 1 \) and \( T = 0 \). \( \blacksquare \)

Remark 4.2. Although it is possible to get an expression involving a power series in \( y \) for the co-eigendensities \( (\nu_n(y))_{n \geq 0} \) (note that \( F(\infty) = \infty \)) by inverting its Laplace transform, it is very hard to evaluate it since this power series has coefficients which alternate in sign. For this model, we therefore recommend avoiding the explicit-spectral method and using the spectral-Laplace method instead.
5. Numerical experiments. In this section we perform some numerical experiments in order to give an illustration of the efficiency of the numerical methods described in section 3. We will in particular look at the spectral error (i.e., the error that is caused by truncating the infinite sum in the spectral expansion) and the computation times of the methods.

5.1. Spectral error. We will determine, for a range of expiry times \( T \) and strikes \( K \), how many terms of the infinite sum in (2.35) and (2.36) are needed to produce a spectral error that is lower than some threshold value. For this purpose, we introduce for \( N \in \{1, 2, \ldots \} \cup \{\infty\} \), the \( N \)th order spectral approximation for the option price \( \text{Call}(x, K, \tau, T) \) or \( \text{Put}(x, K, \tau, T) \),

\[
S_N = S_N(K, T) = e^{-\phi(\theta) T} \sum_{n=0}^{N-1} e^{-n \psi(\theta) T} L_n^0(x) \int_0^\infty f(K, y) V_n(dy),
\]

with \( f \) the payoff kernel corresponding to the particular option. Theorem 2.2(3) says that, for any \( T > T_0 \), \( S_N \) converges exponentially to \( S_\infty \) as \( N \to \infty \) and at a rate that decreases to 0 monotonically as \( T \downarrow T_0 \). In order to see how fast the convergence is in practice, we introduce for \( \epsilon > 0 \),

\[
\mathcal{N}_\epsilon = \inf \{ N \geq 4 : \max \{|S_N - S_{N-1}|, |S_N - S_{N-2}|, |S_N - S_{N-3}|\} \leq \epsilon |S_N| \}.
\]

The quantity \( \mathcal{N}_\epsilon \) is the lowest number of terms needed in the spectral expansion such that the spectral approximations have 'converged' in the sense that the relative errors of the \( (\mathcal{N}_\epsilon - 1) \)th, \( (\mathcal{N}_\epsilon - 2) \)th, and \( (\mathcal{N}_\epsilon - 3) \)th order spectral approximations, in comparison to the \( \mathcal{N}_\epsilon \)th order spectral approximation, all do not exceed \( \epsilon \). For the first experiments, we compute the numbers \( \mathcal{N}_\epsilon \), where the spectral approximations \( S_N \) for \( N = 1, 2, \ldots \) are computed by a spectral method.

Next we specify which option prices we compute. Namely, we compute the option price \( \text{Call}(x, K, \tau, T) \) in the model with mechanisms (4.1), where the parameters chosen in (4.1) are

\[
\alpha = 0.5, \quad a = 1.0, \quad \eta = 3.0, \quad c = 2.5,
\]

and we compute the option price \( \text{Put}(x, K, \tau, T) \) for the model with mechanisms (4.3), where the chosen parameters are

\[
\sigma^2 = 1.0, \quad b = 0.5, \quad c = 1.5, \quad p = 2.0, \quad q = 3.0.
\]

We compute the option prices for various strikes \( K \) and expiry times \( T \), whereas we fix \( \tau = 2 \) and \( x = 0.05 \). Here we take several strikes around the at-the-money level and two more extreme strikes corresponding to deep-in-the-money options. Note that \( \text{Call}(x, K, \tau, T) = 0 \) if \( K \geq e^{-\Phi(\tau)} \) and \( \text{Put}(x, K, \tau, T) = 0 \) if \( K \leq \Phi(\tau)/\tau \). We therefore call \( e^{-\Phi(\tau)} \) (resp., \( \Phi(\tau)/\tau \)) the zero-strike in the case of the bond call (resp., yield put). In order to avoid very small prices, all the options prices are multiplied by a factor 100, so that the resulting option prices correspond to options with notional value 100. In particular, for the calculation of \( \mathcal{N}_\epsilon \), we compute the spectral approximations \( S_N \) in (5.1) with \( f(K, y) = 100(e^{-\Phi(\tau) - \psi(\tau) y - K})_+ \) in the bond call case and with \( f(K, y) = 100(K - \Phi(\tau)/\tau - \psi(\tau) y)_+ \) in the yield put case. For the numerical Laplace inversions that are needed in the Laplace methods (i.e., the computation of the integrals in (3.7)), we make use of Filon’s method [12]. For details on this particular
method, we refer to section 5.2 of Kuznetsov, Kyprianou, and Rivero [22], where a clear and detailed description is given. Note that, as described in [22], one can combine Filon’s method with the fast Fourier transform so that, as in [3], one can simultaneously compute option prices for a whole range of strikes. The error that is introduced by numerically inverting the Laplace transform is controlled by the number of discretization points chosen (i.e., the number $2N$ in (114) of [22]) and the (uniform) distance between them (i.e., the parameter $h$ in (114) of [22]). For our numerical experiments we choose the number of discretization points to be $2^{14} = 16,384$ in both examples and the distance between them to be $\frac{\pi}{\ln(2^{13})} \approx 0.06$ and $\frac{\pi}{0.00825 \cdot 2^{13}} \approx 0.04$ for, respectively, the example with the bond call and the yield put option. Further we choose the damping parameter $\rho$ in (3.7) to be $\rho = \theta$ for both examples, where we recall that $\theta$ is the positive root of the branching mechanism $\psi$. With these choices the resulting (relative) error caused by the Fourier inversion is within 0.1% for all option prices.

In Tables 1 and 3 the value of $N_\epsilon$ for $\epsilon = 0.01$ and $\epsilon = 0.001$ is computed for the two examples for various strikes and expiry times. The spectral approximations $S_N$ are computed by the explicit-spectral method in Table 1 and by the spectral-Laplace method in Table 3. We remark that we also ran a version of the first experiment where the spectral approximations are computed by the spectral-Laplace method and the results were identical. Further, in Tables 2 and 4, the corresponding spectral errors $|\frac{S_N}{S_\infty} - 1|$ are computed; here the exact option prices $S_\infty$ (see the definition in (5.1)) are computed via the Laplace method. For convenience the corresponding option prices computed by the Laplace method are displayed in Tables 5 and 6. All the computations were done in R [34]. From the numbers in Tables 2 and 4, we see that all the option prices can be accurately computed by the spectral methods except for the one with the highest strike and shortest maturity in Table 1. In line with Theorem 2.2(3), we see from Tables 1 and 3 that the spectral methods perform better as the expiry time increases in the sense that fewer terms in the sum in (2.35) and (2.36) are needed. When fixing $T$ and looking at the numbers $N_\epsilon$ for different strikes $K$, we see that fewer terms are needed the more the option is in the money, i.e., the higher the option price. A possible explanation for this is that we have opted to work with relative errors. Coming back to the bond call option price for $T = 1/12$ and $-\log K = 0.925$, we see from Table 1 that the spectral approximations do not converge (at the 0.1% level). Although theoretically convergence should take place also in this case, the spectral sum typically consists of terms of both positive and negative sign which can

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
$100K$ & $-\log K$ & 1/12 & 2/12 & 3/12 & 6/12 & 1 & 2 \\
\hline
39.6531 & 0.925 & 41 & $\infty$ & 35 & 39 & 24 & 34 & 13 & 21 & 10 & 12 & 7 & 8 \\
38.8741 & 0.950 & 24 & 40 & 22 & 25 & 20 & 24 & 12 & 18 & 10 & 12 & 7 & 8 \\
37.7192 & 0.975 & 20 & 34 & 18 & 20 & 13 & 20 & 12 & 13 & 10 & 11 & 7 & 8 \\
36.7879 & 1.000 & 13 & 26 & 13 & 24 & 13 & 17 & 12 & 13 & 9 & 11 & 7 & 8 \\
22.3130 & 1.500 & 10 & 13 & 10 & 13 & 10 & 12 & 8 & 10 & 6 & 8 & 6 & 6 \\
\hline
\end{tabular}
\caption{Values of $N_{0.01}$, respectively, $N_{0.001}$, given on the left, respectively, right, side, of the columns for various $K$ and $T$ corresponding to the option price $100 \cdot \text{Call}(0.05, K, 2, T)$ in the model with mechanisms (4.1) and parameter values (5.2); at-the-money-strike: $100K = 38.2744$; zero-strike: $100K = 40.3679$. The spectral approximations $S_N$, $N = 1, 2, \ldots$, are computed by the explicit-spectral method.}
\end{table}
This table displays the relative spectral errors \( \frac{S_{N_k} - S_\infty}{S_\infty} \times 100 \) (written as a percentage and rounded off to 2 decimal places) for various \( K \) and \( T \) associated with the option price \( 100 \cdot \text{Call}(0.05, K, 2, T) \) for two values of \( \epsilon \), namely, \( \epsilon = 0.01 = 1\% \) and \( \epsilon = 0.001 = 0.1\% \) given on the left, respectively, right, side of the columns, in the model with mechanisms (4.1) and parameter values (5.2). The values of \( N_{0.01} \) and \( N_{0.001} \) are displayed in Table 1. Here \( S_{N_k} \), respectively, \( S_\infty \), is computed by the explicit-spectral method, respectively, Laplace method.

<table>
<thead>
<tr>
<th>( T )</th>
<th>1/12</th>
<th>2/12</th>
<th>3/12</th>
<th>6/12</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 100K - \log K )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39.6531 0.925</td>
<td>29.34 –</td>
<td>0.39 0.21</td>
<td>0.71 0.02</td>
<td>0.98 0.01</td>
<td>0.00 0.01</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>38.6741 0.950</td>
<td>5.65 0.50</td>
<td>0.50 0.45</td>
<td>0.16 0.05</td>
<td>0.38 0.01</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>37.7192 0.975</td>
<td>0.02 0.03</td>
<td>0.16 0.07</td>
<td>1.03 0.03</td>
<td>0.11 0.07</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>36.7879 1.000</td>
<td>2.28 0.41</td>
<td>0.51 0.03</td>
<td>0.10 0.17</td>
<td>0.02 0.00</td>
<td>0.01 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>30.1491 1.200</td>
<td>0.58 0.60</td>
<td>0.18 0.21</td>
<td>0.28 0.07</td>
<td>0.03 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>22.3130 1.500</td>
<td>0.21 0.16</td>
<td>0.08 0.05</td>
<td>0.03 0.02</td>
<td>0.02 0.00</td>
<td>0.02 0.00</td>
<td>0.00 0.00</td>
</tr>
</tbody>
</table>

Values of \( N_{0.01} \), respectively, \( N_{0.001} \), given on the left, respectively, right, side, of the columns for various \( K \) and \( T \) corresponding to the option price \( 100 \cdot \text{Put}(0.05, K, 2, T) \) in the model with mechanisms (4.3) and parameter values (5.3); at-the-money-strike: \( 100K = 94.1275 \); zero-strike: \( 100K = 92.2259 \). The spectral approximations \( S_N \), \( N = 1, 2, \ldots, \) are computed by the spectral-Laplace method.

<table>
<thead>
<tr>
<th>( T )</th>
<th>1/12</th>
<th>2/12</th>
<th>3/12</th>
<th>6/12</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 100K )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>20 25</td>
<td>15 20</td>
<td>12 16</td>
<td>8 11</td>
<td>6 7</td>
<td>5 5</td>
</tr>
<tr>
<td>94</td>
<td>20 24</td>
<td>15 20</td>
<td>12 16</td>
<td>8 11</td>
<td>6 7</td>
<td>5 5</td>
</tr>
<tr>
<td>95</td>
<td>19 24</td>
<td>15 20</td>
<td>12 16</td>
<td>8 10</td>
<td>6 7</td>
<td>5 5</td>
</tr>
<tr>
<td>96</td>
<td>18 23</td>
<td>14 19</td>
<td>12 15</td>
<td>10 10</td>
<td>6 7</td>
<td>5 5</td>
</tr>
<tr>
<td>100</td>
<td>16 19</td>
<td>13 16</td>
<td>9 14</td>
<td>8 10</td>
<td>6 7</td>
<td>5 5</td>
</tr>
<tr>
<td>110</td>
<td>10 20</td>
<td>10 15</td>
<td>9 11</td>
<td>7 9</td>
<td>6 7</td>
<td>5 5</td>
</tr>
</tbody>
</table>

This table displays the relative spectral errors \( \frac{S_{N_k} - S_\infty}{S_\infty} \times 100 \) (written as a percentage and rounded off to 2 decimal places) for various \( K \) and \( T \) associated with the option price \( 100 \cdot \text{Call}(0.05, K, 2, T) \) for two values of \( \epsilon \), namely, \( \epsilon = 0.01 = 1\% \) and \( \epsilon = 0.001 = 0.1\% \), given on the left, respectively, right, side, of the columns, in the model with mechanisms (4.3) and parameter values (5.3). The values of \( N_{0.01} \) and \( N_{0.001} \) are displayed in Table 3. Here \( S_{N_k} \), respectively, \( S_\infty \), is computed by the spectral-Laplace method, respectively, Laplace method.

<table>
<thead>
<tr>
<th>( T )</th>
<th>1/12</th>
<th>2/12</th>
<th>3/12</th>
<th>6/12</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 100K )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>93</td>
<td>0.22 0.46</td>
<td>0.28 0.01</td>
<td>0.18 0.01</td>
<td>0.04 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>94</td>
<td>0.09 0.28</td>
<td>0.22 0.01</td>
<td>0.15 0.01</td>
<td>0.04 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>95</td>
<td>0.11 0.14</td>
<td>0.17 0.01</td>
<td>0.12 0.01</td>
<td>0.03 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>96</td>
<td>0.26 0.05</td>
<td>0.23 0.01</td>
<td>0.10 0.01</td>
<td>0.03 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>100</td>
<td>0.13 0.03</td>
<td>0.11 0.01</td>
<td>0.07 0.01</td>
<td>0.01 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
<tr>
<td>110</td>
<td>1.48 0.02</td>
<td>0.24 0.02</td>
<td>0.05 0.03</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
<td>0.00 0.00</td>
</tr>
</tbody>
</table>

lead to catastrophic cancellation in the sense that a small relative roundoff error in evaluating one of the individual terms might dominate the value of the total sum. The smaller the \( T \), the more likely this will occur since then the individual terms will tend to \( 0 \) more slowly as \( n \to \infty \). This problem could be to some extent remedied by working with a higher system precision when \( T \) is small. On a related note, during the testing of the explicit-spectral method in the
Table 5
Option prices $100 \cdot \text{Call}(0.05, K, 2, T)$ for various $K$ and $T$, rounded off to four decimals, computed by the Laplace method in the model with mechanisms (4.1) and parameter values (5.2).

<table>
<thead>
<tr>
<th>$100K$</th>
<th>$T$</th>
<th>1/12</th>
<th>2/12</th>
<th>3/12</th>
<th>6/12</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>39.6531</td>
<td>0.925</td>
<td>0.0012</td>
<td>0.0032</td>
<td>0.0028</td>
<td>0.0010</td>
<td>0.0002</td>
<td>0.0000</td>
</tr>
<tr>
<td>38.6741</td>
<td>0.950</td>
<td>0.0791</td>
<td>0.0642</td>
<td>0.0443</td>
<td>0.0146</td>
<td>0.0029</td>
<td>0.0005</td>
</tr>
<tr>
<td>37.7192</td>
<td>0.975</td>
<td>0.3704</td>
<td>0.2435</td>
<td>0.1620</td>
<td>0.0557</td>
<td>0.0123</td>
<td>0.0022</td>
</tr>
<tr>
<td>36.7879</td>
<td>1.000</td>
<td>0.8478</td>
<td>0.5434</td>
<td>0.3646</td>
<td>0.1329</td>
<td>0.0123</td>
<td>0.0005</td>
</tr>
<tr>
<td>30.1194</td>
<td>1.200</td>
<td>6.3687</td>
<td>4.9819</td>
<td>3.9288</td>
<td>2.0588</td>
<td>0.7433</td>
<td>0.1855</td>
</tr>
</tbody>
</table>

Table 6
Option prices $100 \cdot \text{Put}(0.05, K, 2, T)$ for various $K$ and $T$ computed by the Laplace method in the model with mechanisms (4.3) and parameter values (5.3).

<table>
<thead>
<tr>
<th>$100K$</th>
<th>$T$</th>
<th>1/12</th>
<th>2/12</th>
<th>3/12</th>
<th>6/12</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>93</td>
<td>0.0143</td>
<td>0.0069</td>
<td>0.0041</td>
<td>0.0016</td>
<td>0.0005</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>94</td>
<td>0.1050</td>
<td>0.0518</td>
<td>0.0316</td>
<td>0.0123</td>
<td>0.0041</td>
<td>0.0009</td>
<td></td>
</tr>
<tr>
<td>95</td>
<td>0.2959</td>
<td>0.1500</td>
<td>0.0927</td>
<td>0.0366</td>
<td>0.0124</td>
<td>0.0028</td>
<td></td>
</tr>
<tr>
<td>96</td>
<td>0.5897</td>
<td>0.3071</td>
<td>0.1925</td>
<td>0.0774</td>
<td>0.0265</td>
<td>0.0060</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2.6465</td>
<td>1.5254</td>
<td>1.0074</td>
<td>0.4313</td>
<td>0.1525</td>
<td>0.0351</td>
<td></td>
</tr>
<tr>
<td>110</td>
<td>11.0049</td>
<td>7.6833</td>
<td>5.6312</td>
<td>2.7631</td>
<td>1.0533</td>
<td>0.2489</td>
<td></td>
</tr>
</tbody>
</table>

model with mechanisms (4.1) and parameters (5.2), we found that it is very hard to compute accurately the co-eigendensities $\nu_n(y)$ given by (4.2) for large $n$. As an example, for the same parameter values as in the numerical experiment, large errors in the evaluation of $\nu_{35}(y)$ with $R$ occur for $y > 1.5$. This is because (4.2) consists of a sum where the terms alternate in sign and so catastrophic cancellation can occur. Although this issue did not form a problem for computing the numbers in Table 1 due to the smoothing effect of the payoff kernel, it is something to keep in mind when applying the explicit-spectral method. On the other hand, we did not find such problems when computing the co-eigendensities by the spectral-Laplace method (in combination with Filon’s method for the Laplace inversion).

5.2. Computation times. We now perform an experiment where we look at computation times of the various methods. In order to be able to compare the computation times of all the methods, we consider again bond call option prices Call$(0.05, K, 2, T)$ in the model with mechanisms (4.1) and parameter values (5.2). In particular we provide for various $N$ the computation times of $S_N(K, T)$ simultaneously for all $K \in \mathbb{K}$, $T \in \mathbb{T}$ and $N \in \{1, \ldots, \overline{N}\}$, where

\[
\mathbb{K} = \{\exp(-0.91875 - 0.00625 \cdot j) : j = 1, 2, \ldots, 96\}, \quad \mathbb{T} = \left\{ \frac{1}{12}, \frac{2}{12}, \frac{3}{12}, \frac{6}{12}, 1, 2 \right\}.
\]

We do this exercise for three different methods, namely, the explicit-spectral method, the spectral-Laplace method where we use the explicit expressions from section 4.1 to evaluate the functions $A(\lambda)$ and $e^{-F(\lambda)}$, and a second version of the latter method, referred to as
the numerical spectral-Laplace method, where we compute the two functions by numerically solving the (system of) first order homogeneous linear ODEs,
\begin{align*}
\begin{cases}
\frac{d}{d\lambda} A'(\lambda) &= -A'(\lambda) \frac{\psi'(\lambda) - \psi'(\theta)}{\psi(\lambda)}, \quad A'(\theta) = 1, \\
\frac{d}{d\lambda} A(\lambda) &= A'(\lambda),
\end{cases} \quad A(\theta) = 0, \quad \frac{d}{d\lambda} e^{-F(\lambda)} \frac{\Phi(\lambda) - \Phi(\theta)}{\psi(\lambda)}, \quad e^{-F(\theta)} = 1;
\end{align*}
see (2.14) and (2.12). Note that we have set $A'(\theta) = 1$ instead of (3.1), which we can do as long as we also use $A'(\theta) = 1$ in the computation of the eigenfunctions in Proposition 3.1. This avoids having to numerically compute the (improper) integral (3.1). Further we provide for various sets $\mathcal{T}$ the computation times of $S_\infty(K, T)$ simultaneously for all $K \in \mathcal{K}$ and $T \in \mathcal{T}$ by using the Laplace method where the CBI exponents $\Psi_T(\lambda)$ and $\Phi_T(\lambda)$ are evaluated by using the explicit formulas from section 4.1 and what we call the numerical Laplace method, where we solve numerically the ODEs (2.5) and (2.6) in order to evaluate these CBI exponents. The reason for considering both the numerical spectral-Laplace and the Laplace method is to have an idea about computation times in the case where explicit expressions for $A$, $F$, $\Psi_T$, and $\Phi_T$ are not available.

The Laplace inversion is done in the same way as in section 5.1 and with the same parameter choices; in particular the number of discretization points we work with is $2^{14}$. For solving numerically all the ODEs involved we use the `zvode()` function in the deSolve R-package [36] which can deal with complex-valued functions. Here we used a value of $10^{-8}$ for the absolute and relative tolerance levels in `zvode()` instead of the default value of $10^{-6}$, which results in a relative error (i.e., the one introduced by numerically solving ODEs) for $S_N(K, T)$ or $S_\infty(K, T)$ of well below 1% for pretty much all the considered values of $K$, $T$, and $N$.

The computation times are displayed in Table 7 and were produced by using an Intel Core i5-4590 CPU @ 3.30GHz × 4 and 7.7 GB memory. They confirm the general remarks made in section 3.3. The time it takes to do a numerical Laplace inversion consists largely of evaluations of the Laplace transform. For the Laplace method this consists of evaluating $A$, $\overline{A}$ and twice $F$ (see (2.15) and (2.16)), whereas for the spectral-Laplace method it only involves $A$ and $F$. This explains why the spectral-Laplace method is in our example faster (even for $N = 50$) than the Laplace method even if the latter is applied to one maturity time only. Although more Laplace inversions need to be done with the spectral-Laplace method as $N$ in $S_N$ increases, due to the special product structure in $n$ of the Laplace transform of the

<table>
<thead>
<tr>
<th>$N$</th>
<th>5</th>
<th>20</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spectral-explicit</td>
<td>0.04</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>Spectral-Laplace</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>Numerical spectral-Laplace</td>
<td>0.6</td>
<td>0.6</td>
<td>0.8</td>
</tr>
</tbody>
</table>

The left-hand side of the table gives the computation times in seconds for computing with the three spectral methods, $S_N(K, T)$ simultaneously for all $K \in \mathcal{K}$, for all $T \in \mathcal{T}$, and for all $N \in \{1, \ldots, N\}$, where $N$ varies. The right-hand side of the table gives, for various $\mathcal{T}$, the computation times of $S_\infty(K, T)$ simultaneously for all $K \in \mathcal{K}$ and $T \in \mathcal{T}$ with the Laplace and the numerical Laplace method. Here $\mathcal{K}$ and $\mathcal{T}$ are given by (5.4) and $S_N(K, T)$ and $S_\infty(K, T)$ correspond to the option price $100 \cdot \text{Call}(0.05, K, 2, T)$ in the model with mechanisms (4.1) and parameter values (5.2).
co-eigenmeasure $V_n$, we do not need more evaluations of the functions $A$ and $F$ as $N$ increases, whereas for the spectral-explicit method more and more incomplete gamma functions need to be evaluated. This explains why the computation time of the spectral-explicit method grows faster than with (both) the spectral-Laplace method(s) as the number of terms in the spectral expansion increases from 5 to 50. As noted before, one of the main advantages of the spectral methods is that it is very cheap to perform them for multiple expiry times (assuming the number of terms in the spectral expansion stays constant). In contrast we see from Table 7 that for the Laplace method the computation time increases almost linearly with the number of expiry times, which is because in this case the Laplace transform (i.e., the CBI exponents $\Phi_T(\lambda)$ and $\Psi_T(\lambda)$) needs to be reevaluated whenever $T$ changes. When we look at the numerical versions, the speed advantage of the spectral-Laplace over the Laplace method becomes even bigger. This is because for the numerical spectral-Laplace method we solve the ODE system (5.5) only once on a $\lambda$-grid consisting of $2^{14}$ points, whereas for the numerical Laplace method we solve the ODE system (2.5)–(2.6) $2^{14}$ times on a $T$-grid given by $T$, namely, once for each of the $2^{14}$ values of $\lambda$ that we need for the Laplace inversion. Also note that, as can be seen from Table 7 when looking at the $T = \{\frac{1}{12}\}$ and $T = \{2\}$ entries, the numerical Laplace method gets more expensive as the value of the maturity time increases (in contrast to the nonnumerical Laplace method), which is because the ODEs then have to be solved on a longer time period as the initial condition is at $T = 0$. In that sense the numerical Laplace method and (numerical) spectral method complement each other, since the former is weak for large $T$ where the latter shines, whereas it is less slow for small $T$ where the spectral methods might not be applicable (if $T \leq \frac{1}{12}$) or might suffer from catastrophic cancellation (when $T$ is close to $\frac{1}{12}$).

We remark that, as is typical when providing computation times, Table 7 can only provide a snapshot of the speed differences of the methods. Although the absolute values of these speed differences can certainly change when, e.g., different methods are chosen for the numerical Laplace inversion and ODE solving, the overall picture as described in the above paragraph should still hold.

6. Conclusion. We have shown, under a mild condition on the branching mechanism, that the pricing semigroup of a positive affine short rate process admits a discrete spectral representation. The spectral expansion is obtained in terms of eigenfunctions and co-eigenmeasures that are derived directly from the branching and immigration mechanisms of the short rate process. Thus, the spectral approach does not assume the Laplace transform of the pricing semigroup to be explicitly given. In that sense, we have gained a significant analytical simplification for the pricing of European interest rate derivatives in one-dimensional affine term structure models. Moreover, the theoretical and numerical results show that the two methods, based on the spectral expansion, that we suggested, can compute option prices with great accuracy and have a significant speed advantage compared to the Laplace method, especially when computing option prices for multiple expiry times or when the underlying ODEs have to be solved numerically.

Appendix A. Proofs.

A.1. Some lemmas. We start with several lemmas containing statements that either have been used in the main body of the paper or will be used later on for the proof of the main
results. The first lemma provides some properties of the functions \( A \) and \( F \) defined in (2.11) and (2.12).

**Lemma A.1.** The function \( A \), respectively, \( F \), is analytic on \( i.e., \) can be analytically extended to \( \{ z \in \mathbb{C} : \Re(z) > (R_\psi \wedge \theta) \} \), respectively, \( \{ z \in \mathbb{C} : \Re(z) > (R_\psi \wedge R_\phi \wedge \theta) \} \). If \( R_\psi = 0 \), respectively, \( R_\psi \wedge R_\phi = 0 \), then \( A \), respectively, \( F \), can (still) be continuously extended to \( \mathbb{R}^+ \). Hence \( R_A = R_\psi \wedge \theta \) and \( R_F = R_\psi \wedge R_\phi \wedge \theta \). For \( \lambda \in (-R_A, \infty) \cup \{0\} \), respectively, \( \lambda \in (-R_F, \infty) \cup \{0\} \), we have that \( A \), respectively, \( F \), admits the expression (2.14), respectively, (2.12). Finally the functions \( \nu \) and \( \omega \) are well-defined (up to a set of 0 Lebesgue measure) via (2.22) and (2.23).

**Proof.** The function \( A \) as defined in (2.11) satisfies the differential equation \( \psi(\lambda)A'(\lambda) = \psi'(\theta)A(\lambda) \) for \( \lambda > \theta \). Differentiating on both sides and rearranging gives \( A''(\lambda) = \frac{\psi'(\lambda) - \psi'(\theta)}{\psi(\lambda)}A'(\lambda) \), which leads to

\[
A'(\lambda) = A'(\theta) \exp \left( -\int_\theta^\lambda \frac{\psi'(u) - \psi'(\theta)}{\psi(u)} du \right), \quad \lambda \geq \theta.
\]

By (2.11) and (2.13), \( A(\theta) = 0 \) and \( A(\infty) = 1 \) and so integrating both sides of the above equation with respect to \( \lambda \) from \( \theta \) to \( \infty \) gives \( A'(\lambda) \), which then shows that (2.14) holds for \( \lambda \geq \theta \). Since \( \psi'(\theta) > 0 \) and \( \psi(0) = -1 \) and by definition of \( R_\psi, R_\phi \), and \( \theta \), the right-hand side of (2.14), respectively, (2.12), is well-defined for \( \lambda > -(R_\psi \wedge \theta) \) and \( \lambda = 0 \), respectively, \( \lambda > -(R_\psi \wedge R_\phi \wedge \theta) \) and \( \lambda = 0 \). Hence \( A \) and \( F \) can be continuously extended to those respective regions via (2.14) and (2.12).

Set \( \psi_\theta(\lambda) = \psi(\lambda + \theta) \) and \( \phi_\theta(\lambda) = \phi(\lambda + \theta) - \phi(\theta) \). Then the pair \( (\psi_\theta, \phi_\theta) \) satisfies the conditions of [4, Proposition 3.1] and so by [4, Proposition 3.1(2)] there exists a non-negative integrable function \( \nu_\theta \) on \( \mathbb{R}^+ \) such that \( \int_0^\infty e^{-\lambda_y \nu_\theta(y)} dy = e^{-F(\lambda + \theta)} - e^{-F(\infty)} \) for \( \lambda \geq 0 \). Similarly, by [4, Corollary 3.4] there exists a probability density function \( \omega_\theta \) on \( \mathbb{R}^+ \) such that \( \int_0^\infty e^{-\lambda_y \omega_\theta(y)} dy = 1 - A(\lambda + \theta) \) for \( \lambda \geq 0 \). So setting \( \omega(y) = e^{\theta_\theta \omega_\theta(y)} \) and \( \nu(y) = e^{\theta_\theta \nu_\theta(y)} \), we have that (2.22) and (2.23) hold for \( \lambda \geq \theta \). We have already shown that \( A \) and \( F \) can be extended to larger domains. Therefore by standard properties of the Laplace transform it follows that \( A(z) \), respectively, \( F(z) \), is analytic on \( \Re(z) > -(R_\psi \wedge \theta) \), respectively, \( \Re(z) > -(R_\psi \wedge R_\phi \wedge \theta) \). Hence \( R_A = R_\psi \wedge \theta \) and \( R_F = R_\psi \wedge R_\phi \wedge \theta \) and (2.22), respectively, (2.23), hold for \( \lambda \in (-R_A, \infty) \cup \{0\} \), respectively, \( \lambda \in (-R_F, \infty) \cup \{0\} \).

The second lemma shows the connection between the CBI exponents \( \Psi_t(\lambda) \) and \( \Phi_t(\lambda) \) and the functions \( A \) and \( F \).

**Lemma A.2.** For all \( \lambda > -R_A \), the ODE (2.3) admits a unique solution \((\Psi_t(\lambda))_{t \geq 0}\). Set \( \Phi_t(\lambda) = \int_0^t \phi(\Psi_s(\lambda)) ds \) and if \( R_A = 0 \), set \( \Psi_t(0) = \lim_{\lambda \downarrow 0} \Psi_t(\lambda) \). Then (2.15) and (2.16) hold for all \( t \geq 0 \). In addition (2.2) holds for all \( t, x \geq 0 \) and \( \lambda \in (-R_F, \infty) \cup \{0\} \).

**Proof.** Since \( A \) satisfies the differential equation \( \psi(\lambda)A'(\lambda) = \psi'(\theta)A(\lambda) \) for \( \lambda > -R_A \) (see the proof of Lemma A.1), one can easily show that the right-hand side of (2.15) solves the ODE (2.3) for all \( t \geq 0 \) and \( \lambda > -R_A \). Since \( A \) is an increasing function, it follows that for any \( \lambda > -R_A \), the right-hand side of (2.15) stays in the interval \((-R_A, \infty)\) for all \( t \geq 0 \). Since \( \psi \) is certainly locally Lipschitz on \((-R_A, \infty)\), it follows by standard ODE theory that
the right-hand side of (2.15) is the unique solution to the ODE (2.3). Hence (2.15) must hold for \( \lambda > -R_A \). Using (2.12) (which by Lemma A.1 holds for \( \lambda > -R_F \)) and (2.3), it is easy to show that (2.16) holds for \( \lambda > -R_F \). Then by [20, Theorem 2.14(b)], (2.2) holds for all \( t, x \geq 0 \) and \( \lambda > -R_F \). Finally, by taking limits as \( \lambda \downarrow 0 \) one shows that if \( R_A = 0 \), then (2.15) holds for \( \lambda = 0 \) as well, and if \( R_F = 0 \), then (2.16) and (2.2) also hold for \( \lambda = 0 \). \( \blacksquare \)

The next lemma provides the Laplace transform of the signed measures \( \mathcal{V}_n \), which we recall is defined by \( \mathcal{V}_n(dy) = e^{-F(\infty)}\delta_0(dy) + \nu_n(y)dy \) for \( n \geq 0 \). Further, it gives an upper bound for the Laplace transform of the total variation measure of \( \mathcal{V}_n \) denoted by \( |\mathcal{V}_n| \).

**Lemma A.3.** For all \( n \geq 0 \) and for all \( \lambda \in (-R_F, \infty) \cup \{0\} \),

(A.1) \[
\int_{0}^{\infty} e^{-\lambda y} \mathcal{V}_n(dy) = A(\lambda)^n e^{-F(\lambda)},
\]

(A.2) \[
\int_{0}^{\infty} e^{-\lambda y} |\mathcal{V}_n|(dy) \leq (2 - A(\lambda))^n e^{-F(\lambda)}.
\]

**Proof.** Equation (A.1) follows directly from the definitions (2.22)–(2.25) and (2.27), the binomial theorem, and the well-known relation regarding Laplace transforms and convolutions; see the proof of (5.7) in [4] for more details. By the same arguments and using the bound \( |\mathcal{W}_n(y)| \leq \sum_{j=1}^{n} \binom{n}{j} \omega^j(y) \), the bound (A.2) follows. \( \blacksquare \)

We precede the proof with the following useful bounds respectively on the Sheffer polynomials \( \mathcal{L}_n \) and their derivatives; see (2.18) for their definition.

**Lemma A.4.** Let \( k \geq 0 \) and \( R \in (0, R_G) \). Then there exists \( C = C(R, k) > 0 \), \( M = M(R) > 0 \), such that for any \( x \geq 0, n \geq 0 \),

(A.3) \[
\left| \frac{\partial^k}{\partial x^k} \mathcal{L}_n(x) \right| \leq C \frac{e^{Mx}}{R^{n+1}},
\]

and we have

(A.4) \[
\frac{\partial^k}{\partial x^k} G_x(z) = \sum_{n=0}^{\infty} \frac{\partial^k}{\partial x^k} \mathcal{L}_n(x) z^n, \quad |z| < R_G,
\]

where the series converges locally uniformly in \( x \).

**Proof.** First observe that the mapping \( z \mapsto \frac{\partial}{\partial x} G_x(z) = (-1)^k (\mathcal{A}(z) - \theta)^k G_x(z) \) is analytic at 0 and the radius of convergence of its Taylor series at 0 is \( R_G \). Moreover it is clear that \( (x, z) \mapsto G_x(z) \subset C^\infty([0, \infty) \times (-R_G, R_G)) \) so that, for all \( x \geq 0, \)

\[
\frac{1}{n!} \frac{\partial^n}{\partial z^n} \left( \frac{\partial^k}{\partial x^k} G_x(z) \right)_{z=0} = \frac{\partial^k}{\partial x^k} \left( \frac{1}{n!} \frac{\partial^n}{\partial z^n} G_x(z) \right)_{z=0} = \frac{\partial^k}{\partial x^k} \mathcal{L}_n(x)
\]

and then, for any \( R \in (0, R_G) \), an application of the Cauchy’s formula yields that

\[
\frac{\partial^k}{\partial x^k} \mathcal{L}_n(x) = \frac{1}{2\pi i} \oint_{z=R} \frac{(-1)^k (\mathcal{A}(z) - \theta)^k G_x(z)}{z^{n+1}} dz.
\]
where the contour is a circle centered at 0 and of radius \( R \). Next, since clearly \( \overline{A} \) and \( F \circ \overline{A} \) are analytic at 0 with \( R_T, R_{F \circ \overline{A}} \geq R_G > R \), we get that \( \sup_{|z| = R} |\overline{A}(z)|, \sup_{|z| = R} |F(\overline{A}(z))| \in (0, \infty) \) and hence that there exist \( C(R, k) > 0 \) and \( M(R) = M > 0 \) such that

\[
\left| \frac{\partial^k}{\partial x^k} \mathcal{L}_n(x) \right| \leq \frac{1}{2\pi} \int f \frac{(-1)^k (\overline{A}(z) - \theta)^k e^{F(\overline{A}(z))} e^{-x(\overline{A}(z)-\theta)}}{z^{n+1}} dz \leq C \frac{e^{Mx}}{R^{n+1}},
\]

Note that since \( \overline{A}(0) = \theta \), one may choose \( R \) such that \( M(R) = \sup_{|z| = R} |\overline{A}(z) - \theta| < R_G \). This proves (A.3) and shows that for any \( z \) satisfying \( |z| < R_G \), there exist \( R \in (|z|, R_G) \), \( C(R, k), M(R) > 0 \) such that

\[
\sum_{n=k}^{\infty} \left| \frac{\partial^k}{\partial x^k} \mathcal{L}_n(x) z^n \right| \leq C \frac{e^{Mx}}{R} \sum_{n=k}^{\infty} \left( \frac{|z|}{R} \right)^n < \infty,
\]

which proves (A.4).

\section*{A.2. Proof of Theorem 2.2.} We split the proof into several steps. We first show that for \( T > 1 \) and \( \lambda > -\lambda_T \) the pricing semigroup coincide on \( \mathcal{P}_\lambda \) with the following two operators, defined on \( \mathcal{B}(\mathbb{R}^+_0) \), by

\[
S_T f(x) = \sum_{n=0}^{\infty} e^{-\lambda n T} \mathcal{L}_n(x) \psi_n f \quad \text{and} \quad \overline{S}_T f(x) = \int_0^\infty f(y) \sum_{n=0}^{\infty} e^{-\lambda n T} \mathcal{L}_n(x) \psi_n (dy).
\]

\begin{lemma}
For all \( T > 1 \), \( x \geq 0 \), and \( f \in \mathcal{P}_\lambda \) with \( \lambda > -\lambda_T \), we have \( \overline{S}_T f(x) = S_T f(x) \).
\end{lemma}

\begin{proof}
By definition (2.21), there exists \( C > 0 \) such that \( |f(x)| \leq C e^{-\lambda x} \) for almost every \( x \geq 0 \). Thus, recalling (2.26),

\[
\sum_{n=0}^{\infty} e^{-\lambda n T} |\mathcal{L}_n(x)||\psi_n||f| \leq C e^{-\phi(\theta) T} \sum_{n=0}^{\infty} |\mathcal{L}_n(x)||e^{-\psi(\theta) n T}||\psi_n| e_\lambda
\]

\[
\leq C e^{-\phi(\theta) T} e^{-F(\lambda)} \sum_{n=0}^{\infty} \left( e^{-\psi(\theta) T} (2 - A(\lambda)) \right)^n,
\]

where the last inequality follows from (A.2). One can check that \( \lambda > -\lambda_T \) is equivalent to \( \lambda > -R_F \) and \( 2 - A(\lambda) < e^{\psi(\theta)(T-\Theta)} \). Since moreover \( e^{-\psi(\theta) T} = R_G \), by definition (see (2.19)), we conclude by (2.18),

\[
\sum_{n=0}^{\infty} e^{-\lambda n T} |\mathcal{L}_n(x)||\psi_n||f| < \infty.
\]

By the Fubini theorem, this shows that \( \overline{S}_T f \) is well-defined and satisfies \( \overline{S}_T f = S_T f \).

Next, we show that the operators \( S_T \) and \( P_T \) coincide on a subset of \( \{e_\lambda : \lambda \in (-R_F, \infty) \cup \{0\}\} \).

\begin{lemma}
For all \( x \geq 0 \), \( T \geq 0 \) and \( \lambda \in (-R_F, \infty) \cup \{0\} \) such that \( |A(\lambda)| < e^{\psi(\theta)(T-\Theta)} \), we have \( S_T e_\lambda(x) = P_T e_\lambda(x) \).
\end{lemma}
\textbf{Proof.} Let \( x, T \geq 0 \) and \( \lambda \in (-R_F, \infty) \cup \{0\} \). Then by (2.2) (see also Lemma A.2), (2.15), (2.16), and (2.17),
\[
P_T e\lambda(x) = e^{-\phi(\theta)T} e^{F(\bar{A}(e^{-\psi(\theta)T} A(\lambda)))} e^{-F(\lambda)} e^{-x \bar{A}(e^{-\psi(\theta)T} A(\lambda))}
= e^{-\theta x} e^{-\phi(\theta)T} e^{-F(\lambda)} G_x \left( e^{-\psi(\theta)T} A(\lambda) \right).
\]
On the other hand, assume in addition that \( |A(\lambda)| < e^{\psi(\theta)(T-\bar{\theta})} \). Then by (A.1), (2.26), (2.19), and (2.18),
\[
S_T e\lambda(x) = \sum_{n=0}^{\infty} e^{-\lambda_n T} \mathcal{L}_n^\theta(x) A(\lambda)^n e^{-F(\lambda)}
= e^{-\theta x} e^{-\phi(\theta)T} e^{-F(\lambda)} \sum_{n=0}^{\infty} \mathcal{L}_n(x) \left( e^{-\psi(\theta)T} A(\lambda) \right)^n
= e^{-\theta x} e^{-\phi(\theta)T} e^{-F(\lambda)} G_x \left( e^{-\psi(\theta)T} A(\lambda) \right).
\]
Hence the lemma is proved. \( \blacksquare \)

We are now ready to prove Theorem 2.2. Let \( T > \bar{T} \) and \( f \in \mathcal{P}_\Lambda \) for some \( \lambda > -\bar{\lambda}_T \). Then, from Lemma A.5, Lemma A.6, and uniqueness of the Laplace transform we have gained that \( P_T f = S_T f = S_T f \), which proves Theorem 2.2(1). We now turn to the proof of Theorem 2.2(2).

Let \( p, k \) be some nonnegative integers. From the proof of Lemma A.5, it is easily seen that there exist \( C > 0 \) and \( R \in (0, R_G) \) such that for \( n \) large enough, \( |(-\lambda_n)^n e^{-\lambda_n T} \mathcal{V}_n f| \leq CR^n \). This combined with Leibniz’s rule entails that
\[
\sum_{n=0}^{\infty} \left| (-\lambda_n)^n e^{-\lambda_n T} \frac{\partial^k}{\partial x^k} \mathcal{L}_n^\theta(x) \mathcal{V}_n f \right| \leq C \sum_{n=0}^{\infty} \left| \frac{\partial^k}{\partial x^k} \mathcal{L}_n^\theta(x) \right| R^n
\leq C e^{-\theta x} \sum_{j=0}^{k} \binom{k}{j} \theta^{k-j} \sum_{n=0}^{\infty} \left| \frac{\partial^j}{\partial x^j} \mathcal{L}_n(x) \right| R^n,
\]
where, from (A.4), the series on the right-hand side is locally uniformly convergent in \( x \). So \( \frac{\partial^p}{\partial x^p} \sum_{n=0}^{N} e^{-\lambda_n T} \frac{\partial^k}{\partial x^k} \mathcal{L}_n^\theta(x) \mathcal{V}_n f \) converges locally uniformly in \((T, x)\) as \( N \to \infty \). Since we already showed that \( P_T f(x) = S_T f(x) = \sum_{n=0}^{\infty} e^{-\lambda_n T} \mathcal{L}_n^\theta(x) \mathcal{V}_n f \), this proves, by a classical result in analysis (see, e.g., [35, Theorem 7.17]), the claim (2.29) and shows that \((T, x) \mapsto P_T f(x) \in C^\infty((\bar{T}, \infty) \times \mathbb{R}_\geq 0)\). This completes the proof of Theorem 2.2(2).

Next, we prove Theorem 2.2(3). Let \( T > \bar{T} \) and \( f \in \mathcal{P}_\Lambda \) for some \( \lambda > -\bar{\lambda}_T \). Let
\[
S(\beta) = \psi(\theta)(T - \bar{T}) - \ln(2 - A(\beta)).
\]
By the definition of \( \bar{\lambda}_T \) in (2.20), we have \( S(-\bar{\lambda}_T) \geq 0 \). Since \( A \) is an increasing function, it follows that \( S(\cdot) \) is also an increasing function, and thus \( S = S(\lambda) > 0 \) since \( \lambda > -\bar{\lambda}_T \). Let \( \varepsilon \in (0, S) \) and set \( R = R(\varepsilon) = e^{-\psi(\theta)T-\varepsilon} \in (0, R_G) \). Then recalling that \( \mathcal{L}_n^\theta(x) = e^{-\theta x} \mathcal{L}_n(x) \), the representation (2.28), the Leibniz’s formula, and (A.3) show that there exist \( M = M(\varepsilon) > 0 \) such that for any integer \( k \geq 0 \) there exist \( C(j, \varepsilon) > 0 \), \( j = 0, \ldots, k \), such that \( C_{\theta, \varepsilon, k} = \sum_{j=0}^{k} \binom{k}{j} \theta^{k-j} C(j, \varepsilon) > 0 \) and
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where we have used (2.26) in the last inequality. Since \( f \in P_\lambda \), there exists \( c_{f,\lambda} > 0 \) such that \( |\mathcal{V}_nf| \leq c_{f,\lambda} e^{-\epsilon(2 - A(\lambda))^n} \); see (A.2). Hence, recalling \( R = e^{-\psi(\theta)T + \epsilon} \), we get, with \( C_1 = c_{f,\lambda}C_{\theta,\epsilon,k} > 0 \),

\[
\left| \frac{\partial^k}{\partial x^k} P_t f(x) - \sum_{n=0}^{N-1} e^{-\lambda_n t} \frac{\partial^k}{\partial x^k} L_n^\theta(x) \mathcal{V}_n f \right| \leq \sum_{n=N}^{\infty} e^{-\lambda_n t} \left| \frac{\partial^k}{\partial x^k} L_n^\theta(x) \right| |\mathcal{V}_n f| \\
\leq C_{\theta,\epsilon,k} e^{-(\theta-M)T-\phi(\theta)T} \sum_{n=N}^{\infty} e^{-n\psi(\theta)T} \frac{\partial^k}{\partial x^k} L_n^\theta(x) \mathcal{V}_n f,
\]

As \( \epsilon \) was chosen such that \( S - \epsilon > 0 \), Theorem 2.2(3) follows with \( C = C(k, \epsilon, \lambda, f) = c_{f,\lambda}C_{\theta,\epsilon,k} e^{-\lambda T + \epsilon} \).

### A.3. Proof of Theorem 2.3

Let \( T \geq 0 \) and \( \lambda \in (-R_F, \infty) \cup \{0\} \) be such that \( |A(\lambda)| < e^{\psi(\theta)T} \). Then (2.28) holds for \( f = e_\lambda \) by Lemma A.6. Using the equality (A.1) instead of the inequality (A.2), the rest of the theorem follows along the same lines as Theorem 2.2.

### A.4. Proof of Proposition 3.1

The first claim follows from Lemma 2.2 in [29]. Then, since, for any \( n \geq 0 \), \( L_n^\theta \in C_0(\mathbb{R}_+^\infty) \), we get that

\[
\lim_{t \downarrow 0} \frac{P_t L_n^\theta(x) - L_n^\theta(x)}{t} = \lim_{t \downarrow 0} \frac{e^{-\lambda_n t} - 1}{t} L_n^\theta(x) = -\lambda_n L_n^\theta(x) \in C_0(\mathbb{R}_+^\infty),
\]

from where we readily complete the proof of the first item. Next, as discussed above Theorem 2.2, the functions \( \overline{A}(z) \) and \( F(\overline{A}(z)) \) are analytic on the disc \( \{ z \in \mathbb{C} : |z| < R_G \} \). Recalling that \( \overline{A} \) is the inverse of \( A \), we get that \( \overline{A}(0) = \theta, \overline{A}'(0) = A'(0)^{-1} \) and \( F(\theta) = 0 \). An application of the Taylor expansion to the right-hand side of (2.18) yields

\[
L_n(x) = \frac{n!}{\lambda_n} e^{- \lambda_n x} \left( \frac{\partial^n}{\partial z^n} F(\overline{A}(z) - x(\overline{A}(z) - \theta)) \right)_{z=0}.
\]

Thus, recalling that \( L_n(x) = \sum_{n=0}^{\infty} a_{k,n} x^k \), we further see that \( a_{n,n} = \frac{(-1)^n}{n!} e^{F(\overline{A}(0))} (\overline{A}(0))^n \) so that (3.4) holds. Next we determine the remaining coefficients \( a_{0,n}, \ldots, a_{n-1,n} \).

Using (2.2), (2.3), (2.4) and Leibniz’s rule and with \( \partial_z \) denoting a (partial) right-derivative, and, \( e_{k,\theta}(x) = x^k e^{-\theta x}, k \in \mathbb{N} \), we get

\[
\mathcal{A}L_n^\theta(x) = \sum_{k=0}^{n} a_{k,n} \lim_{t \downarrow 0} \frac{P_t e_{k,\theta}(x) - e_{k,\theta}(x)}{t} = \sum_{k=0}^{n} a_{k,n} (-1)^k \frac{\partial^k}{\partial \lambda^k} \left( P_t e_{\lambda}(x) \right)_{\lambda=\theta} \\
= \sum_{k=0}^{n} a_{k,n} (-1)^k \frac{\partial^k}{\partial \lambda^k} \left( \frac{\partial}{\partial t} (P_t e_{\lambda}(x))_{t=0} \right)_{\lambda=\theta} \\
= \sum_{k=0}^{n} a_{k,n} (-1)^k \frac{\partial^k}{\partial \lambda^k} \left( \frac{\partial}{\partial t} (e^{-\Phi_1(\lambda) - \Psi_1(\lambda)x})_{t=0} \right)_{\lambda=\theta}
\]

(C.5)
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equality is justified by the smoothness of the CBI exponents (see, e.g., Duffie, Filipović, and
On the other hand, from (3.3), we have

\[ a > \theta \]

where the interchanging of the derivative and expectation in the second equality follows by
a standard argument as \( \theta > 0 \), the switching of the two partial derivatives in the third
equality is justified by the smoothness of the CBI exponents (see, e.g., Duffie, Filipović, and
Schachermayer [8, Lemma 6.5(i)]) and for the last equality we used the identity \( \psi(\theta) = 0 \).
On the other hand, from (3.3), we have

\[ \mathcal{A} \mathcal{L}_n^\theta(x) = -\lambda_n e^{-\theta x} \sum_{j=0}^n a_{j,n} x^j. \]

Comparing (A.5) and the last equality, we obtain (3.5). Note that \( B \) is invertible since it is
upper-triangular with nonzero diagonal elements, which completes the proof of the proposition.

\textbf{A.5. Proof of Proposition 3.2.} We only prove the first identity since the second follows
by similar arguments. Since \( b > 0 \), we can pick \( \rho > 0 \) big enough such that \( (\rho + 1)b > \lambda_0 \). For
such \( \rho \), we have, with \(|\mathcal{V}|\) denoting the total variation of the measure \( \mathcal{V} \),

\[
\int_0^\infty \int_0^\infty e^{-(\rho+iu)k} \left( e^{-(\alpha+by)} - e^{-k} \right) dk |\mathcal{V}|(dy) = \int_0^\infty \int_{\alpha+by}^{\infty} e^\rho k \left( e^{-(\alpha+by)} - e^{-k} \right) dk |\mathcal{V}|(dy) \\
= \int_0^\infty \left( \frac{e^{-(\rho+1)(\alpha+by)}}{\rho} - \frac{e^{-(\rho+1)(\alpha+by)}}{\rho+1} \right) |\mathcal{V}|(dy) < \infty.
\]

Hence we can use the Fubini theorem to deduce that for \( \rho > 0 \) big enough such that \( (\rho + 1)b > \lambda_0 \),

\[
\int_0^\infty \int_0^\infty e^{-(\rho+iu)k} \left( e^{-(\alpha+by)} - e^{-k} \right) + \mathcal{V}(dy)dk = \frac{e^{-(1+\rho+iu)a} \mathcal{V}(b(1+\rho+iu))}{(\rho+iu)(1+\rho+iu)}.
\]

Let \( f(k) = e^{\rho k} \int_0^\infty e^{-(\alpha+by)} - e^{-k} + \mathcal{V}(dy) \) and let \( \hat{f}(u) = \frac{e^{-(1+\rho+iu)a} \mathcal{V}(b(1+\rho+iu))}{(\rho+iu)(1+\rho+iu)} \) be its
Fourier transform. We have by the Jensen inequality and the Tonelli theorem for \( \rho > 0 \)
big enough such that \( (\rho + 1)b > \lambda_0 \),
\[
\int_{-\infty}^{\infty} |\hat{f}(u)| du \leq \int_{0}^{\infty} \int_{-\infty}^{\infty} e^{-(1+\rho+iu)(a+by)} \frac{1}{(\rho + iu)(1 + \rho + iu)} du |\mathcal{V}|(dy)
\]
\[
= \int_{0}^{\infty} \int_{-\infty}^{\infty} \frac{1}{\sqrt{\rho^2 + u^2}} \frac{1}{\sqrt{(1 + \rho)^2 + u^2}} e^{-(\rho+1)(a+by)} du |\mathcal{V}|(dy)
\]
\[
= e^{-(p+1)a} \int_{0}^{\infty} e^{-(\rho+1)by} |\mathcal{V}|(dy) \int_{-\infty}^{\infty} \frac{1}{\sqrt{\rho^2 + u^2}} \frac{1}{\sqrt{(1 + \rho)^2 + u^2}} du < \infty.
\]

Hence we can use the Fourier inversion theorem (cf. [13, Theorem 8.26]) to deduce for \( k \in \mathbb{R} \) (noting that \( f \) is continuous) that
\[
\int_{0}^{\infty} \left(e^{-(a+by)} - e^{-k}\right) |\mathcal{V}|(dy) = e^{\rho k} f(k) = e^{\rho k} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{iku} \hat{f}(u) du,
\]
which together with the formula for \( \hat{f}(u) \) leads to the desired identity.
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