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ABSTRACT
Scanpath analysis is a controversial and important topic in eye tracking research. Previous work has shown the value of scanpath analysis in perceptual tasks; little research has examined its utility for understanding human reasoning in complex tasks. Here, we analyze n-grams, which are continuous ordered subsequences of participants’ scanpaths. In particular, we studied the length of n-grams that are most appropriate for this form of analysis. We reuse datasets from previous studies of human cognition, medical diagnosis and art, systematically analyzing the frequency of n-grams of increasing length, and compare this approach with a string alignment-based method. The results show that subsequences of four or more areas of interest may not be of value for finding patterns that distinguish between two groups. The study is the first to systematically define the parameters of the length of n-gram suitable for analysis, using an approach that holds across diverse domains.
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1 INTRODUCTION
Understanding human reasoning is challenging, as the workings of the mind cannot be observed directly. Techniques such as brain imaging are costly and indirect methods such as think aloud or stimulated recall techniques may introduce biases and change the reasoning process [Blondon et al. 2015]. As a valuable alternative, eye tracking methods are an unobtrusive way of investigating human cognition [Glöckner and Herbold 2011; Horstmann et al. 2009; Keller et al. 2014; Schulte-Mecklenbeck et al. 2011]. Eye movements are an explicit measure of overt visual attention that can be used as an implicit indicator of hidden cognitive activities that are difficult to study using other methods [Coco 2009]. Eye tracking methods allow us to investigate which areas of the stimulus, and thus which pieces of information the viewer attends to, and the order in which these are visited, before making a decision. Areas of interest (AOIs) are defined on the stimulus where important items of information are contained either by the experimenter or using a data-driven approach. The order in which a person’s gaze is directed to different AOIs forms a scanpath, or set of ordered fixations in different areas on the screen. People taking part in a study may have very different, often unique, scanpaths. One goal of scanpath analysis is to find subsequences among the scanpaths of one or more groups of participants, such that they represent a typical gaze behavior for that group. The methods developed for such an analysis have been successfully applied to tasks such as analyzing the processes involved in face recognition [Chuk et al. 2014] and for visualizing gaze data to understand how participants interact with Web applications [Goldberg and Helfman 2010a,b]. Nevertheless, we presently lack evidence of their utility for investigating visual behaviour in more complex tasks, such as probabilistic reasoning.

2 RELATED WORK
Two of the main forms of scanpath analysis are string-alignment methods and n-gram frequency-based methods. Other methods, not addressed in the present manuscript, include vector-based methods, which take into account the length and the direction of saccades, other methods using the Mannan distance which only compare the spatial properties of the scanpaths, ignoring the temporal dimensions, methods based on saliency map comparisons—for a full review of these see [Le Meur and Baccino 2013]. String alignment methods, which have been used extensively in DNA sequencing, have also been used in eye tracking research for performing scanpath analysis, especially in user-experience research conducted on Web pages. Among these methods are the Multiple Sequence Alignment technique [Hembrooke et al. 2006], the String-edit algorithm [Hemminghous and Duchowski 2006], the ScanMatch algorithm [Cristino et al. 2010] and the eMINE algorithm [Eraslan et al. 2015]. The ScanMatch algorithm is an adaptation of the Needleman and Wunsch algorithm that takes into account fixation duration [Cristino et al. 2010]. Other algorithms that take into account fixation duration
exist, for instance, the Scanpath Trend Analysis algorithm [Eraslan et al. 2016]. In this research we exclude fixation duration to focus primarily on the transition order of participants’ scanpaths, which is of relevance in modelling human reasoning. Considering fixation duration would add complexity to the interpretation of the results, and is thus out of scope for the current paper. As an alternative, frequency-based methods can be used to perform transition analysis comparing parts of the participants’ scanpaths. To avoid ambiguity, here we distinguish transition analysis from analyses using string-alignment methods, and n-grams from subsequences as follows: transition analysis, which is the main focus of the current paper, is concerned with how often the viewer transits between two or more AOIs; this method focuses on n-gram frequency. Conversely, string-alignment methods, e.g., the analysis performed using the eMINE algorithm [Eraslan et al. 2014, 2015; Yesilada et al. 2013], are concerned with finding a subsequence, often the longest possible, that is common among a group of participants. If letters are used to name the AOIs, the scanpath of each participant can be coded using a string of these letters, which represents the order in which the participant visits the AOIs. An n-gram is a continuous sequence of n letters that are present in the scanpath in a certain order for which only adjacent letters are considered. Conversely, a subsequence is a set of letters, also part of the scanpath, for which adjacent letters may be omitted. It follows that the possible n-grams of the scanpath ABC are A, B, C, AB, BC and ABC; whereas the possible subsequences of this scanpath include all the n-grams above plus AC; thus, omitting the central letter B. Frequency-based methods count frequencies of n-grams and compare the distributions of these in different groups [Kübler et al. 2017]. A distance measure can be used to find significant differences between groups in terms of distributions of n-gram frequencies [Davies et al. 2016; Kübler et al. 2014, 2017]. These techniques have been applied more or less successfully to viewing artwork, search tasks, video game play, driving tasks, and medical image interpretation [Davies et al. 2016, 2017; Kübler et al. 2014, 2017].

Hidden Markov Modelling, another frequency-based method, works by generating probability distributions for sequences of AOI transitions. However, the composite probabilities generated using these models may not represent the aggregate subsequences across a group of scanpaths due to the fact that often they do not go beyond first or second order Markov chains [Goldberg and Helfman 2010a]. Nevertheless, these methods have been successful at modelling visual perception in simple tasks (e.g., face recognition) and are particularly useful when the AOIs are not defined a priori [Chuk et al. 2014]. It is worth noting that the distinctive property of Markov processes is that the next state (i.e., the target location of a saccade) is determined only by its current state (i.e., the location where a viewer is currently fixating). Although this assumption may be appropriate for simple perceptual tasks, it may not hold for tasks investigating high level cognition, such as probabilistic reasoning.

2.0.2 Research Objective. The aim of the present study is to investigate whether there is a relationship between the order in which people combine items of information in different tasks and a variable of interest (e.g., performance, treatment). It examines to what extent it is useful to consider n-grams longer than two to understand the difference in cognitive processes between two experimental groups of participants. We compare the analysis of n-grams of increasing length with a string alignment method and investigate what transition analysis can tell us about human cognition. To this end we perform secondary analyses of eye tracking datasets from three diverse studies.

3 METHOD

For each dataset, we counted the occurrences of n-grams of increasing length in participants’ scanpaths for two comparison groups (e.g., correct reasoners vs. incorrect reasoners). The frequencies were then normalized by the total count in a given group to obtain probabilities. This enables us to identify distinctive transitions between AOIs, of predefined variable lengths, that represent gaze behaviour in different groups of reasoners. After counting the occurrences of given n-grams, we then used an odds-ratio scale to find which n-grams have the largest relative frequency, and which are thus responsible for the largest difference in the distribution of n-gram frequency between two groups (e.g. correct vs. incorrect respondents)—see Equation 2. Odds-ratios values closer to 1 represent similarities in n-grams relative frequency (between groups),
whereas values larger or smaller than one represent differences in n-gram relative frequencies between the compared groups. The AOs in the stimuli were coded using letters that define a specific alphabet for each stimulus. The possible n-grams with a given alphabet were then calculated using combinatorics, and their occurrence in the scanpaths of the two comparison groups counted. These permutations were calculated by collapsing consecutive fixations in the same area (e.g., for AABCD we only consider ABCD). We thus limited our investigation to transitions between different AOs, as we are interested specifically in how people combine different items of information. Thus, for example, for an alphabet of ten AOs, we would have $10 \times 9 = 90$ 2-grams, $10 \times 9 \times 9 = 810$ 3-grams, $10 \times 9 \times 9 \times 9 = 7,290$ 4-grams and $10 \times 9 \times 9 \times 9 \times 9 = 65,610$ 5-grams. In the case in which the order of the fixations were not of interest for the analyst, this method could be generalized to comparisons which discard the order of the AOs within a subsequence—i.e., treating, for instance, 3-grams ABC, ACB, BAC, BCA, CAB and CBA all as equivalent. This could be accomplished by simply computing the possible combinations, instead of the permutations, of the AOs in the alphabet. Then, one would just need to count the occurrences of these combinations, as it was done in the present study, for calculating the frequencies and deriving the distributions. We use the Hellinger distance (see Equation 1) to determine the difference between the frequency distributions of n-grams between the two groups. This metric is commonly used in non-parametric methods, and provides a stable measure of difference between two discrete distributions that is not as sensitive to zero occurrences as other distances based on entropy—e.g., the Kullback-Leibler divergence [Hellinger 1909; van Erven and Harremoës 2014].

$$H(P, Q) = \frac{1}{\sqrt{2}} \sqrt{\sum_{x \in X} (\sqrt{p(x)} - \sqrt{q(x)})^2}$$  

(1)

A permutation test was used for performing statistical inference using the Hellinger distance—see Equation 1—where $P$ and $Q$ are the two distributions to be compared and $x$ is the vector of possible n-grams. This metric is a measure of how much two distributions overlap, and this was used as the dependent variable of the test. The distance between two distributions of n-grams (e.g. an n-grams distribution for the correct group Vs an n-grams distribution for the incorrect group) is a representation of the difference between two comparable samples. We wished to determine whether the difference between two groups was large enough to reject the null hypothesis that the two n-grams distributions came from the same population. This could show an association between a variable of interest (e.g., correctness) and eye-movement (e.g., n-grams distribution). This approach has two main advantages. Firstly, permutation tests are known to be robust against type one error [Wilcoxon 2010]. Secondly, using a permutation test allows us to obtain an estimate of the sampling distribution, the shape of which can then be analyzed to better understand the underlying behavior. This method was also used to find which n-grams were responsible for the largest difference between groups. Here we examined n-grams with a length of two to five. Longer n-grams were not compared as the potential number of n-grams rises exponentially, and the chance of a given n-gram occurring, therefore, drops dramatically beyond an n-gram length of three. It follows that the analysis of longer n-grams ceases to be useful if the aim of the analysis is to find repetitive patterns in the data that discriminate between groups [Kübler et al. 2017]. Furthermore, if certain n-grams were present in both groups with similar frequency, these would not be useful for finding differences between, for example, correct and incorrect respondents.

For comparison, we also performed scanpath analysis using a string alignment method (the eMINE algorithm) from Eraslan et al. [2015]. The eMINE method combines the Levenshtein Distance with the longest common subsequence technique. This algorithm is relatively easy to implement, is flexible without constraints on subsequence length, is not computationally intensive and appears to be efficient at finding the average common subsequence of a list of scanpaths in tasks often employed in user-experience research [Eraslan et al. 2014, 2015; Yesilada et al. 2013]. However, this method has not yet been applied to more complex tasks, such as probabilistic reasoning, and does not offer techniques for performing inferential statistics, such as comparing two or more groups of participants, assigned to different treatments. Nevertheless, this method should theoretically find a common subsequence with a non-predefined length within a list of scanpaths.

### 3.0.1 Datasets

We applied these methods to three datasets from different studies that had been conducted within our HCI research group; each one is a subset of the data obtained in the original study, selected for specific characteristics of the stimuli, which are explained below. We used datasets from studies investigating probabilistic reasoning and medical diagnosis, a form of expert reasoning. To show the versatility of our method, we also use a dataset from a study investigating the visual perception of paintings.

The first study (“Weather”) asked 49 participants to estimate the probability of rain given information about barometric pressure and historical weather data in a fictional city; in this study, participants had to solve a problem, which required Bayesian reasoning [Reani et al. 2018]. The data were presented with a graph (a tree diagram), and the experiment examined associations between eye movement and probabilistic reasoning ability. For this form of reasoning, expertise in a specific domain is not required. There was another subset in this study, which presented the same problem using Venn diagrams. We chose the “Tree” subset because this representation shows complete information, whereas the Venn representation showed only part of the data; thus, the former was more suitable for our purpose of investigating how people combine different pieces of information during reasoning tasks. The second dataset (“ECG”) was taken from a study investigating the relationship between ECG (electrocardiogram) interpretation and eye movements [Davies et al. 2016]. A group of 43 medically trained participants were asked to look at an ECG of a patient and infer the underlying medical condition. We used data from the “Anterior Lateral Stemi” stimulus of the original study. There were eleven other subsets related to other stimuli, which are omitted here. The Anterior Lateral Stemi was the only subset with fairly equal groups; i.e., the number of participants who answered correctly was similar to the number of participants who answered incorrectly. As the aim of the study was to compare groups, these groups needed to have similar, or at least comparable, numbers of participants in them. In these studies the AOs were defined by the experimenter, in a top down manner, over meaningful items of information (see Figure 1).
In both studies, the variable used to define participants was accuracy, i.e., whether they correctly answered the reasoning problem, or correctly inferred the ECG condition. The third dataset ("Art") was taken from a study which looked at the perception of paintings [Davies et al. 2017]. In this study 40 participants were asked simply to look at a series of paintings for ten seconds each. One group read a textual description of each painting before viewing it; the other group did not. The aim of the study was to determine whether the description influenced the way people subsequently viewed the painting. We used the subset related to the painting of “Sir Gregory Page-Turner” by Pompeo Batoni, as the other subsets were related to paintings showing scenery or abstract images, which were less suited to the aim of our study, which was to investigate how people combine distinctive (separated) pieces of information in laboratory tasks. The AOIs in this study were generated using a clustering algorithm (DBSCAN) over the fixation data, and were thus entirely data driven [Sander et al. 1998]. This dataset was used to assess whether the method proposed could be generalized to contexts for which participants are not asked to perform any particular task, and in which the AOIs are generated in a bottom-up fashion. In this study the groups were defined by the treatment—i.e., whether or not they read a description.

Figure 1: AOIs for the Weather problem (top left), the ECG problem (bottom left) and the Art study (right). The right image is the painting Sir Gregory Page-Turner held by the Manchester Art Gallery (image courtesy Manchester Art Gallery).

Figure 1 shows the AOIs of the three datasets. In the first two studies (top left and bottom left) the AOIs were defined by the experimenter, and represented specific items of information that were used by the participants to answer the problem. In the first study in which participants had to estimate the probability of rain (top right corner), B is the total number of days in a given period of time, C is the number of rainy days, D is the number of sunny days, E is the number of rainy days with low barometric pressure, F is the number of rainy days with high barometric pressure, G is the number of sunny days with low barometric pressure, H is the number of sunny days with high barometric pressure and I is the question. In the case of the ECG study, AOIs were defined over the ECG leads. AOIs in the painting study were defined using a clustering algorithm based on the concentration of fixations across the image, when considering all the participant data at once.

4 RESULTS

As an example, Figure 2 shows the fixation and the 2-gram heatmaps for the Weather dataset. On the left are the heatmaps auto-generated by the eye tracker, on the right are the heatmaps representing the frequency of 2-grams, for correct and incorrect groups. Some differences can be observed in the distribution of fixations across the screen, and in the 2-gram distributions between groups.

4.0.1 Analysis based on n-grams. The frequency of n-gram occurrences in the list of participants’ scanpaths drops exponentially as n-gram length increases (see Figure 3). The number of n-grams with zero hits in the 4-gram and 5-gram analysis was very large, with only a few n-grams occurring with a frequency higher than one. The frequency distribution for 2-grams and for 3-grams were much wider; they included several n-grams that were found up to 30 times across participants’ scanpaths.

Twelve permutation tests, with 10,000 permutations each, were performed to find significant differences (measured by the Hellinger distance) between two distributions of n-grams (correct vs. incorrect or description vs. no-description) for the three datasets, from 2-grams to 5-grams. These results are reported in Table 1. An example of the output is shown in Figure 4. This represents, for the Weather dataset, the distributions of distances of randomly sampled groups
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of 2-grams—i.e., two groups of comparable sizes were created 10,000 times, and the Hellinger distance was calculated for each pair, by randomly selecting samples (with replacement) from the full dataset. In the graph, the vertical continuous red line represents the distance between the Correct and the Incorrect groups.

Table 1: Hellinger distances between the distributions of n-grams and related p-values

<table>
<thead>
<tr>
<th>n-gram</th>
<th>Weather</th>
<th>ECG</th>
<th>Art</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H.dist</td>
<td>P.value</td>
<td>H.dist</td>
</tr>
<tr>
<td>2-gram</td>
<td>0.32</td>
<td><strong>0.02</strong></td>
<td>0.34</td>
</tr>
<tr>
<td>3-gram</td>
<td>0.65</td>
<td>0.29</td>
<td>0.67</td>
</tr>
<tr>
<td>4-gram</td>
<td>0.88</td>
<td>0.55</td>
<td>0.88</td>
</tr>
<tr>
<td>5-gram</td>
<td>0.96</td>
<td>0.71</td>
<td>0.97</td>
</tr>
</tbody>
</table>

From Table 1, it can be noted that the distance between the two distributions tends to increase when the length of the n-grams increases—i.e., as we go from 2-gram to 5-gram this distance gets closer to one, indicating a very large difference between the two distributions, for all three datasets. This is in line with the fact that as the n-gram length increases the uniqueness of these n-grams also increases. A significant p-value, for an alpha = 0.05, is found only for the 2-grams analysis in the Weather dataset. Another low p-value is found in the Art dataset, for the 3-grams analysis. The p-values in the present context are indicative of whether a difference between the n-grams distributions between two comparable groups was likely to be due by chance. Smaller p-values therefore indicate that this difference was unlikely to be caused by random errors, and was likely associated with the manipulation of the variable of interests (e.g., correctness). For these two permutation tests we determine which n-grams are responsible for the difference between the distributions by using the odds-ratio scale which is a representation of the differences in n-gram relative frequency between two groups. This is defined in Equation 2 in which $p$ (for group one) and $q$ (for group two) are the probabilities associated with each n-gram, normalized by the total of each of the groups. Their confidence intervals are also reported to demonstrate the precision of the odds-ratio scale.

\[
OR = \frac{p - q}{p + q} \tag{2}
\]

For the Weather datasets, the analysis of 2-grams shows that 2-gram CE (OR = 7.49, 95% CI [0.97, 57.57]) and 2-gram CH (OR = 6.314, 95% CI [0.81, 49.16]) had the largest odds ratios and 2-gram FB (OR = 0.19, 95% CI [0.019, 1.8]) and 2-gram GB (OR = 0.08 95% CI [0.01, 0.64]) had the smallest. For the Art datasets, the analysis of 3-grams shows that the 3-gram DCD (OR = 5.28, 95% CI [0.63, 44.11]) and 3-gram ADA (OR = 4.49, 95% CI [0.51, 37.77]) had the largest odd-ratios and 3-grams FAC (OR = 0.14, 95% CI [0.02, 1.2]) and 3-gram CAF (OR = 0.24, 95% CI [0.05, 1.18]) had the smallest. These n-grams are the locations where the distributions of n-grams differ most and they highlight important links between eye movement and the variable of interest.

The present method focuses mainly on drawing statistical inference from eye-tracking data which is used to explore cognitive processes in three different tasks. For this reason, one needs to extract enough data to be able to generalize the findings. As demonstrated by the current results, the use of longer n-grams would produce very different subsequences that are unique to some individuals. Nevertheless, as shown in Figure 3, there are some 4-grams and 5-grams with a frequency of five or more hits. These may expose some interesting patterns. However, most of these longer n-grams have odds-ratios close to one. This means that they were found in the scanpaths of participants from different groups with equal or
very similar frequency, and therefore did not serve to distinguish between the groups. The hit frequency of most of the 4-grams and 5-grams with odds-ratios large (or small) enough to show any difference was less than four, with only one exception. The 4-gram HDHG in the Weather dataset (OR = 5.62, 95% CI [0.68, 46.72]) is the only long n-gram with an odds-ratio deviating from 1, thus indicating a difference between groups, and a hit frequency higher than four.

When the length of the n-grams increases, the standard deviation of the distributions of the distances in the permutation tests tends to reduce (see Figure 5). This can also be seen in Figure 6, which represents the entire shape of the distributions across datasets. An extreme reduction in variance is not beneficial here because it introduces a narrowness bias, which results in an unrepresentative estimate of the sampling distribution [Hesterberg 2015]. This phenomenon suggests that the analysis of long n-grams may not provide any useful information as a large Hellinger distance and a narrow variance are unlikely to show any discriminative patterns of eye movement between groups of scanpaths. This provides evidence that 2-gram analysis, which considers transitions only from one location to another, is likely to be the most appropriate for most datasets. However, as shown in Figure 5 and 6, the variance in the distribution actually increases for the Art dataset when moving from 2-grams to 3-grams, and then it decreases slightly for longer n-grams. For this dataset the analysis of 3-grams may be more meaningful (see discussion). This is also consistent with the small p-value found in the permutation tests when analyzing 3-grams for this dataset.

4.0.2 Analysis based on string alignment. The scanpath length across all the conditions and datasets was very diverse, ranging from one to 130 characters (see Table 2).

String alignment methods such as the eMINE algorithm can be reductionist (i.e., they may produce a single short subsequence that is unable to capture an average behavior across the participants in a group) especially if there is a large diversity in participants’ scanpaths [Eraslan et al. 2015]. For instance, if the scanpath of a participant of one group is just one letter, this would collapse all the comparisons to that letter. To minimize this problem, we excluded from the analysis all the participants who had a scanpath length of less than eight characters, which was the smallest value of the first quartiles (Q1) for the datasets (see Table 2). This left 38 participants for the Weather dataset, 39 for the ECG dataset and 32 for the Art dataset. After analyzing the data with the eMINE algorithm we found that for the Weather and the ECG datasets the algorithm was unable to identify a common subsequence for either group. For the Art dataset, the algorithm identified the subsequence CCC for the group with the description of the painting and CA for the group without the description.

5 DISCUSSION
The analysis of n-grams shows that although the frequency of occurrence drops exponentially with an increase in n-gram length,
2-gram analysis may not be an optimal choice for every type of dataset. It appears that, at least for the Weather and the Art datasets, eye movement is related to performance/treatment. This is found only for 2-gram analysis in the Weather dataset and for 3-gram analysis in the Art dataset. The n-grams with the largest and smallest odds-ratios show the most distinctive gaze strategies adopted by different groups and the confidence intervals of these odds-ratios provide information about the reliability of these results. We also found a narrowness bias for the n-gram analysis with longer n-grams (4-grams and 5-grams). The variance of the sampling distribution decreases when moving from 2-grams to 5-grams and the rate of this decrease is dependent on the alphabet size. As shown in Figures 5 and 6, the variance decreases steeply for the ECG dataset for which the alphabet size is larger and less steeply for the Weather dataset for which the alphabet size is smaller. For the Art dataset, the variance increases slightly from 2-grams to 3-grams and then decreases more gradually towards longer n-grams. These results, in line with Kübler et al. [2017], indicate that longer n-grams may not provide useful information because as n-gram length increases participants’ eye movement patterns diverge further. However, when the alphabet size is small enough, increasing the length of the n-grams from two to three seems to be beneficial. Indeed, with an increase in the alphabet size from six AOIs (e.g., the Art dataset) to eight AOIs (e.g., the Weather dataset) we found a decrease in variance in the sampling distribution and a larger p-value as produced by the permutation tests. A heuristic for choosing the right length of n-gram for analysis could be to choose the length that yields the largest variance in the estimate of the sampling distribution. In our study, the length that yielded the largest variance was 2-gram for the Weather dataset and 3-gram for the Art dataset. This result points to the high reliability of short subsequences in scanpath analysis which is in line with past results obtained from analyses using HMM which, often, do not go beyond first or second order Markov chain, as there is seldom enough data to estimate a growing number of higher order probabilities [Goldberg and Helfman 2010a; Hayes et al. 2011].

The results from the analysis based on string alignment, using the eMINE algorithm [Eraslan et al. 2015], show that even when eliminating participants with scanpaths of less than eight characters, the algorithm was able to find a common subsequence only for the Art dataset, possibly due to the fact that the alphabet for this dataset was smaller (only six letters) than the other datasets (8 letters for the Weather and 13 letters for ECG datasets). With a larger alphabet size the diversity in the list of scanpaths can increase dramatically. These results suggest that this method might not be able to identify representative common subsequences in a group of participants’ scanpaths if there is a large number of AOIs. However, as mentioned by Eraslan et al. [2014], this phenomenon can be attributed to the hierarchical structure of the eMINE algorithm; by adding a constraint to prevent losing the AOIs present in all individual scanpaths in the intermediate steps performed by the algorithm, some representative subsequences can be obtained. Future research could explore the limitations of string alignment methods for eye tracking data analysis in reasoning research based on these results.

The limitation of our approach is that we cannot prove that the results from the n-gram analysis are accounted for by the size of the alphabet alone. The Weather dataset comes from an experiment in which the AOIs were generated top-down and the task investigated reasoning abilities, whereas the Art dataset comes from an experiment in which the AOIs were generated bottom-up and the task did not involve any reasoning. It is possible that these factors may have influenced the relationship between n-gram length and the narrowness of the sampling distribution. Future studies may be needed to clarify this. Nevertheless, this study is the first to address the issue of determining appropriate n-gram length in scanpath analysis, comparing this to a string alignment method, and provides evidence that scanpath analysis using n-gram based methods can provide insights into the differences in gaze behaviour between two groups.

ACKNOWLEDGMENTS

This work was supported by the Engineering and Physical Sciences Research Council (EPSRC).

REFERENCES


Effects of n-gram length in scanpath analysis ET RA ’18, June 14–17, 2018, Warsaw, Poland