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Abstract

ADVANCED INTERFERENCE ALIGNMENT TECHNIQUES FOR CELLULAR COMMUNICATION NETWORKS
Galymzhan Nauryzbayev
A thesis submitted to the University of Manchester for the degree of Doctor of Philosophy, 2016

The rapid growth of data hungry wireless applications has boosted the demand for wireless communication systems with improved reliability, wider coverage, and higher throughput. The main challenges facing the design of such systems are the limited resources, such as bandwidth, restricted transmission power, etc., and the impairments of the wireless channels, including fading effects, interference, and noise. Multiple-input multiple-output (MIMO) communication has been shown to be one of the most promising emerging wireless technologies that can efficiently enhance link reliability, improve system coverage, and boost the data transmission rate. Consequently, MIMO is now extensively adopted by many mainstream wireless industry standards, including 3GPP WCDMA/HSDPA, LTE, EVDO, WiFi, and WiMAX. By deploying multiple antennas at both transmitter and receiver sides, MIMO techniques license a new dimension (spatial dimension) that can be applied in various ways for combating the impairments of wireless networks. Furthermore, this new dimension has introduced a new concept known as Interference Alignment that can efficiently deal with the interference present in the wireless communication networks. In particular, IA is highly attractive in terms of providing more degrees of freedom compared to techniques such as TDMA/FDMA. With this in mind, this thesis will focus on studying and developing advanced techniques and algorithms for reducing interference in cellular communication networks.

The contributions of the thesis are as follows. Initially, a review is provided
to reiterate some basic concepts of wireless communications and discuss the challenges faced by the techniques that deal with interference mitigation. Next, Chapter 3 presents a novel IA based cancellation scheme that is proposed for combating the interfering signals present in the compounded MIMO broadcast channels, where the users experience a multi-source transmission from several base stations. After defining the interference channel (IC) interference and X-channel interference, the partial transmit beamforming matrices of the closed-form downlink scheme alleviate the corresponding types of interference. Applying the proposed scheme allows one to treat the multi-cell network as a set of single-cell MIMO network, which leads to the simultaneous BER performance enhancement and data rate increase. Moreover, a generalization scheme is given to assign the appropriate antenna configuration for achieving maximum DoF. Furthermore, Chapter 4 demonstrates a comprehensive analysis on the number of DoF achievable by exploiting the transmit beamforming technique. Additionally, the proposed scheme is able to provide the maximum data rate under a certain antenna setting or compute a transmitter-receiver configuration in order to meet the required number of DoF. Chapter 5 considers a modified IA scheme for the compounded MIMO network when different classes of users communicate in the overlapped area. Due to various antenna settings of each receiver, the effect of spatial correlation on the achievable data rate is investigated. Moreover, an algorithm is derived for calculating the antenna configuration for different users classes. Then, the proposed scheme is extended for the case of Large-scale MIMO, which in turn provides sufficient insights into the impact of the deployment of a large number of antennas. Finally, Chapter 6 presents an alternative design of the IA scheme with no symbol extension for the cellular MIMO network. Subsequently, a modified eigenvalue-based scheme is proposed to enhance the overall system performance. Finally, the achievable data rate is calculated under different CSI acquisition scenarios. Chapter 7 concludes the thesis and provides a list of potential future work directions for further investigation.
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Chapter 1

Introduction

1.1 Modern Wireless Systems

The formation of radio started from 1861 when Maxwell, inspired by Faraday work on electricity, published a mathematical theory of electromagnetic waves. And eventually, in 1887 H. Hertz proved the existence of these waves by using stationary waves, [3]. Since then, wireless communications have attracted a significant number of researchers, and, consequently, radio systems have emerged in various areas.

The best evidence of the successful commercialisation of radio waves is the fact that communication networks connect globally more than 7.4 billion mobile devices with further plans to achieve more than 11.5 billion devices by the end of 2019, [1]. In [1], Cisco forecasts a mobile data traffic growth of 57 percent at a Compound Annual Growth Rate (CAGR) from 2014 to 2019, reaching 24.3 exabytes per month by 2019, a tenfold increase over 2014 (Fig. 1.1).

To respond to the fast-growing need for wireless data traffic, the wireless communication industry is already preparing for beyond fourth-generation (4G) wireless systems where there are many challenges. One of such challenges is how to satisfy the demand for much higher data rates at more stringent latencies. Another main challenge to be addressed is the impact of higher network densification and the corresponding increase in interference, [4]. These challenges and many more are currently under discussion in the research community, e.g., [5, 6]. The aim of this thesis is to focus on devising advanced interference management techniques to enable higher data rates in future wireless communication systems.
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Figure 1.1. Global Mobile Data Traffic, 2014 to 2019, [1].

1.2 Motivation

Since future wireless systems require further cell densification to fulfil future demands, the volume of interference in the network will go up in proportion to the number of cells per area. As the cell size shrinks down more overlapping areas will appear in the network. In the case of a dense user distribution, a certain number of users can locate in the overlapping space built by the intersection of the base stations (BSs). Since the amount of power received from the interfering BSs is comparable to the power arriving from the serving BS, a mobile user in the overlapped area undergoes the worst network scenario where severe interference exists. Such users will experience low signal-to-interference ratio (SIR). Consequently, the user performance metrics such as bit error rate (BER) and sum rate degrade. This makes it important to analyse the performances of these users in a bid to find a way to improve their experience. Thus, as the interference becomes more intense, particularly for multiple-input multiple-output (MIMO) systems it becomes vital that novel efficient interference mitigation schemes should be developed to make possible for users under such scenarios to communicate successfully.
1.3 Key Contributions

The major contributions of this thesis are briefly listed below.

- A compounded MIMO broadcast channel (BC) scenario is proposed as a more appropriate design to model the dense cellular networks, where there are more users with high probability to be in the overlapped area. Accordingly, a closed-form interference alignment (IA) scheme is presented to deal with the interference. The proposed design converts the multi-cell network into a set of single-cell MIMO networks. Thus, BER of the user of interest matches the one achievable in the single-user MIMO (SU-MIMO) network. Moreover, the system performance, such as, sum rate, degrees of freedom (DoF) and computational complexity are investigated, and it is shown that the derived findings outperform the corresponding metrics of the benchmark techniques in the area.

- A comprehensive analysis of the DoF region is presented for the compounded MIMO BC network scenario. For a case study, an upper limit for the DoF metric is derived by solving a dual problem through linear programming. The proof of theoretical findings is demonstrated by comparing with the numerical results. Moreover, the minimum antenna configuration is calculated to achieve a certain number of DoF. Finally, a generalization of the proposed scheme is derived.

- Different classes of users are examined for the case of the compounded MIMO BC scenario. Due to a different antenna configuration at each receiver (Rx), an updated version of the proposed scheme with a lower complexity is designated. Moreover, the effect of spatial correlation is analysed to examine its impact on the network performances. Finally, the theoretical finding with appropriate supportive numerical results are presented for the case of Large-scale MIMO (LS-MIMO), when the transmitters (Txs) are deployed with a large number of antennas.

- An alternative closed-form IA-based interference mitigation scheme is presented for the case of the multi-cell downlink (DL) MIMO X-channel. Moreover, an eigenvalue-based method is utilized to achieve a higher data rate. The channel state information (CSI) mismatch is considered to evaluate its effect on the system performances.
1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 presents a literature review on the relevant background of MIMO systems. In addition, the issue of interference and the interference mitigation techniques utilized in different network layers are reviewed. Finally, modern techniques, generally known as IA algorithms, are introduced as a novel approach to deal with interference. Chapter 3 introduces a compounded MIMO BC scenario for the case of the densified multi-cell multi-user MIMO (MU-MIMO) network. A novel effective interference mitigation technique is proposed to enhance the achievable DoF and BER performances. Chapter 4 demonstrates the comprehensive analysis of the DoF region and respective upper limit of the DoF achievable in the compounded MIMO broadcast channel. The generalization of the proposed scheme is derived for identical and non-identical antenna configurations. Chapter 5 proposes different classes of users located in the area of interest in the compounded MIMO BC. Due to potential spatial correlation between the antennas, a modified low-complexity design of the interference mitigation technique is designated to consider various antenna configurations. Finally, the proposed scheme is expanded for the case of LS-MIMO. Chapter 6 examines the three-cell fully connected MIMO network. A novel closed-form IA scheme is developed and further enhanced by applying a search method which seeks the highest eigenvalue of the channel matrix. Additionally, an in-depth performance analysis is conducted in terms of the CSI mismatch, sum-rate and computational complexity. Chapter 7 concludes the thesis and outlines prospects for the future extension of the work.
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Chapter 2

Literature Review

In this chapter, we cover some basic concepts of wireless communications along with some advantages of MIMO signaling over single-input single-output (SISO) systems, wherein we review a diversity-multiplexing trade-off and describe various ways of CSI acquisition. Next, we discuss the forms of interference appearing in wireless networks and briefly go through some common interference management techniques used in the physical (PHY) and media access control (MAC) layers. Finally, we overview the-state-of-the-art in interference alignment techniques in wireless interference-limited networks.

2.1 MIMO System Model

Initially MIMO techniques were investigated for SU-MIMO network scenarios with multi-antenna nodes, [7], as shown in Fig. 2.1, where the transmitter (or base station, BS) and receiver (or mobile station, MS) are equipped with two antennas. The numbers of transmit and receive antennas are denoted as $N_t$ and $N_r$, respectively; the received signal can be written as

\[
\begin{bmatrix}
    y_1 \\ y_2 \\ \vdots \\ y_{N_r}
\end{bmatrix} =
\begin{bmatrix}
    h_{1,1} & h_{1,2} & \cdots & h_{1,N_t} \\
    h_{2,1} & h_{2,2} & \cdots & h_{2,N_t} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{N_r,1} & h_{N_r,2} & \cdots & h_{N_r,N_t}
\end{bmatrix}
\begin{bmatrix}
    x_1 \\ x_2 \\ \vdots \\ x_{N_t}
\end{bmatrix} +
\begin{bmatrix}
    n_1 \\ n_2 \\ \vdots \\ n_{N_r}
\end{bmatrix}
\] (2.1)
where $\mathbf{x} \in \mathbb{C}^{N_t \times 1}$ is the transmitted signal, $\mathbf{H} \in \mathbb{C}^{N_r \times N_t}$ indicates the channel matrix from transmitter to receiver, and $\mathbf{n} \in \mathbb{C}^{N_r \times 1}$ is the additive white Gaussian noise (AWGN) vector with variance $\sigma^2$ per entry at the receiver.

**Figure 2.1.** A single-cell SU-MIMO network with $N_t$ transmit and $N_r$ receive antennas.

The work in [8, 7, 9] forecasted remarkable spectral efficiencies for the multi-antenna systems when the channel undergoes rich scattering. Since *Long Term Evolution* (LTE) Release 8 exploits the SU-MIMO as a key technique and requires 75 Mb/s and 300 Mb/s for Uplink (UL) and Downlink throughput, respectively, [10], LTE Release 10 (LTE-Advanced) aims to obtain 500 Mb/s and 1 Gb/s for UL and DL, respectively. And one of the possible techniques to meet this target is multi-user MIMO which refers to the scenario when the multi-antenna BS simultaneously serves multiple users (Fig. 2.2).

**Figure 2.2.** A single-cell MU-MIMO network with three mobile stations.

Compared to SISO systems, [11], the MIMO technology provides substantial benefits such as
• **Diversity gain**: replicas of the transmitted signal are received at the receiver. Consequently, the probability that all copies are in deep fade tends to zero. This provides a more reliable recovery of the transmitted signal, [12]. The diversity gain can be gleaned in both multiple-input single-output (MISO) and single-input multiple-output (SIMO) systems as well.

• **Power gain**: signal-to-noise ratio (SNR) at the receiver can be increased by coherently combining the received signals and/or by allocating more power to a transmit antenna with a better gain which enriches the reception quality. It is worth mentioning that a power gain can be gleaned in SIMO systems as well. In the case of the availability of CSI at the transmitter (CSIT), MISO systems are also able to deliver power gain.

• **Multiplexing gain or DoF**: the transmitter deployed with multiple antennas can simultaneously send parallel independent data streams to the receiver using the same radio frequency bands for all data streams. In contradistinction to the power and diversity gains which can be obtained for MISO and SIMO systems, the DoF is only achievable in MIMO systems.

• **Interference suppression**: under the case of usage of the same time and frequency resources, any data stream transmitted to a certain user causes interference to all unintended users in multi-user systems. The deployment with multiple antennas enables us to efficiently null out interference coming from the other transmitters. For the DL communication scenario, interference can be pre-cancelled by precoding techniques.

### 2.1.1 Diversity and Multiplexing Trade-off

The two key MIMO advantages mentioned above as the diversity and multiplexing gains oppose each other, i.e., an increase of one respectively causes a reduction in the second, and vice versa. The diversity-multiplexing trade-off is indeed the trade-off between the data rate and error probability of the system, [13].

Spatial diversity techniques are designed to exploit multiple antennas for further enhancement of the reliability of data transmission, [14]. In [15, 16], an upper bound for pairwise error probability (PEP) of space-time codes is derived as

\[
P_{x\rightarrow e} \leq \alpha_c \left( \frac{E_s}{4N_0} \right)^{-N_r N_t},
\]  

(2.2)
where $x$ and $e$ are the transmitted and erroneous codewords. $E_s$ and $N_0$ denote the power levels of the signal and background noise, respectively, while $\alpha_c$ indicates a function of the channel and codeword and does not depend on the SNR. From (2.2), the maximum diversity order can be given as

$$q_{\text{max}} = -\lim_{\text{SNR} \to \infty} \frac{\log_2 P_e(\text{SNR})}{\log_2(\text{SNR})} = N_r N_t,$$

(2.3)

where $P_e$ is the average error probability, and the channels between the transmit and receive antennas are assumed to fade independently.

Besides providing diversity to improve the transmission reliability, MIMO channels enables us to achieve a higher rate than SISO channels. To provide the spatial multiplexing gain, the transmission strategy is to split the data set into parallel simultaneous substreams, where each substream can be coded and modulated independently. In [7], it was shown that for high SNR the channel capacity with independent and identically distributed (i.i.d.) Rayleigh fading is given by

$$C(\text{SNR}) = r \log_2 (\text{SNR}) + O(1),$$

(2.4)

where $r = \min(N_r, N_t)$ stands for the rank of the channel matrix $H$. This indicates that the channel capacity increases with SNR as $r \log_2(\text{SNR})$, i.e., $r$ times faster than the capacity of SISO channels. In other words, the MIMO channels can be regarded as $r$ parallel channels, where $r$ is equal to the number of DoF defined as the pre-log factor of the sum rate, [17, 18],

$$\eta = \lim_{\text{SNR} \to \infty} \frac{I(\text{SNR})}{\log_2 (\text{SNR})} = r,$$

(2.5)

where $I(\text{SNR})$ and $\eta$ are the achievable sum rate and DoF at a given SNR, respectively.

Finally, combining the above equations, the optimal diversity-multiplexing trade-off can be defined as, [13],

$$q_{\text{opt}}(i) = (N_r - i) (N_t - i), \quad \forall i \in \{0, \ldots, r\},$$

(2.6)

for $N \geq N_r + N_t - 1$, where $N$ is the transmitted block length.

This result shows that one is able to obtain the data rate increase which
grows with SNR if the diversity order is reduced from the maximum achievable one. This trade-off implies that a higher spectral efficiency comes at the price of reduced diversity, and vice versa.

### 2.1.2 Channel State Information

Assuming perfect CSI is highly idealistic because in practice CSI is replaced by imperfect estimates of the channel which can degrade the network performance. The following model, [19], can be exploited to understand the impact of imperfect CSI on the system performance

\[
\hat{H} = H + E,
\]

(2.7)

where \(\hat{H}\) indicates the mismatched channel, \(H \sim \mathcal{CN}(0, I)\) is the real channel realization, and \(E\) is the error matrix assumed to be independent of \(H\). Then, \(E\) can be defined as \(\text{vec}(E) \sim \mathcal{CN}(0, \tau I)\) with an error variance, \(\tau\), given by, [20],

\[
\tau = \beta \rho^{-\alpha}, \quad \alpha \geq 0, \beta > 0,
\]

(2.8)

where \(\rho\) is a nominal SNR, and \(\alpha\) and \(\beta\) are constants used to define various CSI scenarios. Thus, the error variance \(\tau\) can depend on the SNR \((\alpha \neq 0)\) or be independent of the SNR \((\alpha = 0)\).

- **CSI Feedback**: when \(\alpha = 0\). In this case, the channel realization is estimated by transmitting the pilot signals, and then the quantized channel estimate is fed back to BS via a dedicated feedback channel (common in frequency division duplex (FDD) systems). The level of the CSI mismatch is mainly determined by the quantization error. Moreover, the feedback delay can also affect the CSI quality, i.e., when the channel coherence time is less than the feedback delay, CSI derived at the BS can be outdated.

- **Mismatched Reciprocal Channels**: when \(0 < \alpha < 1\). This scenario can be described by the substantial power imbalance between the transmitter and receiver sides, i.e., the power coming from the feedback channel is much smaller than the downlink channel power.

- **Reciprocal channels**: when \(\alpha = 1\). In a wireless communication system using antenna arrays, CSIT can substantially improve the capacity of the
wireless link. In a time division duplex (TDD) system, CSIT can be obtained by exploiting the reciprocity of the wireless channel via sending pilot signals. Therefore, the downlink and uplink channels are reciprocal since they share the same frequency band. Then, the channel estimate is affected by error $E$ which depends on the noise level at the BS and the pilot power, also known as a pilot contamination, [21, 22, 23]. Thus, the channel error estimation decreases when SNR increases.

Moreover, perfect CSI can be modeled as $\alpha \to \infty$.

Then, conditioned on $\hat{H}$, [24], the real channel matrix can be expressed as follows

$$H = \hat{H} + \tilde{H},$$

(2.9)

where $\tilde{H} \sim \mathcal{CN}(0, \frac{1}{\tau + 1}I)$ and $\hat{H} \sim \mathcal{CN}(0, \frac{\tau}{\tau + 1}I)$, [25, 26, 27].

**Justification of the channel modeling**

Suppose $X$ and $Y$ are independent random matrices that are Rayleigh distributed as follows

$$X \sim \mathcal{N}(0, I),$$
$$Y \sim \mathcal{N}(0, aI),$$
$$Z = X + Y,$$

where $a$ is a scalar.

Then, entries of the random matrix $Z$ are drawn from distribution given as $\mathcal{N}(0, 1 + a)$, [28], because

$$Z \sim \mathcal{N}(\mu_Z, \sigma_Z^2 I)$$
$$= \mathcal{N}(\mu_X + \mu_Y, (\sigma_X^2 + \sigma_Y^2)I)$$
$$= \mathcal{N}(0, (1 + a)I),$$

where the effective mean $\mu_Z$ equals zero ($\mu_X = \mu_Y = 0$) and the variance $\sigma_Z^2$ is given by the sum of these variances.

Conditioning the sum of matrices on $Z$ by $\sqrt{1 + a}$ results in, [24],

$$\frac{Z}{\sqrt{1 + a}} = \frac{X}{\sqrt{1 + a}} + \frac{Y}{\sqrt{1 + a}}.$$
which in turn can be rewritten by using other terms as
\[
\hat{Z} = \hat{X} + \hat{Y},
\]
where new matrices can be defined as follows
\[
\hat{Z} \sim \mathcal{N}\left(0, \frac{1 + a}{1 + a} I\right) = \mathcal{N}(0, I),
\]
\[
\hat{X} \sim \mathcal{N}\left(0, \frac{1}{1 + a} I\right),
\]
\[
\hat{Y} \sim \mathcal{N}\left(0, \frac{a}{1 + a} I\right).
\]
Consequently, the channel and its estimate are not biased. However, regarding the matrix independence, the conditioned matrices cannot be treated as independent ones if they are conditioned on the other matrix. This is based on the concepts of probability theory such as a conditional probability and conditional expectation: conditioning means that we restrict ourselves to a certain condition that consequently leads to the fact that the two conditioned RVs become dependent random variables.

2.2 Capacity Increasing Techniques

The evolution of mobile terminals and the popularity of wireless networks have exacerbated the demand for increased capacity. Thus, the network capacity of wireless systems has to be enhanced to meet the Quality of Service (QoS) requirements of mobile applications. With this, telecommunication operators and vendors have also forecast the further exponential growth of the network data load, [1]. Consequently, the current situation in wireless systems requires new techniques to support the observed demands for next-generation wireless networks.

Since a link capacity in wireless networks is not constant and depends on many factors such as the transmission power over the link and interference caused by transmission over the other links, the cell capacity may not support the exponentially increasing number of users. Therefore, cell splitting and sectoring are common techniques employed for increasing the capacity of cellular communication systems. In other words, a cellular network can be classified as Homogeneous
Networks (HomoNet) with only macrocell deployed and Heterogeneous Networks (HetNet) with both macrocell and small cells, [29].

The cell-splitting technique subdivides a congested cell into smaller cells, called microcells. Each microcell is equipped with a BS that is reassigned a frequency band. Due to a smaller size of the microcell, an antenna has a reduced height and a reduced transmission power so that the receiving power at the new and old cell boundaries are equal to each other. After a cell is split into microcells, changes in the frequency plan are required to retain the frequency reuse constraint. On the other hand, this also increases the number of handoffs between cells for moving users. The large amount of signaling for handoffs reduces the spectral efficiency. Picocells and femtocells further reduce the size of a microcell, [30, 31]. They provide better coverage in some locations and enable higher data rates at a significantly lower cost than a macrocell/microcell BS. The cellular BSs are interconnected via an existing access network.

The cell-sectoring technique replaces a single omnidirectional antenna at the BS by several directional antennas, typically three sectors of 120° each, [29]. These directional antennas can be made of patched antenna arrays. Unlike omnidirectional antennas, the directional antennas interfere only with the neighbouring cells in their directions. When a cell is sectorized into $N$ sectors, interference power is reduced by roughly a factor of $N$ under heavy loading. Cell sectoring also suffers from a considerable loss in trunking inefficiency, which can be a major concern for operation.

A more complex method to increase the system capacity is to use smart antenna techniques, [29, 32, 33]. Antenna arrays are used to generate beam patterns for each of the desired users while rejecting all interfering signals. Due to the excellent interference rejection capability, each BS can cover a wider area. The smart antenna technique achieves a significant improvement in system capacity. Smart antennas can be either a switched-beam or an adaptive array system. The switched-beam system continually chooses one pattern from many predefined patterns to steer towards the desired user. This method is incapable of enhancing the desired signal when an interfering signal is close to it, since the beam patterns are predefined. This problem can be solved by using an adaptive array, which creates a beam pattern for each user adaptively by enhancing the desired signal and suppressing all interfering signals. Adaptive antenna array techniques are much more complex for implementation.
2.3 Interference Management in Cellular Communication Networks

When several source nodes communicate in wireless networks at the same time, a certain phenomenon, interference, appears due to the nature of wireless transmission. In the downlink of LTE system, mobile users commonly suffer from different types of interference. In the case of SU-MIMO, the received signal includes a linear combination of multiple streams, which causes inter-stream interference which can be cancelled at the receiver side without requiring any additional information. On the other hand, for the MU-MIMO scenario, where a BS communicates with many users simultaneously using the same time-frequency resources, the received signal at each mobile user suffers from interference caused by the signals intended for the other receivers served by the same BS, and the corresponding interference is called inter-user interference (IUI). The cell-edge user endures inter-cell interference, i.e., interference caused by the signals sent from the adjacent cells to their mobile users using the same frequency band. To mitigate the above types of interference, receivers need to apply different interference cancellation schemes. Inter-user interference cancellation may require knowledge of the precoding matrices of the other MSs that one wishes to cancel, e.g., IUI can also be mitigated because of the extreme narrow beam by exploiting large number of antennas at the transmitter side, [34]. Even with extremely low intra-cell interference, inter-cell interference (ICI) is a great challenge that severely limits the network performance, especially for the cell-edge users. Moreover, the inter-cell interference cancellation requires channel estimates between the interfering BSs and users. Since the degrees of freedom, e.g., time, frequency bandwidth and number of orthogonal codes, are limited, interference becomes an inevitable issue. Therefore, it is essential to capture all the forms of interference present in different network layers. In the following sections, we consider only the PHY and MAC layers.

2.3.1 PHY Layer

Interference mitigation in the physical layer implies that techniques are employed to reduce the impact of interference during the transmission or/and after the reception of the signal. A number of different techniques to address the issue of MU-MIMO downlink transmission and reception were proposed in [3, 12].
Detection Techniques

When transmit antennas in MIMO systems transmit different symbols simultaneously, the signals are summed on each receive antenna and the receiver subsequently has to separate them in order to detect the desired message. If each transmit antenna is considered as user, the system can be thought of as a multiple access system and multi-user detection techniques can be employed by the MIMO system. This section reviews several basic linear and nonlinear multi-user detection techniques.

Zero-Forcing Detection

The received signal vector has a form

$$y = Hx + n = \sum_{i=1}^{N_t} h_i x_i + n,$$

(2.10)

where $h_i$ indicates the $i^{th}$ column of $H$, channel between the transmitter and receiver sides. $x_i$ is the symbol of the data vector $x$ transmitted from the $i^{th}$ antenna. Regarding the data stream $l$ ($1 \leq l \leq N_t$), the received signal can be rewritten as

$$y = h_l x_l + \sum_{i \neq l} h_i x_i + n,$$

where the $l^{th}$ data stream is subject to the interference given by the second term. A simple approach to decode the desired data is to project the received signal onto the subspace orthogonal to the one spanned by the vectors $h_{i \neq l}$, thus nullifying the inter-stream interference. Such projection operation is called Zero-Forcing (ZF) given by the Moore-Penrose pseudo-inverse, [35],

$$G_{ZF} = \begin{cases} (H^H H)^{-1} H^H, & \text{if } \text{rank}(H) = N_t, \\ H^H (HH^H)^{-1}, & \text{if } \text{rank}(H) = N_r. \end{cases}$$

(2.11)

The ZF detection filter at the receiver side is actually the left inverse of the channel matrix $H$ from (2.11). The estimation of the transmitted data vector $\hat{x}_{ZF}$ is

$$\hat{x}_{ZF} = x + G_{ZF} n.$$

(2.12)
Accordingly, an error covariance matrix $R_{ZF}$ of the ZF detection can be obtained as

$$R_{ZF} = E \left\{ (\hat{x}_{ZF} - x)(\hat{x}_{ZF} - x)^H \right\} = \sigma_n^2 G_{ZF} G_{ZF}^H.$$  

(2.13)

From (2.12), for the case of ill-conditioned channels, the noise power can be significantly enlarged by $G_{ZF}$, and consequently the BER performance of the ZF detector will be greatly reduced. This is known as noise enhancement in wireless communications.

**Minimum Mean Square Error Detection**

The minimum mean square error (MMSE) technique is an optimal detector that tries to balance between interference cancellation and reduction of noise enhancement. To reduce the noise amplification caused by the ZF detector, the MMSE criterion takes into account the noise term and is based on the following

$$G_{MMSE} = \arg \min_G E \{ \|Gy - x\| \}.$$  

(2.14)

The $G_{MMSE}$ can be easily derived as

$$G_{MMSE} = (H^H H + \rho^{-1} I)^{-1} H^H,$$  

(2.15)

with respect to the orthogonality principle $E \{ \|Gy - x\| y^H \} = 0$, and $\rho$ stands for the SNR.

Spatial interference can be mitigated since the non-diagonal terms of $G_{MMSE} H$ are smaller than the diagonal terms and can be neglected in a suboptimal receiver. As a result, some residual spatial interference remains, but as an approximation it can be disregarded. Therefore, a better performance can be obtained by performing the MMSE detection since the multi-user interference (MUI) mitigation is balanced with noise enhancement.

**Successive Interference Cancellation**

In the above, we considered two linear detection schemes that utilize separate filters to detect the data streams. However, when the data messages are decoded successively, the outcomes of previous detectors can be exploited to facilitate the detection of the next data streams by utilizing appropriate algorithms including successive interference cancellation (SIC), [36, 37], parallel interference cancellation (PIC) [38, 39], and multi-stage detection [40, 41]. However, for the sake of
brevity, only successive interference cancellation is considered.

The Vertical-Bell Laboratories Layered Space-Time (V-BLAST) detection scheme is a good example that employs ZF-SIC with optimal ordering, [42]. The key idea of SIC detection is layer peeling, that is, the first symbol is decoded first, and then the decoded symbol is cancelled in the next layer peeling. Assuming that the detector decodes the first symbol correctly, the result can be used to mitigate the interference from the received vector regarding the symbols due to be decoded. By layer peeling, the interference caused by the already detected symbols is cancelled. The conventional structure of the SIC detection was given in [3, 42], and multiple channel inversion operations are required, which increases the computational complexity. For the case of ZF-SIC, the importance of the SIC usage is to reduce the effect of noise enhancement since the interference is already nulled due to the ZF technique. The ordering is based on the norm of the nulling vector, when at each stage of cancellation, the nulling vector is chosen that has the smallest norm to detect the corresponding data stream. The nulling vector $g_1$ (the first row of the detection matrix $G$) filters the received vector $y$ as

$$\hat{x}_1 = \text{sgn} \left( g_1^T y \right),$$

where $\text{sgn} \left( \cdot \right)$ indicates a function that extracts the sign of a number.

Assuming $\hat{x}_1 = x_1$, by substituting $x_1$ from the received signal, the modified received signal can be rewritten as

$$y_1 = y - (H)_1 x_1,$$

where $(H)_1$ indicates the first column of the channel matrix $H$. After detecting the first stream, the first channel column of $H$ can be eliminated because it becomes useless. This operation needs to be repeated by $N_t$ times until all the transmitted symbols are detected. The post-detection SNR gradually increases for each next symbol.

**Precoding Techniques**

All transmitter-based techniques that facilitate the detection at the receiver side are known as precoding methods, [43]. In downlink cellular networks, it was shown that significant throughput gains can be achieved if the base station is deployed with multiple antennas, [18]. Although using multiple antennas at the BS
results in higher multiplexing gains, the multi-user scenario can be highly affected by interference, i.e., each transmitted signal intended for a specific receiver causes multi-user interference to other receivers in the network. The advantages of MU-MIMO systems can be obtained by utilizing precoding techniques, for instance, in MU-MIMO systems precoding is essential to mitigate or minimize MUI. The current challenges and problems for MU-MIMO precoding can be listed as

- The BER and sum-rate performances
  Unlike the receivers in SU-MIMO systems, the users in MU-MIMO receive the signal affected by the noise and the inter-antenna and multi-user types of interference. However, the traditional ZF and MMSE-based precoding techniques can be still utilized in the MU-MIMO systems, they decrease the sum rate and BER performances, [43].

- Computational complexity
  With precoding schemes realized at the transmitter side, the required computational power at each mobile station can be significantly reduced, and, consequently, the user architecture can be simplified, [12]. To achieve the maximum diversity order, MU-MIMO BC needs to be decomposed into multiple individual parallel SU-MIMO channels because of the MUI. And traditional techniques used for the channel parallelization come at the price of the considerable computational complexity. Therefore, it is regarded as a challenge to design an appropriate precoding technique that simultaneously provides the acceptable overall performance and low computational complexity.

- Scalability for a large number of antennas
  In [44], the authors demonstrated that Large-scale MIMO systems can dramatically improve the achievable rate and channel reliability and can be very promising for the next generation of wireless communication systems. However, the proposed schemes in the literature are not always applicable and scalable to the case of Large-scale MIMO.

There are two main reasons that the precoding techniques are so important in wireless MIMO systems. One is that the precoding scheme is usually realized at the transmitter side before a signal transmission, and accordingly prevents the performance loss provoked by the interference and fading. Thus, the performance
of the MIMO system can be enhanced. On the other hand, it is well-known that a power supply at the transmitter side is usually not an issue and, subsequently, the base station has a tremendous computational capacity. Therefore, if the detection process moves to the transmitter side, the complexity of the user device can be reduced and an immense amount of power can be saved which is very important to consider in terms of the mobility of a mobile station.

There are various precoding schemes, each of which has been designed to meet a certain criterion, [11]. Based on how the transmitted signals are related to the input data streams, the precoding techniques are categorized as linear and nonlinear. Linear precoding can be outlined by its simplicity since the received signal is represented by a weighted version of the original data signal transformed at the transmitter. The nonlinear precoding can be characterized by nonlinear processing and achieves better performance compared to the linear precoding algorithms. However, nonlinear precoding techniques such as a dirty paper coding (DPC), [45, 46], and Tomlinson-Harashima precoding (THP), [47, 48], can be characterized with high complexity compared to the linear schemes.

**Linear Precoding**

To give a brief explanation of this precoding technique, we consider the simplest transmission scheme for multi-antenna downlink which is a linear channel inversion (CI), [49, 50], by which interference can be pre-cancelled at the BS to enable each mobile station to receive its intended interference-free signal. Note that the number of single-antenna receivers $N$ has to be equal to or less than the number of available transmit antennas $M$, i.e., $N \leq M$. The BS aims to transmit a data vector $\mathbf{s} \in \mathbb{C}^{N \times 1}$ which symbols are designed to different $N$ receivers. Assuming the CSI available at the transmitter, the data signal $\mathbf{x}$ in (2.1) transmitted from the base station can be expressed as

$$\mathbf{x}_{CI} = f_{CI} \Phi_{CI} \mathbf{s}, \quad (2.16)$$

where the precoding matrix is $\Phi_{CI} = \mathbf{H}^H \left(\mathbf{H}\mathbf{H}^H\right)^{-1}$, and the scaling factor $f_{CI}$ can be defined as, [49],

$$f_{CI} = \frac{1}{\sqrt{\text{trace} \left(\left(\mathbf{H}\mathbf{H}^H\right)^{-1}\right)}} \quad (2.17)$$

where $\mathbb{E}\{\mathbf{s}\mathbf{s}^H\} = \mathbf{I}$. After substitution, the received signal (2.1) can be presented
as follows

\[
y_{CI} = \sqrt{P} H x + n
= \sqrt{P} f_{CI} H \Phi_{CI} s + n
= \sqrt{P} f_{CI} \underbrace{H H^H (H H^H)^{-1}}_{\text{interference cancellation}} s + n
= \sqrt{P} f_{CI} s + n,
\]  

(2.18)

where \( P \) is the transmit power. As shown, all the intra-cell interference is cancelled and each mobile station receives a scaled version of the transmitted signal which can be easily recovered. And, consequently, the output SNR of each mobile station is equal to

\[
\rho_{CI} = \frac{P f_{CI}^2}{\sigma^2}.
\]  

(2.19)

Due to the fact that some signals can experience a deep fade, the channel matrix might be ill-conditioned. Thus, taking the inverse of the \( H H^H \) can be challenging. In this case, an addition of the appropriate identity matrix before inverting can significantly improve the CI performance. The modified CI technique is named as the Regularized Channel Inversion (RCI), [49, 51]. Therefore, the signal transmitted from the BS can be written as

\[
x_{RCI} = f_{RCI} \Phi_{RCI} s,
\]  

(2.20)

where the RCI precoder is defined as follows

\[
\Phi_{RCI} = H^H (H H^H + \varepsilon I)^{-1},
\]  

(2.21)

where \( \varepsilon \) indicates the regularization parameter given as \( \varepsilon = N \rho^{-1} \) where \( \rho \) is the nominal SNR, [51]. The scaling factor can be then expressed in the same manner as for CI precoding as

\[
f_{RCI} = \frac{1}{\sqrt{\text{trace} \left[ (H H^H + \varepsilon I)^{-1} HH^H (H H^H + \varepsilon I)^{-1} \right]}}.
\]  

(2.22)
where this factor satisfies the unity power constraint at the BS. If the CI precoding cancels all the interference, the RCI precoding scheme allows to have some interference in the received signal.

**Nonlinear Precoding**

Though RCI provides a linearly increasing transmission rate with respect to the number of antennas it is still far from achieving the theoretical capacity of a MIMO channel. A step towards achieving this goal has been proposed in [52, 53, 54]. Theoretical work of Costa in [45] showed that the capacity of fading channel with interference is equal to that of an interference-free AWGN channel under the assumption that the transmitter has knowledge of the interference. In practical downlinks, the knowledge of CSI and all symbols to be transmitted allows the expected interference to be measured. Therefore the potential for achieving AWGN channel capacity exists. The aforementioned conclusion stimulated research towards this direction and subsequently introduced “dirty paper” precoding techniques, [54].

![Figure 2.3. A block diagram of DPC in MIMO systems.](image)

In more practical MIMO systems, the dirty paper coding, [54], can be applied as shown in Fig. 2.3. A perturbation quantity is added to the signal to be transmitted such as

$$\tilde{s}(i) = s(i) + \kappa p(i).$$

(2.23)

Then the CI-processed received signal can be written as

$$y(i) = f_{CI} H H^H (H H^H)^{-1} \tilde{s}(i) + n(i)$$

$$= f_{CI} (s(i) + \kappa p(i)) + n(i)$$

(2.24)

The initial symbols can be retrieved by dividing by $f_{CI}$ and applying the modulo operation

$$\hat{s}(i) = \text{mod}_\kappa \left( \frac{1}{f_{CI}} (f_{CI} \tilde{s}(i) + n(i)) \right)$$
= \text{mod}_\kappa \left( s^{(i)} + \kappa p^{(i)} + \frac{n^{(i)}}{f_{CI}} \right) \\
= s^{(i)} + \text{mod}_\kappa \left( \frac{n^{(i)}}{f_{CI}} \right). \quad (2.25)

The base of the modulo operation \( \kappa \), which is used in the precoding in (2.23) is calculated as
\[
\kappa = 2 \left( \mu_{\text{max}} + \frac{\Delta}{2} \right), \quad (2.26)
\]
where \( \mu_{\text{max}} \) and \( \Delta \) indicate the largest magnitude of the symbol constellation and the spacing between the constellation points, respectively. Due to the noise term in (2.25), it is obvious that the scaling factor should be increased.

### 2.3.2 MAC Layer

If interference in the physical layer is not fully removed, then how to design MAC layer will be an issue.

The interference between multiple sessions is the prevailing challenge for the multi-source networks comprising of multiple Tx-Rx pairs. Currently, in wireless networks, interference is mainly treated in two main ways. First, interference in some systems can be avoided by orthogonalization, i.e., at any given point in frequency domain (or time), only one transmitter is active. On the other hand, interference can be ignored by treating it as additional noise, i.e., some communication strategies can deal with increased noise level. These strategies can be adopted to the collision avoidance and detection MAC protocols and cell planning in cellular systems. However, from the fundamental perspective, these two treatments are not sufficient to obtain optimal performance. In [55, 56], it was shown that decoding interference first and then decoding the intended message can enhance the achievable rate region compared to orthogonalization and treating interference as additional noise when the cross-channel gains are sufficiently large.

The most conventional technique dealing with the ICI is to manage the frequency usage over different network channels. The network elements utilize frequency reuse planning algorithms to restrain or assign certain resources (frequency and time) and power levels among users in different cells. These techniques aim to enhance the signal-to-interference-plus-noise ratio (SINR) and allow the network to support the maximum number of users; at the same time, they
must meet the power constraint in each cell by ensuring that the transmission power allocated to the BS does not exceed the maximum acceptable. The most common concept of interference avoidance schemes lies in a classification of users according to their average SINR to a number of users classes (cell regions). Then, these schemes apply different reuse factors to frequency bands utilized by different cell regions.

Interference avoidance techniques can be classified as static and dynamic. Static methods include conventional hard frequency planning schemes, fractional frequency reuse (FFR), [57, 58, 59], partial frequency reuse (PFR), [60, 61], and soft frequency reuse (SFR), [62, 63]. Static allocation schemes can be characterized by a radio planning process during which the resources allocated to each cell and cell region are calculated and evaluated and only their long-term readjustments can be performed during the network operation. This implies that a certain set of the allocated subcarriers and power levels is static. It is relatively easy to implement these schemes as they do not require frequent signalling flow among involved BSs. However, once this allocation algorithm is employed, it is difficult to modify the major frequency distributions, [64]. Accordingly, these techniques do not meet dynamic demand changes per sector as it adapts to the cell loads only by changing power used over different subcarriers. This consequently leads to significant performance degradation in terms of cell and user throughput, [65]. Hence, it is found to be critical to design the interference coordination schemes that can adapt to different network interference conditions, user traffic load, and user distribution in order to maximize the total network throughput. Cell coordination means that the interference reduction is performed in real time by using adaptive algorithms to efficiently control the resource usage among cells without apriori resource partitioning. However this solution represents a flexible framework with no required apriori frequency planning, it may need extra signalling between the involved BSs to perform the required coordination; this can be considered as an issue related to both overhead and delay. Coordination-based schemes can be categorized, based on the level of coordination, into four main categories: centralized, [66, 67, 68], semi-distributed, [61, 69], coordinated-distributed, [63, 70], and autonomous-distributed, [71, 72].
2.4 Interference Alignment

In multi-source networks, one of the main challenges is the interference arising from the simultaneous transmission of other sessions. As a result, it becomes extremely important for the overall network performance to efficiently manage interference from other sessions.

![Diagram of three-cell interference network with single antenna per node.](image)

Figure 2.4. Transmission modes in the three-cell interference network with single antenna per node, [2].

The traditional approaches, i.e., orthogonalization, characterizing it as noise, and interference decoding, turn out to be significantly suboptimal for general multi-source networks. Now the importance of IA in wireless interference networks can be more pronounced with the help of DoF. Interference alignment was proposed in [2] to achieve the optimal degrees of freedom of $\frac{K}{2}$ for the $K$-user
Gaussian interference channel (IC) with time-varying channel coefficients and minimizes the overall interference space by aligning the interfering signals from the undesired transmitters at each receiver. Considering that orthogonalization only provides one degree of freedom, IA can significantly improve the degrees of freedom region of the $K$-user IC, especially for large $K$.

By exploiting a diversity of tools from linear algebra, algebraic geometry as well as coding and traditional Shannon theory, the concept of interference alignment was successfully adapted to various network environments such as MIMO interference channels, [17, 73, 74], X-networks, [75, 76], cellular downlink and uplink, [77, 78, 79], lattice alignment, [80, 81, 82, 83], asymptotic alignment, [2, 84], asymmetric complex signal alignment, [85, 86], opportunistic alignment, [87, 88], ergodic alignment, [89, 90, 91], two-way communication networks, [92, 93, 94], blind alignment, [95, 96, 97], and retrospective alignment schemes, [98, 99], multicast and compound networks, [100, 101], and index coding networks, [102, 103], to name a few.

IA is a broad area of research and it mainly falls within two separate fields. The first one includes information theoretic studies like the achievable DoF, [2, 17, 85], and the second one includes signal processing aspects like assessing the feasibility conditions, [104, 105], or designing different algorithms meant for particular scenarios or/and based on different optimization criteria. Designing IA algorithms can be split into distinct directions. For example, while some IA schemes have been designed based on symbol extension across time or frequency, [2, 85, 106], some other IA techniques have been proposed by relying on the signal space alignment using multiple antennas, [107, 108, 109, 110, 111], to cancel the interference. These IA schemes, which have been set upon the spatial dimensions, are mostly iterative but dissolve the need of symbol extension across time or frequency, and therefore they are more practical and appealing. Of such schemes, minimum weighted leakage interference (Min-WLI), [107], alternating minimization (Alt-Min), [112], Max-SINR, [107], weighted MMSE, [108], and rank constrained rank minimization (RCRM), [110], are the most representative IA algorithms. Consequently, in this thesis, we place our focus on both information theoretic and signal processing aspects of IA by addressing the achievable sum rates and DoF under imperfect CSI, feasibility conditions of IA in partially coordinated networks and also designing new non-iterative IA techniques based on the concept of signal space alignment using multiple antennas.
2.4.1 IA scheme for MIMO Interference Networks

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure2_5.png}
\caption{The three-cell SU-MIMO network with two antennas per node.}
\end{figure}

In this section, a simple example is provided to show how IA can be proceeded for the three-cell MIMO network with a single MIMO user per cell where each node is deployed with $M$ antennas and each receiver desires to obtain $\frac{M}{2}$ DoF (for the sake of simplicity, $M$ is assumed to be an even number). Then, the received signal at the user of interest can be written as

$$y_j = \sum_{i=1}^{L=3} H_{j,i} x_i + n_j, \quad \forall i \in \{1, 2, 3\}, \quad (2.27)$$

where $H_{j,i} \in \mathbb{C}^{M \times M}$ is the channel matrix between transmitter $i$ and receiver $j$, and $x_i \in \mathbb{C}^{M \times 1}$ stands for the transmitted signal from transmitter $i$. $n_j \in \mathbb{C}^{M \times 1}$ is the zero-mean AWGN vector. The channel is assumed to be time-invariant and does not change during transmission. Each transmitter $i$ sends $\frac{M}{2}$ independent data streams $s_i \in \mathbb{C}^{\frac{M}{2} \times 1}$ as follows

$$x_i = V_i s_i$$
$$= \sum_{k=1}^{M/2} v_i^{[k]} s_i^{[k]}, \quad \forall i \in \{1, 2, 3\}, \quad (2.28)$$

where $V_i$ is the transmit BF matrix exploited at transmitter $i$ and $v_i^{[k]}$ denotes the $k^{th}$ column vector of $V_i$ carrying the symbol $s_i^{[k]}$. With this, the received
signal can be rewritten as
\[ y_j = \sum_{i=1}^{L=3} H_{j,i} V_i c_i + n_j, \quad \forall i \in \{1, 2, 3\}. \] (2.29)

Each receiver attempts to recover the desired message from the received signal while other two extra data sets interfere with the user of interest. To align the interfering signals at the receiver side, the transmit beamforming (BF) matrices \( V_1, V_2 \) and \( V_3 \) need to satisfy the following conditions

Alignment at Rx 1 : \( \text{span}(H_{1,2} V_2) = \text{span}(H_{1,3} V_3) \), (2.30)
Alignment at Rx 2 : \( \text{span}(H_{2,1} V_1) = \text{span}(H_{2,3} V_3) \), (2.31)
Alignment at Rx 3 : \( \text{span}(H_{3,1} V_1) = \text{span}(H_{3,2} V_2) \), (2.32)

where \( \text{span}(\cdot) \) indicates the space spanned by the column vectors of a matrix, [2, 113].

**Outline**, [114]. Let \( A \) denote a matrix space over \( \mathbb{F} \). Given matrices \( A_1, A_2, \ldots, A_m \in A \), a matrix \( A \in A \) is a linear combination of \( (A_1, A_2, \ldots, A_m) \) if there exist scalars \( a_1, \ldots, a_m \in \mathbb{F} \) such that

\[ A = a_1 A_1 + a_2 A_2 + \cdots + a_m A_m. \]

**Definition.** The linear span (or simply span) of \( (A_1, A_2, \ldots, A_m) \) is defined as

\[ \text{span}(A_1, A_2, \ldots, A_m) := \{ a_1 A_1 + \cdots + a_m A_m | a_1, \ldots, a_m \in \mathbb{F} \}. \]

It is worth to mention that assuming perfect aligning allows one to write the interfering signals in (2.30)–(2.32) as

\[ H_{1,2} V_2 = H_{1,3} V_3, \]
\[ H_{2,1} V_1 = H_{2,3} V_3, \]
\[ H_{3,1} V_1 = H_{3,2} V_2, \]

where equality of the spanned spaces implies that the arguments of the function equal each other. With this in mind, it is feasible to express the beamforming
matrices as follows

\[ V_2 = H_{1,2}^{-1} H_{1,3} V_3, \]
\[ V_3 = H_{2,3}^{-1} H_{2,1} V_1, \]
\[ V_1 = H_{3,2}^{-1} H_{3,1} V_2. \]

After substituting the beamforming matrices, we obtain

\[ \text{span} (V_1) = \text{span} \left( H_{2,1}^{-1} H_{2,3} H_{1,3}^{-1} H_{1,2} H_{3,2}^{-1} H_{3,1} V_1 \right). \]

Consequently, the interfering signals occupy only a subspace with \( M/2 \) dimensions and IA at receiver 1 is satisfied. Since the elements of \( H_{j,i} \) are drawn from i.i.d. distribution, the rank of the matrix equals \( M \) with probability 1. Then, equations (2.30)–(2.32) can be rewritten as

\[ \text{span} (V_1) = \text{span} (TV_1), \]
\[ V_2 = FV_1, \]
\[ V_3 = JV_1, \]

where

\[ T = H_{2,1}^{-1} H_{2,3} H_{1,3}^{-1} H_{1,2} H_{3,2}^{-1} H_{3,1}, \]
\[ F = H_{3,2}^{-1} H_{3,1}, \]
\[ J = H_{2,3}^{-1} H_{2,1}. \]

This can be solved as follows

\[ V_1 = \begin{bmatrix} t_1 & t_2 & \cdots & t_{M/2} \end{bmatrix}, \] (2.33)
\[ V_2 = F \begin{bmatrix} t_1 & t_2 & \cdots & t_{M/2} \end{bmatrix}, \] (2.34)
\[ V_3 = J \begin{bmatrix} t_1 & t_2 & \cdots & t_{M/2} \end{bmatrix}, \] (2.35)

where \( t_k \) is the \( k^{th} \) eigenvector of \( T \).

To extract the desired message from the received signal, it is important to ensure that the desired signal and interference subspaces are linearly independent.
This condition can be satisfied if the following is true

\[
\text{rank} ([H_{1,1} V_1 \quad H_{1,3} V_3]) = M, \\
\text{rank} ([H_{2,2} V_2 \quad H_{2,1} V_1]) = M, \\
\text{rank} ([H_{3,3} V_3 \quad H_{3,1} V_1]) = M.
\]

In [2], it was shown that this condition can be surely satisfied. Therefore, a total DoF of \(\frac{3M}{2}\) is achievable in the considered network model. Fig. 2.5 illustrates a network scenario when each node is deployed with \(M = 2\) antennas and each transmitter sends one data stream. The users can extract their desired messages from the received signal by using ZF detector. If the feasibility conditions of IA are fulfilled, the transmit beamforming matrices and receive suppression matrices meet the following conditions

\[
U_j^H H_{j,i} V_i = 0, \quad \forall i \neq j, \quad j, i \in \{1, 2, 3\}, \quad (2.36)
\]
\[
\text{rank} (U_j^H H_{j,j} V_j) = \frac{M}{2}, \quad \forall j \in \{1, 2, 3\}, \quad (2.37)
\]

where \(U_j\) is the receive suppression matrix at receiver \(j\).

It is clear that a global CSI is required to be available at each node, i.e., \(T\) is needed to calculate (2.33)–(2.35) and also to find the ZF suppression matrix at each receiver.
Chapter 3

IA Cancellation in Compounded MIMO Broadcast Channels

In a multi-cell multi-user wireless network, each BS serves multiple users randomly distributed around the network. Considering a dense user distribution, it is feasible to assume that a certain number of users can be located in the overlapping area built by the intersection of the base stations. Therefore, any user in the cell-edge area is disadvantaged as the amount of power it receives from the serving BS is comparable to the power received from the non-serving BSs. Moreover, these users are heavily affected by the X-channel interference (XCI) due to the (served by the same BSs) users that are co-located in the overlapped area. Thus the SIR for these users tends to be relatively low. Consequently, the user performances such as BER and sum rate degrade.

3.1 Introduction

Interference alignment is a perspective idea that has recently facilitated the capacity analysis of interference affected networks. The concept of IA was proposed in [2] as an effective multi-user capacity achieving approach in the high SNR region. The core idea of IA lies in aligning all the interfering signals into a certain subspace at each receiving node so that an interference-free orthogonal subspace can be exclusively allocated for data transmission. In a relatively short time, a variety of IA algorithms have been proposed for MIMO IC networks, [17, 104, 105, 115, 116, 117, 118, 119, 120], X-channel networks, [75, 76, 121, 122, 123, 124], and cellular networks, [77, 78, 79, 125], to name a
few.

As was mentioned before, the authors in [2] achieved additional degrees of
freedom in a SISO IC model by applying the idea of IA. It was shown that
IA can achieve an optimal DoF of $\frac{K^2}{2}$ in a $K$-user time varying IC. In [17], the
authors considered the case of $K$-user SIMO $1 \times N_r$ interference channel, where
each transmitter is deployed with only one antenna. For this scenario, each user is
able to achieve $\frac{N_r}{N_r+1}$ DoF, when $N_r < K$. The reciprocity property of the wireless
network was established in [76, 126, 127] for the MISO IC scenario. Furthermore,
for the case of $K$-user $N_r \times N_t$ MIMO network, the achievable total number of
DoF is equal to

$$\text{DoF} = \begin{cases} 
K \min(N_r, N_t), & \text{if } K \leq R, \\
\frac{RK}{R+1} \min(N_r, N_t), & \text{if } K > R,
\end{cases}$$

where $R = \frac{\max(N_r, N_t)}{\min(N_r, N_t)}$. Since IA solutions work best at high SNR, the proposed al-
gorithm in [126] achieves some benefits at the low to intermediate SNR values and
approaches total IA at high SNR. In [112], the authors proposed an alternative
minimization approach that does not explicitly assume the channel reciprocity as
in [126].

Work on the X-channel that was initiated in [121] discovered a surprisingly
high DoF relative to the results in [117]. The remarkable DoF results of [75, 121]
motivated the work in [123] where an IA scheme was presented for the two-user
X-channel, which does not rely on dirty paper coding, successive decoding or
iterative solutions. For the case of a two-user X-channel, where all nodes are
equipped with three antennas, each user achieves two DoF. In [76], the authors
determined the DoF of $N \times M$ X-networks consisting of $M$ single-antenna trans-
mitters and $N$ single-antenna receivers. It was shown that a total of $\frac{MN}{M+N-1}$
DoF can be achieved in this setting under time-varying channels. Moreover, the
authors in [124] proposed a one-sided IA decomposition scheme for $M \times N$ user
MIMO X-networks that can achieve $A\left(\frac{MN}{M+N-1}\right)$ DoF with $A$ antennas at each
node.

The authors in [78] proposed an IA scheme and subsequently characterized the
DoF region for cellular networks. This was based on aligning interference into a
multi-dimensional subspace for a synchronous alignment at multiple non-intended
BSs. In multi-cell MIMO Gaussian interfering broadcast channels (GIBC), each
BS serves multiple users within a corresponding cell. In [128], the ZF scheme
for the MIMO-GIBC was extended to the case of multiple receiver antennas.
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The authors provided a precise expression for the achievable DoF region in the case of two mutually interfering MIMO BCs using a linear transceiver. On the other hand, the authors in [77] developed an IA technique for a downlink cellular system which requires feedback only within each cell. The scheme provided a substantial gain, especially, when interference from a dominant interferer is significantly stronger than the remaining interference. On the other hand, for a two-cell MIMO-GIBC, the authors in [79] proposed a novel IA technique for jointly designing the transmitter and receiver BF vectors using a closed-form expression and without the need for iterative computation.

3.2 Main Contributions

In this Chapter, we propose a closed-form downlink interference alignment beamforming scheme for a multi-cell MU-MIMO. We consider the scenario when multiple users per cell are located in the overlapped area with each user experiencing interference from \((L - 1)\) BSs, where \(L\) is the number of cells. Furthermore, we devise a transmission scheme in which each BS sends signals to multiple users in different cells simultaneously; hence, each user in the network receives data from more than one BS. As such, this scenario is described as a compounded broadcast scenario in which, the user of interest can classify the observed channels as inter-channel interference and inter-stream, i.e. X-channel, interference links. To be more specific, inter-channel interference represents interference coming from a nonserving BS that does not transmit any useful data to this user while inter-stream interference indicates a portion of the signal from the serving BS that designated to another user and subsequently treated as interference at the user of interest. Compared with [79], where the authors proposed a two-step algorithm to mitigate only IC interference within the two-cell scenario, our two-step IA scheme is designed to eliminate both the IC and X-channel interference for any number of interfering cells. By utilizing the proposed technique, the multi-cell MU-MIMO can be transformed into a set of single-cell SU-MIMO channels. This makes the BER performance for each user similar to the BER performance of the SU-MIMO network scenario irrespective of the number of cells. In terms of sum rates, the proposed scheme is able to achieve up to \((L - 1)\) DoF for every user and for any number of users located in the overlapped area. We also derive the relationship between the essential network elements such as the transmit/receive antennas,
cells, users and data streams at each BS. Therefore, the proposed scheme allows us to implement interference alignment using less antenna resources. Finally, we quantify the impact of CSI quality on the system performances.

We compare the proposed algorithm with the Zero-Forcing beamforming (ZFBF) technique, [50]. Since a key idea of ZFBF is block diagonalization, [129], this technique is feasible to be implemented in a wireless network with IC channels. As a result, all users obtain the desired signal transmitted from a certain BS. But, under our scenario when the user of interest also observes the presence of the X-channels, ZFBF can not be regarded as an appropriate technique to combat all types of interference presented in the system model. Moreover, our technique implements the grouping method that allows us to calculate the effective direction of inter-channel interference for a group of users.

3.3 System Model

The system model considered here presents a cellular MIMO network comprising of \(L\) cells with each cell serving multiple users. For simplicity, it is assumed that all cells have an equal coverage area and serve the same number of users per cell, \(K\), randomly distributed as shown in Fig. 3.1. The user of interest is defined as user \([j,k]\), [113, 130], where \(j\) and \(k\) are the cell and user indexes, respectively, i.e., the \(k^{th}\) user within cell \(j\) which it nominally belongs to. Therefore, each user decodes the received signal by multiplying it with a receiver beamforming matrix; the received signal can be then written as follows

\[
\hat{y}_j[k] = \underbrace{U_j[k]^H H_j[k]^H V_j s_j}_{\text{desired signal}} + \underbrace{U_j[k]^H \sum_{i=1,i\neq j}^L H_j[k] V_i s_i + \hat{n}_j[k]}_{\text{interference}}, \forall j \in L, \forall k \in K, \tag{3.1}
\]

where \(U_j[k] \in \mathbb{C}^{N_r \times d_s}\) stands for a receive BF matrix at user \([j,k]\), and \(\hat{n}_j[k] = U_j[k]^H n_j[k] \in \mathbb{C}^{d_s \times 1}\) is the effective zero-mean AWGN vector at the output of the beamformer, with \(\mathbb{E}\{\hat{n}_j[k]\hat{n}_j[k]^H\} = \sigma_n^2 I\). \(H_j[k] \in \mathbb{C}^{N_r \times N_t}\) indicates the channel between the user of interest and BS \(i\), where each entry of \(H_j[k]\) is modeled by i.i.d. random variables (RVs) according to \(\mathcal{CN}(0,1)\), [19, 79]. Moreover, each channel is assumed to be quasi-stationary and frequency flat fading. \(V_i \in \mathbb{C}^{N_t \times d_s}\) is a transmit BF matrix, with trace\(\{V_i V_i^H\} = 1\), where \(d_s\) is the number of data streams transmitted from each BS. It is also assumed that \(s_i\) is the vector
containing the symbols drawn from i.i.d. Gaussian input signaling and chosen from a desired constellation, with $E\{s_i s_i^H\} = I$. All these conditions sufficiently satisfy the average power constraint at BS $i$.

![Figure 3.1. The three-cell MU-MIMO network with totally and partially overlapped areas.](image)

To successfully decode the desired signal, it needs to be linearly independent of the interference, which can be obtained by allocating the desired signal into the orthogonal interference-free subspace along $U_j^{[k]}$. Therefore, with respect to the considered network, the user of interest should meet the following conditions

$$U_j^{[k]} H_j^{[k]} V_i = 0, \quad i \neq j, \quad \forall i, j \in L, \quad \forall k \in K, \quad (3.2)$$

$$\text{rank} \left( U_j^{[k]} H_j^{[k]} V_j \right) = d_j^{[k]}, \quad \forall j \in L, \quad \forall k \in K, \quad (3.3)$$

where $d_j^{[k]}$ is the maximum number of resolvable data streams at the receiver side.

Regarding the network coverage, the whole intersecting region can be classified as non-overlapped and overlapped areas, [131, 132], where the latter denotes the space where several BSs cover the same region. Hence, the number of BSs forming the overlapped area varies from 2 to $L$. According to the number of overlapping BSs, we can define totally and partially overlapped areas (Table 3.1).

Fig. 3.1 presents a multi-cell MU-MIMO network where each cell maintains multiple users. Moreover, under a dense network scenario, it can be assumed

---

**Table 3.1.**

<table>
<thead>
<tr>
<th>Overlapped Area</th>
<th>BSs Forming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Totally overlapped</td>
<td>2 to $L$</td>
</tr>
<tr>
<td>Partially overlapped</td>
<td>$L$</td>
</tr>
</tbody>
</table>

---
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Table 3.1. The cell area classification

<table>
<thead>
<tr>
<th>The number of intersecting BSs, ( l )</th>
<th>Area name</th>
<th>Notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l = 1 )</td>
<td>Non-overlapped area</td>
<td>Area 1</td>
</tr>
<tr>
<td>( 2 &lt; l &lt; L )</td>
<td>Partially overlapped area</td>
<td>Area 2</td>
</tr>
<tr>
<td>( l = L )</td>
<td>Totally overlapped area</td>
<td>Area 3</td>
</tr>
</tbody>
</table>

that each BS serves \( K \leq K \) users located in Area 3, and that \( K \) is the same for all \( L \) cells. Therefore, any user located in the overlapped area experiences the worst scenario when high interference degrades the network performance. This fact makes it important to analyse the network performances of these users.

Since a multi-cell MIMO network is based on the concept of a point-to-point MIMO model, we consider extreme network scenarios such as MIMO IC and X channels that are distinguishable from each other by a different message set. For example, the MIMO IC depicts a scenario when each BS \( i \) serves only the corresponding user \( i \), while the MIMO X-channel can be described with a message set when each BS has an individual data designated to each user in the network.

Since receivers are commonly deployed with multiple antennas, it can be assumed that the user of interest in the totally overlapped area may be interested in data arriving from several base stations. Therefore, the considered network scenario can be classified as a compounded MIMO Broadcast Channel scenario when each cell consists of users experiencing a multi-source transmission from \( L \) BSs such that \( 1 < L < L \).

To justify the concept of multi-source transmission, it needs to bear in mind that an immense volume of research has been done for the MIMO IC scenario, [17, 104, 105, 116, 117, 118], and for the MIMO X-network, [75, 76, 121, 122, 123], however network models characterized by a gap in message set ups between these two network scenarios have not been analysed yet and subsequently present a promising area for carrying future research. Thus, a certain user desires to receive data from several sources. Another proof of applicability of the multi-source transmission is the coordinated multipoint (CoMP) technology such as joint processing schemes for transmitting in the downlink when data is transmitted to the user of interest simultaneously from a number of different BSs, [133, 134, 135, 136, 137].

Hence, each user of interest can classify the observed network as a set of \((L - L)\) ICs and \(L\) X-channels, and then the corresponding types of interference
can be determined as the ICI and XCI, respectively. To consider all the types of interference, the system model has to consist of at least three cells. For simplicity, but without loss of generality, we can assume that the receivers, belonging to a certain cell, desire to decode the same data, however, the proposed scheme is also applicable for a scenario when receivers within one cell wish to obtain distinct messages from the respective base station. Accordingly, the signal designed to be transmitted from BS \( i \) can be expressed as

\[
\mathbf{s}_i = \begin{bmatrix} c_{[i,1]} & c_{[i+1,2]} & \ldots & c_{[i+L-1,L]} \end{bmatrix}^T, \quad \forall i \in L, \; 1 < L < L, \tag{3.4}
\]

where \( c_{[j,l]} \) is the \( l^{th} \) entry of the signal sent from BS \( i \) to the receivers of cell \( j \), and then the number of data streams at BS is equal to the number of cells interested in the particular message set \( (d_s = L) \). The signal structure given in (3.4) implies that the first data stream transmitted from BS \( i \) is designated to the users belonging to cell \( i \), while the second stream is dedicated to the users in cell \( (i + 1) \), and so on. The index numeration \((i + L - 1)\) changes circularly, e.g., for \( L = 2 \) \((L = 3)\) and \( i = 3 \), \((i + L - 1) = 4 \rightarrow 1 \).

With respect to (3.4), the received signal in (3.1) can be rewritten as follows

\[
\hat{y}_j^{[k]} = \mathbf{U}_j^{[k]} H \sum_{i=j-L+1}^{j} \mathbf{H}_{j,i}^{[k]} \mathbf{V}_i \mathbf{s}_i + \sum_{l=j+1,l \neq i}^{L} \mathbf{H}_{j,l}^{[k]} \mathbf{V}_l \mathbf{s}_l + \hat{\mathbf{n}}_j^{[k]}, \quad \forall j \in L, \; \forall k \in \mathcal{K}, \tag{3.5}
\]

where the first term comprises of both the desired and XCI signals, while the second term stands for the ICI component. Consequently, it is feasible to split the transmit BF matrix into two parts as follows

\[
\mathbf{V}_i = \mathbf{V}_i^{[ICI]} \times \mathbf{V}_i^{[XCI]}, \quad \forall i \in L, \tag{3.6}
\]

where \( \mathbf{V}_i \in \mathbb{C}^{N_t \times d_s}, \mathbf{V}_i^{[ICI]} \in \mathbb{C}^{N_t \times D} \) and \( \mathbf{V}_i^{[XCI]} \in \mathbb{C}^{D \times d_s} \) are the complete transmit BF matrix and partial transmit beamformers responsible for the ICI and XCI, respectively. The cancellation schemes of the ICI and XCI terms are presented in Sections 3.4.1 and 3.4.2. \( D \) as the number of columns in matrix
\( \mathbf{V}_i^{[IC]} \), as well as the number of rows in matrix \( \mathbf{V}_i^{[XIC]} \), depends on the number of data streams designated for each user. The value of \( D \) is generalised in Section 3.4.4.

We define the DoF region achievable by the user of interest as a pre-log factor of the sum rate, [17, 18], utilized to assess the performance of the multi-antenna system in the high SNR region defined as

\[
\eta = \lim_{\text{SNR} \rightarrow \infty} \frac{I_j^{[k]}(\text{SNR})}{\log_2 (\text{SNR})} = \mathcal{L}, \ \forall j \in L, \ \forall k \in K, \quad (3.7)
\]

where \( I_j^{[k]}(\text{SNR}) \) is the data rate of the user of interest achievable at a given SNR, and \( \mathcal{L} \) is the number of useful data sources which is equal to the interference-free data streams resolvable at user \([j, k]\). Thus, the sum rate can be defined as

\[
I_{\Sigma}(\text{SNR}) = \sum_{j=1}^{L} \sum_{k=1}^{K} I_j^{[k]}(\text{SNR}).
\]

Therefore, from the network perspective, the total achievable DoF can be written as

\[
\eta_{\text{tot}} = \lim_{\text{SNR} \rightarrow \infty} \frac{I_{\Sigma}(\text{SNR})}{\log_2 (\text{SNR})} = LK\mathcal{L}, \ 1 < \mathcal{L} < L. \quad (3.8)
\]

In the following section, we propose the closed-form transmit beamforming design for the three-cell compounded MIMO BC network scenario with \( K = 2 \) users per cell. We then generalize this for the case of \( L \geq 3 \) and \( K \geq 1 \).

### 3.4 Transmit Beamforming Design

Fig. 3.2 presents a MIMO network with \( L = 3 \) cells, where each cell serves an equal number of users (\( K = 2 \)) residing in Area 3. Therefore, generally speaking, each mobile station experiences the interference from two non-relative BSs (\( \mathcal{L} = 2 \)). However, with respect to the signal structure given in (3.4), BSs transmit data signals to the receivers in the following manner. BS 1 sends the data vector \( \mathbf{s}_1 = [c^{[1,1]} \ c^{[2,2]}]^T \) required to be decoded at the users in cells 1 and 2 and causing interference to cell 3. The data \( \mathbf{s}_2 = [c^{[2,1]} \ c^{[3,2]}]^T \) transmitted from BS 2 needs to be delivered to the users belonging to cells 2 and 3, and, accordingly, \( \mathbf{s}_2 \) can be regarded as interference at the users in cell 1. Analogously, BS 3 with the signal \( \mathbf{s}_3 = [c^{[3,1]} \ c^{[1,2]}]^T \) interferes with the mobile stations in cell 2, and, consequently, plans to deliver the message to the users in cells 1 and 3. Thus, all the channel
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Figure 3.2. The MIMO network with three cells where each BS serves two users.

Table 3.2. Types of interference observed by the network users

<table>
<thead>
<tr>
<th>Type 1 = ICI, Type 2 = XCI</th>
<th>BS 1</th>
<th>BS 2</th>
<th>BS 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>user_{1,k}</td>
<td>Type 2</td>
<td>Type 1</td>
<td>Type 2</td>
</tr>
<tr>
<td>user_{2,k}</td>
<td>Type 2</td>
<td>Type 2</td>
<td>Type 1</td>
</tr>
<tr>
<td>user_{3,k}</td>
<td>Type 1</td>
<td>Type 2</td>
<td>Type 2</td>
</tr>
</tbody>
</table>

links causing interference can be regarded as the IC channels (dashed lines in Fig. 3.3). Therefore, other channels, shown as solid lines in Fig. 3.3, convey the useful message signals to the corresponding groups of users.

Regarding the receiver side, the mobile stations of cell 1 take an interest only in $[c^{1,1}_{1} \ c^{1,2}_{1}]^{T}$, while receivers operating in cells 2 and 3 wish to receive the $[c^{2,1}_{1} \ c^{2,2}_{1}]^{T}$ and $[c^{3,1}_{1} \ c^{3,2}_{1}]^{T}$ signals, accordingly. However, with respect to (3.4) apart from the IC interference, each MS also observes the non-corresponding symbols transmitted from the desired BSs. In other words, each group of mobile stations in a particular cell desires to decode only a determined part of the message set arriving from the desired directions, and the rest of the delivered data is regarded as interference related to the X-channels (Table 3.2).

With this in mind, for the case given in Fig. 3.3, the received signal at the
user of interest can be rewritten as

\[ \hat{y}_j^{[k]} = U_j^{[k]} H \sum_{i=1, i \neq j+1}^{L-3} H_{j,i}^{[k]} V_i s_i + U_j^{[k]} H_{j,j+1}^{[k]} V_{j+1} s_{j+1} + n_j^{[k]}, \forall j \in L, \forall k \in K. \quad (3.9) \]

\[ s_1 = \begin{bmatrix} c_{1,1}^{[1,1]} \\ c_{2,2}^{[1,2]} \end{bmatrix} \]

\[ s_2 = \begin{bmatrix} c_{2,1}^{[2,1]} \\ c_{3,2}^{[2,2]} \end{bmatrix} \]

\[ s_3 = \begin{bmatrix} c_{3,1}^{[3,1]} \\ c_{1,2}^{[3,2]} \end{bmatrix} \]

\[ V_1 \]

\[ V_2 \]

\[ V_3 \]

\[ \text{BS1} \]

\[ \text{BS2} \]

\[ \text{BS3} \]

\[ \text{user}_1,1 \quad U_1^{[1]} \]

\[ \text{user}_1,2 \quad U_1^{[2]} \]

\[ \text{user}_2,1 \quad U_2^{[1]} \]

\[ \text{user}_2,2 \quad U_2^{[2]} \]

\[ \text{user}_3,1 \quad U_3^{[1]} \]

\[ \text{user}_3,2 \quad U_3^{[2]} \]

\[ \text{Desired+XCI channels} \]

\[ \text{ICI channels} \]

**Figure 3.3.** The three-cell MU-MIMO network with \( K = 2 \) users in the totally overlapped area per cell.

### 3.4.1 The ICI Mitigation Scheme

The system model presented in Fig. 3.3 consists of three BSs with two receivers per cell residing in the totally overlapped area, and each MS desires to achieve two DoF. In order to explain the proposed IA-based interference mitigation scheme, it needs to consider the mobile stations belonging to cell 1. Due to the assumption
on the broadcast nature of transmission, the receivers in cell 1 are grouped to determine the mutual space spanned by the IC interference coming from BS 2, which can be written as

\[ K_2 = \text{span} \left( H_{1,2}^{[1]} H_{1}^{[1]} U_1^{[1]} \right) = \text{span} \left( H_{1,2}^{[2]} H_{1}^{[2]} U_1^{[2]} \right), \tag{3.10} \]

where \( \text{span}(\cdot) \) indicates the subspace occupied by the matrix. \( K_2 \) denotes the space spanning the IC interference caused by BS 2. Superscripts in (3.10) refer to a certain user within cell 1. Each spanned term in (3.10) can be written as

\[ K_2 - H_{1,2}^{[1]} H_{1}^{[1]} U_1^{[1]} = 0 \]
\[ K_2 - H_{1,2}^{[2]} H_{1}^{[2]} U_1^{[2]} = 0. \]

Thus, it is possible to determine the intersecting subspace satisfying (3.10) by solving the following matrix equation

\[
\begin{bmatrix}
I_{N_t} & -H_{1,2}^{[1]} \\
I_{N_t} & 0
\end{bmatrix}
\begin{bmatrix}
K_2 \\
U_1^{[1]} \\
U_1^{[2]}
\end{bmatrix}
= C_1 D_1 = 0, \tag{3.11}
\]

where \( K_2 \) stands for the effective interference direction from BS 2 to users of cell 1. Since the dimension of \( C_1 \) is \((2N_t \times (N_t + 2N_r))\), its null space can be derived if only \( 2N_r > N_t \), which is not always feasible to equip receivers with a large number of antennas. When base stations and users are equipped with a large number of antennas, it becomes difficult to find the solutions. Therefore, to reduce the complexity and requirement on the number of receive antennas, we decompound (3.11) into two matrix equations as

\[
\begin{bmatrix}
I_{N_t} & -H_{1,2}^{[1]} \\
I_{N_t} & -H_{1,2}^{[2]}
\end{bmatrix}
\begin{bmatrix}
\tilde{K}_2^{[1]} \\
\tilde{U}_1^{[1]} \\
\tilde{K}_2^{[2]} \\
\tilde{U}_1^{[2]}
\end{bmatrix}
= \tilde{C}_1^{[1]} \tilde{D}_1^{[1]} = 0, \tag{3.12}
\]

\[
\begin{bmatrix}
I_{N_t} & -H_{1,2}^{[2]} \\
I_{N_t} & -H_{1,2}^{[2]}
\end{bmatrix}
\begin{bmatrix}
\tilde{K}_2^{[1]} \\
\tilde{U}_1^{[1]} \\
\tilde{K}_2^{[2]} \\
\tilde{U}_1^{[2]}
\end{bmatrix}
= \tilde{C}_1^{[2]} \tilde{D}_1^{[2]} = 0, \tag{3.13}
\]

where \( \tilde{K}_2^{[1]} \) and \( \tilde{K}_2^{[2]} \) indicate the directions of the interference arriving from BS 2 to MSs 1 and 2 residing in cell 1 (MS11 and MS12 in Fig. 3.2). Hence, it is
feasible to compute the nullspaces $\tilde{D}_1^{[1]}$ and $\tilde{D}_1^{[2]}$ of the $\tilde{C}_1^{[1]}$ and $\tilde{C}_1^{[2]}$ matrices, respectively. These nullspaces are always attainable because the dimensions of $\tilde{C}_1^{[1]}$ and $\tilde{C}_1^{[2]}$ are identical and equal to $N_t \times (N_t + N_r)$. Thus, the receive BF or suppression matrices always exist. The effective interference directions $\tilde{K}_2^{[1]}$ and $\tilde{K}_2^{[2]}$ will be utilized to design the transmit BF matrix $V_2^{[ICI]}$ responsible for the ICI mitigation. After applying the interference suppression matrices, MS11 and MS12 are grouped together such that the IC interference from BS 2 is allocated in the $\tilde{K}_2^{[1]}$ and $\tilde{K}_2^{[2]}$ subspaces. To determine the receive BF matrix $U_2^{[k]}$, we find the intersection of the subspaces spanned by $\tilde{K}_2^{[k]}$ that is equal to the subspace spanned by $K_2$, [113].

Similar to the mobile stations belonging to cell 1, we define the subspaces spanning the IC interference appearing in cells 2 and 3 as follows

$$K_3 = \text{span} \left( H_{2,3}^{[1]} U_2^{[1]} \right) = \text{span} \left( H_{2,3}^{[2]} U_2^{[2]} \right),$$

$$K_1 = \text{span} \left( H_{3,1}^{[1]} U_3^{[1]} \right) = \text{span} \left( H_{3,1}^{[2]} U_3^{[2]} \right).$$

(3.14)

(3.15)

Analogously, $K_1$ and $K_3$ are decomposed by applying (3.12)–(3.13). As a result, we obtain the corresponding sets of subspaces denoted as $\tilde{K}_1^{[k]}$ and $\tilde{K}_3^{[k]}$ ($\forall k \in K$), and then derive the suppression matrices $U_2^{[k]}$ and $U_3^{[k]}$. Since, under the considered network model, each receiver observes only one ICI channel related to $K_i$, the first component accountable for the ICI can be determined as

$$V_i^{[ICI]} = \text{null} \left( \left[ K_i \left\{ U_{i-1}^{[k]} H_{i-1,i}^{[k]} \right\}^H \right]^H \right), \forall i \in L, \forall k \in K,$$

(3.16)

where the index $(i - 1)$ changes circularly, e.g., for $i = 1 \rightarrow (i - 1) = 3$.

Hence, after applying the first part of the transmit beamforming matrices, the system model (see Fig. 3.3) can be regarded as an ICI-free network (without dashed lines).

### 3.4.2 The XCI Mitigation Scheme

After applying the ICI mitigation scheme, each user has two channel observations with one desired symbol per channel. Therefore, the received signal at any user
$k$ in cell 1 can be expressed as

$$
\tilde{y}_1^{[k]} = U_1^{[k]} H_{1,1}^{[k]} V_1^{[IC]} V_1^{[XCI]} s_1 + \underbrace{U_1^{[k]} H_{1,2}^{[k]} V_2^{[IC]} V_2^{[XCI]} s_2}_{ICI=0} + U_1^{[k]} H_{1,3}^{[k]} V_3^{[IC]} V_3^{[XCI]} s_3 + \tilde{n}_1^{[k]}, \forall k \in \mathcal{K}.
$$

(3.17)

Accordingly, this expression can be used for any user $[j, k]$ as follows

$$
\tilde{y}_j^{[k]} = \sum_{i=1, i \neq j+1}^{L=3} U_j^{[k]} H_{j,i}^{[k]} V_i^{[IC]} V_i^{[XCI]} s_i + \tilde{n}_j^{[k]}, \forall j \in L, \forall k \in \mathcal{K},
$$

(3.18)

where, from the viewpoint of the data intended to the user of interest, $H_{j,i}^{[k]}$ indicates the channel carrying the first stream from BS $j$ to user $[j, k]$, while the channel $H_{j,i}^{[k]}$ ($j \neq i$) stands for the collateral one conveying the second stream from BS $i$ desired by user $[j, k]$. The absence of the channel matrix $H_{j,i}^{[k]}$ ($i = j+1$) denotes the successive ICI cancellation.

For the current scenario, each cell maintains two mobile stations ($\mathcal{K} = 2$). Since the numbers of receive antennas and data streams at the BS are equal to each other ($d_s = N_r$), two dimensions are given to extract two desired symbols from four received symbols. This means that the second part of the transmit BF matrix has to deal with the other two symbols considered as the unwanted messages.

Since it is assumed that all mobile stations belonging to one cell tend to decode the same messages, each single channel matrix $H_{j,i}^{[k]}$ between BS $i$ and the user of interest can be combined as

$$
H_{j,i} = \begin{bmatrix}
H_{j,i}^{[1]} \\
H_{j,i}^{[2]}
\end{bmatrix}, \forall i, j \in L,
$$

(3.19)

where $H_{j,i} \in \mathbb{C}^{\mathcal{K}N_r \times N_t}$ is the generic channel matrix, superscripts refer to the user’s index within cell $j$, and $\mathcal{K} = 2$ users per cell in the totally overlapped area.

Since the transmitted signal vector $s_i$ has a size of $d_s \times 1$, $V_i^{[XCI]}$ has to consist of $d_s$ columns. Therefore, the design of the second part of the transmit BF matrix
can be expressed as
\[ V_{i}^{[XCI]} = \begin{bmatrix} p_{1}^{[i]} & p_{2}^{[i]} \end{bmatrix}, \quad \forall i \in L, \]  
(3.20)
where column vectors \( p_{1}^{[i]} \) and \( p_{2}^{[i]} \) aim to nullify interference under the X-channel scenario. These columns can be obtained by substituting (3.19) as follows
\[ p_{1}^{[i]} = \text{null} \left( H_{j,i} V_{i}^{[IC]} \right) = \text{null} \left( J_{i}^{[1]} \right), \quad \forall i \in L, \]  
(3.21)
\[ p_{2}^{[i]} = \text{null} \left( H_{i,i} V_{i}^{[IC]} \right) = \text{null} \left( J_{i}^{[2]} \right), \quad \forall i \in L, \]  
(3.22)
where \( J_{i}^{[1]} = H_{j,i} V_{i}^{[IC]} \) and \( J_{i}^{[2]} = H_{i,i} V_{i}^{[IC]} \) are the effective channels obtained by multiplication of the generic channel matrices (3.19) with the partial BF matrix responsible for the ICI mitigation (3.16). The former effective channel matrix stands for the collateral link between BS \( i \) and the mobile stations in cell \( j \) \((j \neq i)\), while the latter denotes the direct effective channel from BS \( i \) to the users in cell \( i \). To provide a well-designed transmit BF matrix responsible for the XCI, \( V_{i}^{[XCI]} \), we need to find at least one vector per each effective channel matrix satisfying (3.21)–(3.22). Thus, the dimension of \( J_{i}^{[l]} \) \((\forall i \in L, \forall l \in d_{s})\) is \( 2 N_{r} \times (N_{t} - 2 N_{r}) \). The way to solve (3.21)–(3.22) is to satisfy the condition arising from the dimension of \( J_{i}^{[l]} \) presented by \( (N_{t} - 2 N_{r}) > 2 N_{r} \). With \( N_{r} = 2 \), a minimum number of columns of the effective channel matrix after applying the ICI mitigation algorithm equals five. The procedure given by (3.20)–(3.22) should be repeated for the rest of cells \( i \in L \) \((L = 3)\).

With this in mind, the received signal at the user of interest (3.18) can be rewritten in more details as follows
\[
\hat{y}_{j}^{[k]} = U_{j}^{[k]H} \sum_{i=1, \neq j+1}^{L=3} H_{j,i}^{[k]} V_{i}^{[IC]} V_{i}^{[XCI]} s_{i} + \tilde{n}_{j}^{[k]}
\]
\[
= \begin{bmatrix} \tilde{h}_{j,j} & 0 \\ \tilde{h}_{j,j} & 0 \end{bmatrix} \begin{bmatrix} c_{j,1}^{[1]} \\ c_{j,1}^{[1+1,2]} \end{bmatrix} + \begin{bmatrix} 0 & \tilde{h}_{j,i}^{[1]} \\ 0 & \tilde{h}_{j,i}^{[2]} \end{bmatrix} \begin{bmatrix} c_{j,2}^{[1]} \\ c_{j,2}^{[2]} \end{bmatrix} + \tilde{n}_{j}^{[k]}
\]
\[
= \begin{bmatrix} \tilde{h}_{j,j} & 0 \\ \tilde{h}_{j,j} & 0 \end{bmatrix} c_{j,1}^{[1]} + \begin{bmatrix} \tilde{h}_{j,i}^{[1]} \\ \tilde{h}_{j,i}^{[2]} \end{bmatrix} c_{j,2}^{[2]} + \tilde{n}_{j}^{[k]}
\]
\[
= \begin{bmatrix} \tilde{h}_{j,j} & 0 \\ \tilde{h}_{j,j} & 0 \end{bmatrix} \begin{bmatrix} c_{j,1}^{[1]} \\ c_{j,2}^{[2]} \end{bmatrix} + \tilde{n}_{j}^{[k]}
\]
\[
= H_{j}^{[k]} c_{j} + \tilde{n}_{j}^{[k]}, \quad \forall j \in L, \forall k \in \mathcal{K},
\]  
(3.23)
where \( \tilde{\mathbf{n}}_{j}^{[k]} = \mathbf{U}_{j}^{[k]H} \mathbf{n}_{j}^{[k]} \) stands for the effective noise AWGN vector. \( \mathbf{\tilde{H}}_{j}^{[k]} \) and \( \mathbf{c}_{j} \) indicate the overall effective channel matrix and the vector of the desired symbols after applying the proposed algorithm, respectively. Each entry of \( \mathbf{\tilde{H}} \) is a random variable according to \( \mathcal{CN}(0, \xi^{2}) \), with 
\[
\mathbb{E}\{ \mathbf{U}_{j}^{[k]H} \mathbf{H}_{j} \mathbf{V}_{l}^{H} \mathbf{H}_{j,l}^{l} \mathbf{U}_{j}^{[k]} \} = \xi^{2} \mathbf{I}
\]
(\( \text{BS } l \text{ sends data to user of interest, } l \in L \)).

From (3.23), it is seen that each mobile station detects the network as a \( 2 \times 2 \) SU-MIMO with two data streams. Assuming perfect CSI, the achievable data rate of the user of interest can be computed by
\[
\mathcal{I}_{j}^{[k]} = \log_{2} \left[ \det \left( \mathbf{I} + \frac{\text{SNR}}{N_r} \mathbf{\tilde{H}}_{j}^{[k]} \mathbf{\tilde{H}}_{j}^{[k]H} \right) \right], \quad \forall j \in L, \forall k \in K, \quad (3.24)
\]
where \( \mathbf{\tilde{H}}_{j}^{[k]} \) denotes the effective channel matrix obtained in (3.23).

To validate the proposed technique, we calculate the achievable data rate of the user of interest at 30 dB which equals \( \mathcal{I}_{j}^{[k]} = 19.78 \) bits/s/Hz (Fig. 3.7).

Therefore, each receiver achieves theoretical \( \mathcal{L} \) DoF (for the considered network scenario \( \mathcal{L} = 2 \)) such that \( \frac{\mathcal{I}_{j}^{[k]}(30 \text{ dB})}{\log_{2}(30 \text{ dB})} = 1.9848 \approx 2 \).

### 3.4.3 Imperfect CSI

In this Chapter, it is assumed so far perfect CSI, however, perfect CSI is highly idealistic because in practice CSI is presented by imperfect estimates of channel states which can degrade the network performance. To analyse the effect of the CSI mismatch, the model described in Chapter 2 is applied to the considered system model.

Therefore, under CSI mismatch the transmit and receive beamforming matrices are calculated according to the imperfect CSI and denoted by \( (\cdot) \). Thus, the received signal (3.17) at user \([1, k] \) can be rewritten as
\[
\hat{\mathbf{y}}_{1}^{[k]} = \hat{\mathbf{U}}_{1}^{[k]} H \left( \frac{1}{\tau + 1} \hat{\mathbf{H}}_{1,1}^{[k]} + \hat{\mathbf{H}}_{1,1}^{[k]} \right) \hat{\mathbf{V}}_{1}^{[IC]} \hat{\mathbf{V}}_{1}^{[XCI]} \mathbf{s}_{1} \\
+ \hat{\mathbf{U}}_{1}^{[k]} H \left( \frac{1}{\tau + 1} \hat{\mathbf{H}}_{1,3}^{[k]} + \hat{\mathbf{H}}_{1,3}^{[k]} \right) \hat{\mathbf{V}}_{3}^{[IC]} \hat{\mathbf{V}}_{3}^{[XCI]} \mathbf{s}_{3} \\
+ \hat{\mathbf{U}}_{1}^{[k]} H \left( \frac{1}{\tau + 1} \hat{\mathbf{H}}_{1,2}^{[k]} + \hat{\mathbf{H}}_{1,2}^{[k]} \right) \hat{\mathbf{V}}_{2}^{[IC]} \hat{\mathbf{V}}_{2}^{[XCI]} \mathbf{s}_{2} + \hat{\mathbf{n}}_{1}^{[k]},
\]
where \( \hat{\cdot} \) indicates the imperfect channel estimation.
Thus, SINR of the user of interest in cell 1, $J_{1}^{[k]}$, can be defined as

$$J_{1}^{[k]} = \text{trace} \left\{ \frac{|\Upsilon_{1}|^2 + |\Upsilon_{2}|^2}{|\Psi_{1}|^2 + |\Psi_{2}|^2 + |\Psi_{3}|^2 + \hat{\sigma}_{n}^2 I} \right\}, \forall k \in \mathcal{K},$$

(3.26)

where $\hat{\sigma}_{n}^2$ is variance of the effective noise vector $\hat{n}_{1}^{[k]}$.

Consequently, in the presence of CSI mismatch the achievable sum rate of the user of interest in cell 1, $I_{1}^{[k]}$, can be expressed as

$$I_{1}^{[k]} = \log_2 \left( 1 + J_{1}^{[k]} \right), \forall k \in \mathcal{K}.$$

(3.27)

Analogously, the sum rate of any user $k$ in any cell $j$ can be calculated by utilizing (3.25)–(3.27).

### 3.4.4 Generalization of the proposed scheme

It is worth noting that the case study with $L = 3$ and $\mathcal{K} = 2$ was based on the assumption $d_s = L = 2$ with only one interfering channel link in each cell ($L - L = 1$). Nonetheless, the proposed technique can be utilized for any case that can be defined as $L \geq 3, \mathcal{K} \geq 1$ and $2 \leq d_s \leq (L - 1)$. For the sake of simplicity of explanation, it is assumed that each BS broadcasts the same message to each group of mobile stations in the same cell. The system model with the implemented compound MIMO BC defines the inequality conditions on the number of data streams ($d_s$) at the base station. For instance, the case of $d_s = 2$ comes from the minimal requirements to maintain the presence of the MIMO X-channel from the viewpoint of the receiver; the minimal X-channel scenario can be described by a $2 \times 2$ MIMO network configuration when two transmitters send individual
messages to each receiver. By the same token, for the case of \( d_s = 1 \), the network setting reduces to the conventional MIMO IC channel scenario. Then, we set the maximum number of data streams per user to keep at least one IC channel as \( d_s = (L - 1) \). Otherwise, for the case of \( d_s = L \), the system model can be regarded as the complete MIMO X-channel where no base station causes the ICI to any receiver, and hence the grouping method is not applicable. And this case can be solved by applying only the XCI mitigation scheme. Finally, for the case of \( 2 < d_s < (L - 1) \), it was demonstrated that each mobile station experiences more than one IC, and the interference can be mitigated by applying the idea of allocating the interfering signals in the subspace that is orthonormal to the combination of the desired signal and the XCI component.

Now we can calculate the minimum numbers of transmit and receive antennas required for an efficient design of the proposed scheme for any network case \( L \geq 3, \ K \geq 1 \). Since the transmit BF matrix is decoupled into two parts as in (3.6), these requirements must satisfy the conditions for the existence of both \( \mathbf{V}_i\[[\text{ICI}] \in \mathbb{C}^{N_t \times D} \) and \( \mathbf{V}_i\[[\text{XCI}] \in \mathbb{C}^{D \times d_s} \) where \( D \) denotes a value that presents a connection amongst the above matrices.

Consider the \( \mathbf{V}_i\[[\text{XCI}] \) matrix. Since we have \( d_s = L \) data streams, equation (3.20) can be rewritten as

\[
\mathbf{V}_i\[[\text{XCI}] = [\mathbf{p}_1[i] \mathbf{p}_2[i] \cdots \mathbf{p}_{d_s}[i]].
\]

Based on (3.21)–(3.22) and the assumption \( d_s = N_r \), we have to compute the \( \mathbf{p}_l[i] \) column vectors \( N_r \) times. Since it is assumed that all the receivers within a certain cell desire to decode the same message whose components arrive from different directions according to (3.4), we can combine all \( K \) channel links between BS \( i \) and the users of cell \( j \) in a generic channel matrix as

\[
\mathbf{H}_{j,i} = \begin{bmatrix}
\mathbf{H}_{j,i}^{[1]} \\
\vdots \\
\mathbf{H}_{j,i}^{[k]} \\
\vdots \\
\mathbf{H}_{j,i}^{[K]}
\end{bmatrix}, \quad \forall i, j \in L, \ \forall k \in K.
\]

Consequently, the dimension of the \( \mathbf{J}_i^{[k]} \) matrix in (3.20)–(3.22) equals \( \mathcal{K}N_r \times D \). Since we require a nullspace of dimension 1 at least, the first condition on \( D \) can
be defined as follows

\[ D = KN_r + 1. \] (3.29)

Next, we consider the \( V_{[ICI]} \) matrix responsible for the ICI mitigation. In [113], the authors proposed the grouping method to deal with the interfering signals by utilizing (3.30), where \( G_1 \) accounts for the direction of the aligned effective interference channels from BS 1, \( U^{[K,2]} \) denotes the suppression matrix at each user within cell 2, and \( K \) is the number of users per cell, [113]. According to the given system model and proposed signal structure (3.4), the matrix equation (3.30) can be adapted to the network scenario with any \( L \) and \( K \) as shown in (3.31), where \( K_i \) accounts for the direction of the aligned effective interference channels from BS \( i \) \((i = j - 1)\). \( U^{[k]} \) and \( K \) indicate the receive BF matrix at user \([j, k] \) and the number of users per cell in the totally overlapped area, respectively.

Similar to (3.12)–(3.13), we decompose (3.31) into \( K \) matrix equations, and the \( k^{th} \) matrix equation can be written as

\[
\begin{bmatrix}
I_{N_t} & -H^{[1]}_{j,i} & 0 & \cdots & 0 \\
I_{N_t} & 0 & -H^{[2]}_{j,i} & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
I_{N_t} & 0 & 0 & \cdots & -H^{[K]}_{j,i}
\end{bmatrix}
\begin{bmatrix}
K_i \\
U^{[1]}_i \\
U^{[2]}_j \\
\vdots \\
U^{[K]}_j
\end{bmatrix}
= C_i D_i = 0
\] (3.32)

where \( \tilde{K}^{[k]}_i \) indicates the direction of the interference channels from BS \( i \) to the user of interest after applying the interference suppression matrices at the receiver side. First, we find the nullspace \( \tilde{D}^{[k]}_i \) of \( \tilde{C}^{[k]}_i \), and accordingly, the dimension of \( \tilde{C}^{[k]}_i \) equals \( N_t \times (N_t + N_r) \). This implies that it is always feasible to calculate the
\[ V_{i}^{[ICI]} = \null \left( \begin{array}{c} \mathbf{K}_i \\ \text{effective interference direction} \\ \begin{pmatrix} \mathbf{U}^{[k(k \in \mathcal{K})]}_{j(j \neq \{i-1,i,...,i+d_s-1\})} \mathbf{H}^{[k(k \in \mathcal{K})]}_{j(j \neq \{i-1,i,...,i+d_s-1\})} \\ \text{effective ICI channels} \end{pmatrix} H \end{array} \right) \] (3.33)

nullspace \( \tilde{D}_i^{[k]} \).

Once we have derived all the terms indicating the effective directions of the ICI component and receive BF matrices in (3.31)-(3.32), one is able to calculate the transmit BF matrices \( V_{i}^{[ICI]} \) as in (3.33), where \( \mathbf{U}^{[k(k \in \mathcal{K})]}_{j(j \neq \{i-1,i,...,i+d_s-1\})} \) is the receive BF matrix at user \([j,k]\) that considers BS \( i \) as a source of the ICI, excluding the cell used to find solutions for (3.32). Consequently, the \( \mathbf{H}^{[k(k \in \mathcal{K})]}_{j(j \neq \{i-1,i,...,i+d_s-1\})} \) matrices refer to the links between the base stations and receivers defined above. To find the matrix \( V_{i}^{[ICI]} \), the matrix inside the null function should be regarded. This matrix combines \( KN_r \) columns of the effective directions given by the \( \mathbf{K}_i \) matrix and \((L-d_s-1)KN_r\) columns vectors indicating the other ICI channels existing under a certain network configuration. As a result, the matrix inside the null function contains \((L-d_s)KN_r\) vectors. Thus, the dimension of this matrix is \( N_t \times (L-d_s)KN_r \). Furthermore, any successful derivation of the nullspace of the matrix implies that the number of column vectors is equal to the positive difference between the number of rows and the number of columns. Since the nullspace of dimension \( D \) needs to be found, we substitute (3.29) in this difference as

\[ D = N_t - (L-d_s)KN_r, \]

and then obtain the minimum number of transmit antennas as

\[ N_t = (L-d_s+1)KN_r + 1. \] (3.34)

After applying \( V_{i}^{[ICI]} \), the network configuration can be regarded as the reduced one with specific features of the MIMO X-channel scenario when, from the user’s viewpoint, each channel is seen as a link carrying not only a useful data, but also interference. That results in the presence of XCI component of
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interference, and the design of the second part of the transmit BF matrix is dedicated to mitigate exactly this type of interference. If the proposed algorithm is successively implemented, the whole multi-cell multi-user MIMO network can be treated as a set of \( L \) independent \( N_t \times N_r \) SU-MIMO networks.

In fact, the proposed scheme reduces the number of total antenna resources required for interference alignment. For instance, in the three-cell case with \( K = 1 \) user per cell in the totally overlapped area, the required total number of antennas for the proposed technique equals \( N_t + N_r = 5 + 2 = 7 \), while the minimum total number of antennas derived from the IA feasibility in [104] is \( N_t + N_r = (L + 1)d_s = 8 \). One may think that the antenna resources reduction is achieved by extra signaling overhead, however, this reduction is obtainable in the system where each mobile station experiences a multi-source transmission strategy from several adjacent BSs having independent messages generated at each base station. Moreover, each BS demands only local CSI and hence there will be no CSI overhead between the base stations.

3.4.5 Computational Complexity

The complexity of the proposed technique mainly depends on the number of arithmetic operations required for the matrix multiplication and singular value decomposition (SVD). For a given \( m \times n \) matrix, the complexity of SVD is given by \( \mathcal{O} \left( \min \{ mn^2, m^2 n \} \right) \), [138]. Regarding the matrix multiplication, the multiplication of two \( m \times n \) and \( n \times p \) matrices requires \( mnp \) arithmetic operations. Since the transmit BF matrix is split into two parts, the complexities for each part are calculated separately and then summed up to find the overall complexity.

First, we consider the part responsible for the ICI cancellation which involves two SVD and one matrix multiplication. Since the dimension of the \( \tilde{C}_1^{[1]} \) matrix in (3.12) is \( N_t \times (N_t + N_r) \), the corresponding number of arithmetic operations equals \( \mathcal{O} \left( \min \{ N_t^3 + 2N_t^2N_r + N_tN_r^2, N_t^3 + N_r^2N_r \} \right) \), where the minimum is \( (N_t^3 + N_r^2N_r) \). The next step is the matrix multiplication in (3.16) that demands \( N_tN_r^2 \) operations. The final stage required to calculate \( V_1^{[IIC]} \) is SVD. Since the dimension of the matrix of interest is \( N_r \times N_t \), the respective complexity is \( \mathcal{O} \left( N_tN_r^2 \right) \). Therefore, the overall complexity of \( V_1^{[IIC]} \) is equal to \( \mathcal{O} \left( N_t^3 + N_r^2N_r + 2N_tN_r^2 \right) \), which can be bounded by \( \mathcal{O} \left( N_t^3 + 3N_r^2N_r \right) \).

Next, we consider the second part of the transmit BF matrix, which comprises two SVD and two matrix multiplications for each column vector of \( V_1^{[XIC]} \). \( N_r \times \)
\[(N_t - N_r)\] indicates the dimension of the matrix for the first SVD, and the corresponding complexity is given by \(O\left(\min\{N_r^3 - 2N_tN_r^2 + N_t^2N_r, N_tN_r^2 - N_r^3\}\right)\), where the minimum is \((N_tN_r^2 - N_r^3)\). Two matrix multiplications in (3.21) require \(O(N_tN_r^2)\) and \(O(N_t^2N_r - N_tN_r^2)\), respectively. The second SVD utilizes the \(N_r \times (N_t - N_r)\) matrix and needs \(N_tN_r^2 - N_r^3\) operations. Consequently, with respect to the number of column vectors in \(\mathbf{V}_i^{[XC\bar{T}]}\), the respective complexity equals \(O(3N_t^2N_r^3 - N_r^4)\).

Finally, we need to calculate the number of operations needed for the multiplication of two \(\mathbf{V}_i^{[HC\bar{T}]}\) and \(\mathbf{V}_i^{[XC\bar{T}]}\) matrices. The dimensions of the corresponding matrices are \(N_t \times (N_t - N_r)\) and \((N_t - N_r) \times N_t\). Then, its complexity is equal to \(O(N_t^2N_r - N_tN_r^2)\). Hence, by combining all the operations above, the overall computational complexity of the proposed scheme can be written as \(O(N_t^2(N_t + 3N_r^2 + 4N_r) - N_r^2(N_r^2 + N_t))\) for each base station.

### 3.5 Simulation Results

This section presents our results using Monte Carlo simulations to investigate the network performances such as BER and achievable data rate assuming both perfect and imperfect CSI scenarios. The simulations assume QPSK modulation and frequency flat fading which is designed according to (2.9). To make a fair comparison, the total transmit power at the BS is constrained to unity irrespective of the number of transmit antennas. The following notation \((N_t, N_r, K, L, d_s)\) is used to describe the network configuration, where \(N_t\) and \(N_r\) are the numbers of transmit and receive antennas, \(K\) is the number of mobile stations located in the totally overlapped area, \(L\) is the number of cells, and \(d_s\) is the number of data streams at each base station.

In the first simulation, we want to estimate the BER performances achievable by each mobile station \((K = 2)\) located in the totally overlapped area of the three-cell MIMO network. The lines presented in Fig. 3.4 are the BER graphs averaged over each cell. As shown in Fig. 3.4, the BER performances of all the receivers match the BER performance of the single-cell SU-MIMO, where a checking point is 24 dB with the BER value of 0.001. Therefore, the proposed scheme is able to mitigate all the interference in the network, and consequently, the system model simply reduces to the SU-MIMO scenario.

In the next simulation, we consider several network scenarios comprising of
three, four, five and six cells (it is assumed that each cell serves only one mobile station). 10 dB and 20 dB are chosen as the observation points to evaluate the achievable BER at each scenario. Thus, the BER values for all the scenarios are equal to 0.0232 and 0.0025, respectively. In addition, the derived results match the BER values obtainable in the single-cell SU-MIMO model. Therefore, as shown in Fig. 3.5, the proposed scheme allows each system configuration to attain the same BER performance irrespective of the number of cells/users.

Next, we consider the system configuration as (9, 2, 2, 2, 3) consisting of three cells with two mobile stations achieving two data streams each with nine transmit and two receive antennas per node, respectively. Therefore, we aim to compare the BER performances achievable by the proposed scheme and ZFBF, [50]. Since the proposed technique simplifies the observed network to a 2 × 2 MIMO model, a 2 × 2 MIMO system is considered to calculate the BER by utilizing ZFBF. As shown in Fig. 3.6, the proposed scheme outperforms ZFBF by 3 dB due to the impact of the scaling factor needed in the precoding matrix design of ZFBF to ensure a unity gain at the output of the precoder.

We then want to compare the data rates per user obtainable by the proposed scheme and ZFBF. For this reason, the (5, 2, 1, 3, 2) and (6, 2, 1, 3, 2) system scenarios are considered for the proposed algorithm and ZFBF, respectively (please
Figure 3.5. The BER values at 10 and 20 dB for different network scenarios when each BS serves one user per cell.

Figure 3.6. The BER performances derived by utilizing the proposed scheme and ZFBF.
note that the proposed scheme utilizes less antennas than ZFBF does. Thus, it is shown in Fig. 3.7 that the proposed is persistently superior; at SNR = 30 dB, the ZFBF technique obtains 19.3 bits/s/Hz, while the proposed scheme achieves 19.78 bits/s/Hz.

![Achievable sum rate per user (bits/s/Hz) vs SNR (dB)](image)

**Figure 3.7.** Maximum data rate per user achievable by the proposed scheme and ZFBF.

In the next simulation, the achievable data rate is evaluated by utilizing (3.7) and (3.24), with respect to the different system configurations. For the system settings such as (9, 2, 2, 3, 2), (13, 2, 2, 4, 2), (13, 2, 3, 3, 2) and (19, 2, 3, 4, 2), the proposed scheme can achieve 118.67, 158.01, 177.76 and 237.02 bits/s/Hz, respectively. The observation point is 30 dB.

Furthermore, we want to investigate the effect of different CSI scenarios on the BER and transmission rates attainable by utilizing the proposed scheme. As before, 30 dB is regarded as the reference point to compare the derived results. The channel acquisition method as in (2.7) is applied for different scenarios. The first scenario is known as perfect CSI and can be modeled as $\alpha \to \infty$ and $\rho > 1$, while the CSI mismatch can be defined by different values of $\alpha$ and $\beta$ in (2.7). The second case, known as the reciprocal channel, represents the network scenario, where the impact of CSI errors on the system is inversely proportional to SNR (when $\alpha = 1$, $\tau = \beta \rho^{-1}$, equation (2.7)). Finally, the channel
acquisition, where the CSI mismatch is independent of the SNR, can be determined by $\alpha = 0$ and is known as the CSI feedback. To describe various ways of the CSI acquisition, we consider different values for pairs of $(\alpha, \beta)$ as follows $(1.5, 15)$, $(1, 10)$, $(0.75, 10)$, $(0, 0.05)$, $(0, 0.001)$.

For the considered different CSI scenarios, we first aim to analyse the BER metric. It can be seen from Fig. 3.9, the cases with $\alpha = 0$ perform better than the ones with the SNR-dependent CSI mismatch at low SNR (up to 16 dB); however, in the high SNR region, the scenario with $\alpha = 0$ experiences a significant degrade as SNR increases. For instance, the BER performances for the $(0, 0.001)$ and perfect CSI scenarios match each other up to 9 dB. Therefore, it can be noticed that for the cases of $\alpha = 0$, the value of $\beta$ has a large impact and degrades the BER performance. Regarding the SNR-dependent CSI mismatch, it can be seen that imperfect CSI makes it infeasible to decode the transmitted data at low SNR, however, further increase of SNR enhances the decodability of the transmitted data. Consequently, the larger $\alpha$ is, the sooner the BER performance improves. Therefore, regarding the message decodability, it can be stated that the proposed technique is applicable for all the scenarios with SNR-independent small CSI impairments (small $\beta$) at low SNR and the reciprocal channels at high

\begin{figure}[h]
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\caption{The sum rates achievable for various network configurations.}
\end{figure}
SNR.

Figure 3.9. The BER performances achievable under various CSI conditions.

Fig. 3.10 presents an insight into how the CSI mismatch affects the achievable data rates per user. The case of $\alpha = 0$ allows us to analyse the impact of $\beta$, and thus it can be seen that $\beta$ has a significant impact on the performance when $\alpha = 0$. Accordingly, this case with $\alpha = 0$ can be treated as the worst scenario because increasing SNR does not provide any increase in the achievable data rate. For the specific case with $\beta = 0.001$, it is feasible to apply the proposed scheme at low SNR regime (up to 15 dB); however, with $\beta = 0.05$, the DoF loss is significant within the whole SNR range. For the case of $\alpha \neq 0$, we notice that the proposed scheme provides poor performances in the low SNR region; however, the SNR dependence leads to the increase in the achievable data rate when SNR increases. Therefore, the larger $\alpha$ is, the sharper the curve slope becomes.
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3.6 Chapter Summary

This Chapter proposed an IA scheme for a downlink network transmission with multiple cells and multiple MIMO users under a Gaussian interfering BC scenario. We jointly designed the transmitter and receiver BF matrices utilizing a closed-form expression for $L \geq 3$ cells and $K \geq 1$ users per cell in the totally overlapped area. As a result, the proposed scheme ensures that interference is cancelled, and hence makes it possible to achieve the maximum $(L - 1)$ DoF for each mobile station. Furthermore, it is demonstrated that the cellular multi-user MIMO scenario can be regarded as a set of the single-cell SU-MIMO channels. We also derived an expression standing for the relationship between the numbers of cells ($L$), antennas ($N_t$ and $N_r$), receivers ($K$) and data streams ($d_s$) which is given by $N_t = (L - d_s + 1)KN_r + 1$. Moreover, the proposed scheme demands less antenna resources than the one presented in [104]. The simulation results verified the powerful performance of the algorithm under different network settings where it was shown that the achievable BER performance is equal to the BER performance of the single-cell SU-MIMO network irrespective of the number of cells. Furthermore, in terms of the BER performance and achievable sum rate, the proposed scheme outperforms the ZFBF technique. Finally, we estimated the effect of the CSI mismatch on the system performances.

Figure 3.10. The achievable data rate per user under various CSI conditions.
Chapter 4
Enhanced Multiplexing Gain Using Interference Alignment Cancellation in Multi-cell Compounded MIMO BC Networks

This Chapter focuses on establishing a closed-form downlink IA beamforming scheme for a multi-cell MIMO network. In contrast to [123], we propose a scheme that allows us to apply the MIMO X-channel scenario for the compounded $L$-cell MIMO BC network and to enhance the achievable sum rate per user located in the cell-edge area. It is assumed that each user operates under a multi-source transmission set-up when several BSs send individual data to the user of interest. Then the transmit BF matrices are jointly designed according to the types of interference presented at the receiver side. Compared with Chapter 3, the system model will be defined from a concept of a point-to-point MIMO model. For the sake of keeping an explanation uncomplicated, it is assumed that each BS will serve only one user per cell and the antenna configurations of network nodes are not restricted to be identical. Consequently, the latter assumption allows one to generalize the achievable DoF region. Therefore, by utilizing the proposed technique, the DoF region is estimated for the case study with $L = 3$ cells and provides an upper limit for the DoF metric by solving the dual problem for the linear program $\max_{\mathcal{P}_{\text{out}}}$. Moreover, we validate the analytical DoF
derivation with the numerical results (simulation). Finally, the proposed scheme is generalized for the case of \( L \geq 3 \) and further the required minimum antenna configuration is calculated to maintain the proposed scheme. The work in this Chapter also provides an insight into the impact of different message set ups on the achievable DoF and required number of antenna resource. It is shown that, for a fixed number of antennas, certain set ups can be exploited to achieve more DoF than the conventional ones used in [104, 121, 123]. Furthermore, the results provide a means to identify the maximum achievable DoF for the considered set ups and the required conditions for achieving this maximum.

4.1 System Model

Since a cellular MIMO network can be developed from the concept of a point-to-point MIMO model, the MIMO IC and X-channels are considered which distinguish from each other by a different message set. For example, IC represents the scenario when transmitter \( i \) serves only the corresponding receiver \( i \) while the X-channel scenario is characterised by a message set when each source node \( i \) has different messages to a number of receivers. In Fig. 4.1, a \( L \)-user point-to-point MIMO network is presented, where each transmitter-receiver pair is deployed with \( N_t \) and \( N_r \) antennas, respectively.

4.1.1 The MIMO IC Model

In the MIMO IC scenario, [17, 104, 105, 116, 117, 118], the received signal \( y_j \) at \( Rx \, j \) can be written as

\[
y_j = \underbrace{H_{j,j}x_j}_{\text{desired signal}} + \sum_{i=1, i \neq j}^{L} H_{j,i}x_i + n_j, \quad \forall j \in L. \tag{4.1}
\]

If the signal \( x_i \in \mathbb{C}^{N_t \times 1} \) transmitted from \( Tx \, i \) is expressed by

\[
x_i = V_i s_i, \quad \forall i \in L, \tag{4.2}
\]
then, after beamforming at the receiver side, the received signal in (4.1) can be rewritten as

$$
\hat{y}_j = U^H_j H_{j,j} V_j s_j + U^H_j \sum_{i=1, i \neq j}^{L} H_{j,i} V_i s_i + \tilde{n}_j, \quad \forall j \in L,
$$

(4.3)

where $U_j \in \mathbb{C}^{N_r \times d_s}$ and $V_i \in \mathbb{C}^{N_t \times d_s}$ denote the beamforming matrices at receiver $j$ and transmitter $i$, respectively. $H_{j,i} \in \mathbb{C}^{N_r \times N_t}$ and $\tilde{n}_j = U^H_j n_j \in \mathbb{C}^{d_s \times 1}$ indicate the channel between transmitter $i$ and receiver $j$ and the effective zero-mean AWGN vector, with $\mathbb{E}\{\tilde{n}_j \tilde{n}_j^H\} = \sigma_n^2 I$. And finally, $d_s$ stands for the number of data streams in $s_i$.
To decode the required signal successfully in the case of the MIMO interference channel, the “desired” signal should be aligned into a subspace at the receiver side such that the interfering signals are aligned into the subspace that is orthogonal to $U_j$. Therefore, the following conditions must be satisfied at receiver $j$

\[
U_j^H H_{j,i} V_i = 0, \ \forall i, j \in L, \ i \neq j, \ (4.4)
\]

\[
\text{rank} \left(U_j^H H_{j,j} V_j\right) = d_j, \ \forall j \in L, \ (4.5)
\]

where $d_j$ is the number of resolvable interference-free data streams at user $j$.

### 4.1.2 The MIMO X- and Z-channel Models

In the MIMO X-channel scenario, [75, 76, 121, 122, 123], the received signal $y_j$ (Fig. 4.1) can be expressed as

\[
y_j = \sum_{i=1}^{L} H_{j,i} x_i + n_j, \ \forall j \in L, \ (4.6)
\]

where $H_{j,i} \in \mathbb{C}^{N_r \times N_t}$ indicates the channel link that carries both the desired signal and interference simultaneously from transmitter $i$ to receiver $j$. $x_i \in \mathbb{C}^{N_t \times 1}$ is the transmitted signal vector from $T x i$ and $n_j \in \mathbb{C}^{N_r \times 1}$ stands for the zero-mean AWGN vector, with $\mathbb{E}\{n_j n_j^H\} = \sigma_n^2 I$.

For the case of the MIMO X-channel, it is assumed that transmitter $i$ intends to send data to user $j$ by exploiting the precoding matrix $V_i^{[j]}$, and subsequently receiver $j$ zero-forces all the interference by multiplying the received signal with the receive beamforming matrix $U_j$. Thus, to decode the required signal successfully, the following conditions must be satisfied at the user of interest

\[
U_j^H H_{j,i} V_i^{[k]} = 0, \ j \neq k, \ \forall i, j \in L, \ (4.7)
\]

\[
\sum_{i=1}^{L} \text{rank} \left(U_j^H H_{j,j} V_i\right) = \sum_{i=1}^{L} d_{[j,i]} = d_j, \ \forall j \in L, \ (4.8)
\]

where $V_i^{[k]} \in \mathbb{C}^{N_t \times d_{[k,i]}}$ denotes the transmit beamforming matrix at $T x i$ which intends to deliver the $d_{[k,i]}$ data streams to receiver $k$. Moreover, any data delivered to receiver $j$ along the $V_i^{[k]}$ direction causes intra-stream interference. $d_{[j,i]}$ indicates the number of data streams desired to be decoded at receiver $j$ from
transmitter $i$ while $d_j$ is the maximum number of decodable data streams at receiver $j$, with $d_j = \sum_{i \neq j} d_{[j,i]}$.

Now it is worth considering a two-user MIMO X-channel system as shown in Fig. 4.2(a). With respect to each receiver, the received signal $y_j \in \mathbb{C}^{N_r \times 1}$ in (4.6) can be expressed as

\[
\begin{align*}
    y_1 &= H_{1,1}x_1 + H_{1,2}x_2 + n_1, \\
    y_2 &= H_{2,1}x_1 + H_{2,2}x_2 + n_2,
\end{align*}
\]

where $x_i = [x_{1,i}^T, x_{2,i}^T]^T$ where the first digit within the subscripts refers to the receiver which aims to decode the desired message, and $x_{j,i} \in \mathbb{C}^{d_{[j,i]} \times 1}$ is the data vector which transmitter $i$ desires to deliver to receiver $j$.

**Figure 4.2.** The point-to-point MIMO models.
The total DoF $\eta_X$ is defined as

$$\eta_X \triangleq \max_{D^X} (d_{[1,1]} + d_{[1,2]} + d_{[2,1]} + d_{[2,2]}),$$

(4.9)

where $D^X$ denotes the DoF region over the X-channel and $d_{[j,i]}$ indicates the number of data streams transmitted from $Tx i$ and successfully detected by receiver $j$. In [123], the authors proved that under the MIMO X-channel scenario it is feasible to achieve $\left\lfloor \frac{4}{3}M \right\rfloor$ degrees of freedom with $M$ antennas at each node. It implies that the number of DoF can be non-integer. For the case when each node has a different number of deployed antennas, the authors provided Theorem 4, [123], which gives the total number of DoF achievable within the network scenario. All considered cases were bounded by the $2 \times 2$ MIMO X-channel.

The MIMO Z-channel presented in Fig. 4.2(b) can be characterized as the MIMO X-channel (Fig. 4.2(a)) and described by (4.6). The distinction between the X-channel and Z-channel is related to the constraints on the message such that $x_{1,2} = \emptyset$ and $H_{1,2} = 0$, i.e., there is no message or channel from transmitter 2 to receiver 1.

Similar to the MIMO X-channel, the number of DoF for the MIMO Z-channel can be defined as

$$\eta_{Z(1,2)} \triangleq \max_{D^Z(1,2)} (d_{[1,1]} + d_{[2,1]} + d_{[2,2]}).$$

(4.10)

**Lemma 1 ([123])**

$$\max_{D^X} (d_{[1,1]} + d_{[2,1]} + d_{[2,2]}) \leq \max_{D^Z(1,2)} (d_{[1,1]} + d_{[2,1]} + d_{[2,2]}) = \eta_{Z(1,2)}.$$  

(4.11)

**Outline of the proof.** In [123], it is supposed to have a certain coding scheme that is able to obtain $(d_{[1,1]}, d_{[2,1]}, d_{[2,2]})$ in the MIMO X-channel. It is also assumed that $x_{1,2}$ is known for all nodes a priori. Since receiver 1 is provided by $x_{2,2}$, it is aware of all the information available at transmitter 2 and can subtract the signal of $Tx 2$ from its received signal. This implies $H_{1,2} = 0$. As a result, we conclude that the MIMO X-channel is identical to the MIMO Z-channel. Moreover, the same DoF of $(d_{[1,1]}, d_{[2,1]}, d_{[2,2]})$ are also attainable in the MIMO Z-channel.

### 4.1.3 The Design of the Compounded MIMO BC Model

Next, we consider a MIMO cellular network with $L$ cells and multiple users as shown in Fig. 3.1 ($L = 3$ cells). For simplicity, it is assumed that all the
base stations have identical coverage area and cell configuration and thus serve the same number of users per cell, $K$, randomly distributed. In terms of the network coverage, the combined area can be designated as non-overlapping and overlapping areas; moreover, the overlapping area can be further determined as the totally and partially overlapped areas, [131, 132, 139], or the corresponding areas presented in Table 3.1.

Then, under a dense network scenario, it is feasible to assume that each base station serves $K$ ($K \leq L$) users per cell in Area 3 (Table 3.1). Since the amounts of power received from the serving and non-serving BSs are comparable it is reasonable to assume that the user of interest may want to obtain messages from several BSs and hence it experiences a multi-source transmission strategy. For the defined multi-source transmission from $L$ BSs ($1 < L < L$), then the user of interest observes the network as a set of $(L - L)$ ICs and $L$ X-channels, and the corresponding types of interference are given by ICI and XCI. And we refer to this scenario as a compounded MIMO BC network scenario, [139]. Under the multi-source transmission ($L$), the data vector $s_i$ in (4.2) can be defined as

$$s_i = \left[ c^{[i,1]} c^{[i+1,1]} \ldots c^{[i+L-1,1]} \right]^T, \forall i \in \mathbb{L}. \quad (4.12)$$

For simplicity, but without loss of generality, it is assumed that each BS serves $K = 1$ user per cell in the totally overlapped area, and then the received signal at user $j$ can be written as

$$y_j = \sum_{i=1}^{L} H_{j,i} V_i s_i + n_j$$

$$= \sum_{i=j-L+1}^{j} H_{j,i} V_i s_i + \sum_{l=1, l \neq i}^{L} H_{j,l} V_l s_l + n_j, \forall j \in \mathbb{L}, \quad (4.13)$$

where the first and second terms denote the “desired+XCI” signal and ICI component, respectively. And accordingly, it is feasible to split the transmit BF matrices into two parts as shown in (3.6) as follows

$$V_i = V_i^{[IC]} \times V_i^{[XCI]}, \forall i \in \mathbb{L},$$

where $V_i \in \mathbb{C}^{N_t \times d_s}$, $V_i^{[IC]} \in \mathbb{C}^{N_t \times D}$ and $V_i^{[XCI]} \in \mathbb{C}^{D \times d_s}$ are the complete and
partial transmit BF matrices. $D$, as the number of columns in $V_i^{[IC]}$, as well as the number of rows in $V_i^{[XIC]}$, depends on the number of data streams at each BS ($D \geq d_k$). In more details, the value of $D$ is generalised in Section 4.2.6.

Therefore, the received signal (4.13) can be rewritten as

$$y_j = \sum_{i=j-L+1}^{j} H_{ji} V_i^{[IC]} V_i^{[XIC]} s_i + \sum_{l=1, l \neq i}^{L} H_{ji} V_i^{[IC]} V_l^{[XIC]} s_l + n_j, \forall j \in L, \quad (4.14)$$

where BS $i$ utilizes the transmit BF matrix $V_i$, with trace $(V_i V_i^H) = 1$, and $n_j \in \mathbb{C}^{N_r \times 1}$ is the zero-mean AWGN vector, with $E\{n_j n_j^H\} = \sigma_n^2 I$. Since $s_i$ is the vector containing the symbols drawn from i.i.d. Gaussian input and chosen from a desired constellation, we have $E\{s_i s_i^H\} = I$. All these conditions satisfy the average power constraint at BS $i$.

We define DoF for the multi-cell network as the pre-log factor of the sum-rate, [17, 18], as in (3.7) as follows

$$\eta = \lim_{\text{SNR} \to \infty} \frac{\mathcal{I}_\Sigma (\text{SNR})}{\log_2 (\text{SNR})} = \sum_{k=1}^{L} d_k,$$

where $\mathcal{I}_\Sigma (\text{SNR})$ is the sum rate that can be achieved for a given SNR, and $d_k$ is the number of resolvable interference-free data streams in cell $k$. The sum rate can be defined as $\mathcal{I}_\Sigma (\text{SNR}) = \sum_{k=1}^{L} \mathcal{I}_k$, where $\mathcal{I}_k$ denotes the data rate achievable in cell $k$.

In the following sections, we explain how to mitigate the interference under the compounded MIMO network scenario and then define the constraints on the design of the transmit beamforming matrices for achieving maximum DoF.
4.2 The Achievable DoF Region Analysis

4.2.1 The Compounded MIMO BC scenario with \( L = 3 \) cells

\[
\mathbf{s}_1 = \begin{bmatrix} c^{[1,1]}_1 \\ c^{[2,1]}_1 \end{bmatrix}, \quad \mathbf{s}_2 = \begin{bmatrix} c^{[2,2]}_2 \\ c^{[3,2]}_2 \end{bmatrix}, \quad \mathbf{s}_3 = \begin{bmatrix} c^{[3,3]}_3 \\ c^{[1,3]}_3 \end{bmatrix}
\]

Since the DoF region is achievable via the MIMO X- and Z- channels, we consider the compounded MIMO BC model. For simplicity, it is assumed that the cellular network consists of three base stations and three corresponding users as shown in Fig. 4.3, and thus the set of sources \( \mathcal{L} \) constituting the multi-source transmission for each user can be defined, according to \( 1 < \mathcal{L} < L \), as \( \mathcal{L} = 2 \) base stations. Hereinafter, it is assumed that BS \( i \) and user \( j \) are deployed with \( M_i \) and \( N_j \) antennas, respectively, unless it is restated. Then the data vector \( \mathbf{s}_i \) (4.12) can be written as

\[
\mathbf{s}_i = \begin{bmatrix} c^{[i,i]}_i \\ c^{[i+1,i]}_i \end{bmatrix}, \quad \forall i \in L,
\]
where the first superscript denotes the user of interest while the second superscript stands for the transmitting BS. Equation (4.15) means that the first data vector transmitted from BS \( i \) is dedicated to the user located in the cell \( i \) (user \( i \)), while the second stream is designated to the \((i + 1)^{th}\) cell (or user \((i + 1))\). The numeration of users/cells changes circularly, i.e., if \( i = L \Rightarrow (i + 1) = 4 \rightarrow 1 \).

To give a detailed explanation, please refer to Fig. 4.3, where BS 1 transmits the signal \( s_1 = [c^{[1,1]}T \ c^{[2,1]}T]T \) which is of interest to users 1 and 2 and causes interference to user 3. The signal \( s_2 = [c^{[2,2]}T \ c^{[3,2]}T]T \) from BS 2 is required at users 2 and 3, and regarded as interference at user 1. Analogously, BS 3 with the signal \( s_3 = [c^{[3,3]}T \ c^{[1,3]}T]T \) causes interference to user 2 and tends to deliver the signal to the users belonging to cells 1 and 3. Thus, all the channel links that cause interference can be regarded as IC channels (dotted lines in Fig. 4.3). In contrast, the other channels, shown in Fig. 4.3 as solid lines, convey the useful data to the defined users. User 1 is interested only in \([c^{[1,1]}T \ c^{[1,3]}T]T \) while users 2 and 3 desire to decode \([c^{[2,2]}T \ c^{[2,1]}T]T \) and \([c^{[3,3]}T \ c^{[3,2]}T]T \) signals, respectively. Hence, with respect to (4.15), apart from the ICI, each user observes not only its corresponding symbols that are transmitted from the desired BSs, but also other inter-cell interfering signals (also known as the XCI). Therefore, the received signal (4.14) at the user of interest can be simply written as

\[
y_j = \sum_{i=j-1}^{j} H_{j,i} V_j^{[ICI]} V_i^{[XCI]} s_i + \sum_{l=1,l\neq j}^{L} H_{j,l} V_j^{[ICI]} V_l^{[XCI]} s_l + n_j
\]

\[
= \sum_{i=1;i\neq j+1}^{L} H_{j,i} V_j^{[ICI]} V_i^{[XCI]} s_i + H_{j,j+1} V_j^{[ICI]} V_{j+1}^{[XCI]} s_{j+1} + n_j, \tag{4.16}
\]

\( \forall j \in L. \)

4.2.2 The ICI Cancellation Scheme

Although, lots of work was done on IA for the MIMO IC model, [2, 79, 104, 105, 118, 113], the ZF technique proved itself as a promising and powerful approach in different wireless network scenarios in terms of the interference mitigation perspective, [140, 141, 142, 143, 144].
From (4.16), it is obvious that the channels causing the ICI to user $j$ are presented by $H_{j,j+1} \in \mathbb{C}^{N_j \times M_{j+1}}$. Hence, the ICI component can be simply mitigated by utilizing ZF. Then, each $V_{j+1}^{[ICI]}$ can be calculated as follows

$$V_{j+1}^{[ICI]} = \text{null}(H_{j,j+1}), \ \forall j \in L. \quad (4.17)$$

This expression is only feasible if $M_{j+1} > N_j$, and, consequently, $V_{j+1}^{[ICI]}$ has a dimension of $M_{j+1} \times (M_{j+1} - N_j)$. We denote the number of columns of the $V_{j+1}^{[ICI]}$ as $D_{j+1} = (M_{j+1} - N_j)^+$. The numeration across the equation changes circularly as in (4.15).

Hence, after applying $V_{j+1}^{[ICI]}$ the system model can be regarded as the ICI-free network as shown in Fig. 4.3 without the dashed ICI links presented by $H_{j,j+1}$. Therefore, from the user’s perspective, the observed network can be regarded as a set of the MIMO Z-channels.

### 4.2.3 The XCI Cancellation Scheme and DoF Characterization

After applying the ICI cancellation scheme, each user sees two effective channel observations given by $\bar{H}_{j,i} = H_{j,i}V_{i}^{[ICI]}$, $i \neq (j+1)$. Therefore, the received signal (4.16) can be expressed as

$$y_j = \underbrace{\sum_{i=1, i \neq j+1}^{L=3} H_{j,i}V_{i}^{[ICI]}V_{i}^{[XCI]}s_i + H_{j,j+1}V_{j+1}^{[ICI]}V_{j+1}^{[XCI]}s_{j+1}}_{\text{desired+XCI signals}} + n_j$$

$$= \sum_{i=1, i \neq j+1}^{L=3} H_{j,i}V_{i}^{[ICI]}V_{i}^{[XCI]}s_i + n_j$$

$$= \sum_{i=1, i \neq j+1}^{L=3} \bar{H}_{j,i}V_{i}^{[XCI]}s_i + n_j, \ \forall j \in L, \quad (4.18)$$

where, among the rest of the channel observations, from the viewpoint of the data intended to user $j$, $\bar{H}_{j,i}$ denotes the channel carrying the first data vector from BS $j$ to user $j$, while $\bar{H}_{j,i}$ ($i \neq j$) is the collateral channel conveying the second data vector from BS $i$ desired by user $j$. The absence of the channel matrix given...
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by \( \mathbf{H}_{j,i} \) \((i = j + 1)\) implies a successive cancellation of the IC interference.

The partial transmit BF matrix \( \mathbf{v}_i^{[\text{XCI}]} \) in (4.18) can be presented as

\[
\mathbf{v}_i^{[\text{XCI}]} = \begin{bmatrix} \mathbf{V}_i^{[i,j][\text{XCI}]} & \mathbf{V}_i^{[i+1,i][\text{XCI}]} \end{bmatrix}_{D_i \times d_{[i,i]}}, \forall i \in L, \tag{4.19}
\]

where \( \mathbf{V}_m^{[n,m][\text{XCI}]} \) consists of \( d_{[n,m]} \) columns with \( D_i \) elements, \( \mathbf{v}_i^{[n,m][\text{XCI}]} \), \( \forall l \in d_{[n,m]} \). Since this section is devoted to the XCI cancellation, the notation \([\text{XCI}]\) in the superscripts of (4.19) is omitted for brevity.

Considering (4.15), it is feasible to assume that each base station \( i \) tends to transmit more than one symbol to each of the users of interest (users \( i \) and \((i+1)\)), and, according to (4.18), the transmitted signal from BS \( i \) can be redefined as follows

\[
x_1 = \mathbf{V}_1^{[\text{XCI}]} \mathbf{s}_1 = \sum_{i=1}^{d_{[1,1]}} \mathbf{v}_i^{[1,1]} c_i^{[1,1]} + \sum_{i=1}^{d_{[2,1]}} \mathbf{v}_i^{[2,1]} c_i^{[2,1]}, \tag{4.20}
\]

\[
x_2 = \mathbf{V}_2^{[\text{XCI}]} \mathbf{s}_2 = \sum_{i=1}^{d_{[2,2]}} \mathbf{v}_i^{[2,2]} c_i^{[2,2]} + \sum_{i=1}^{d_{[3,2]}} \mathbf{v}_i^{[3,2]} c_i^{[3,2]}, \tag{4.21}
\]

\[
x_3 = \mathbf{V}_3^{[\text{XCI}]} \mathbf{s}_3 = \sum_{i=1}^{d_{[3,3]}} \mathbf{v}_i^{[3,3]} c_i^{[3,3]} + \sum_{i=1}^{d_{[1,3]}} \mathbf{v}_i^{[1,3]} c_i^{[1,3]}, \tag{4.22}
\]

where \( c_i^{[j,i]} \) is the \( p \)-th input of \( c^{[j,i]} \) used to transmit the codeword for message \( x_{j,i} \). This assumption implies that no constraint is imposed on the antenna configuration which will be further defined in order to deliver the data streams in (4.20)–(4.22).

The transmit beamforming vectors \( \mathbf{v}_i^{[1,1]}, \mathbf{v}_i^{[1,1]}, \mathbf{v}_i^{[1,3]}, \mathbf{v}_i^{[3,3]} \), \( \mathbf{v}_d^{[1,3]} \), \( \mathbf{v}_d^{[2,2]} \), \( \mathbf{v}_d^{[2,2]} \), \( \mathbf{v}_d^{[3,3]} \) are drawn from the formulation of the null spaces of the concatenated channel matrices \( \mathbf{H}^{[1]} \triangleq [\mathbf{H}_{1,1} \mathbf{H}_{1,3}] \), \( \mathbf{H}^{[2]} \triangleq [\mathbf{H}_{2,2} \mathbf{H}_{2,1}] \), and \( \mathbf{H}^{[3]} \triangleq [\mathbf{H}_{3,3} \mathbf{H}_{3,2}] \) as shown for \( \mathbf{H}^{[1]} \) in (4.23), where

\[
r_1^{[1]} = (D_1 - N_1)^+, \tag{4.24}
\]

\[
r_2^{[1]} = (D_3 - N_1)^+, \tag{4.25}
\]

\[
r^{[1]} = (D_1 + D_3 - N_1)^+ - r_1^{[1]} - r_2^{[1]}. \tag{4.26}
\]

In (4.23), vectors \( \mathbf{v}_i^{[2,1]} \), \( \ldots, \mathbf{v}_i^{[3,3]} \) are the orthonormal basis vectors for the
null space of the channel matrix $\mathbf{H}_{1,1}$. Analogously, vectors $\mathbf{v}^{[3,3]}_1, \ldots, \mathbf{v}^{[3,3]}_r$ are the orthonormal basis vectors for the null space of the channel matrix $\mathbf{H}_{1,3}$. The last $r^{[1]}$ columns of $\mathbf{V}^{[1]}$ are the rest of the null space basis vectors for the combined matrix $\mathbf{H}^{[1]}$. The product of $\mathbf{H}^{[1]}$ with $\mathbf{V}^{[1]}$ produces a zero-matrix which has a size of $N_1 \times (r_1^{[1]} + r_2^{[1]} + r^{[1]}_r)$.

Note that each pair of vectors such as $\mathbf{v}^{[1,1]}_i$ and $\mathbf{v}^{[1,3]}_j$, $\mathbf{v}^{[2,1]}_i$, $\mathbf{v}^{[3,3]}_i$ and $\mathbf{v}^{[3,2]}_j$ are the transmit BF vectors for the messages designated to users 1, 2, and 3, respectively. The above design chooses these vectors from the null spaces of the corresponding user’s channel matrices to zero-force interference as much as possible. The derivation of the first $r_1^{[1]}$ vectors for $\mathbf{v}^{[2,1]}_i$ and the first $r_2^{[1]}$ for $\mathbf{v}^{[3,3]}_j$ is explicit. The $r^{[1]}$ vectors are chosen such that

$$\mathbf{H}_{1,1}\mathbf{v}^{[2,1]}_{r_1^{[1]}+i} = -\mathbf{H}_{1,3}\mathbf{v}^{[3,3]}_{r_2^{[1]}+i}, \quad \forall i \in \{1, \ldots, r^{[1]}\}. \quad (4.27)$$

Thus, the two interfering signals arriving along the direction given in (4.27) span a one-dimensional space at user 1. The remaining vectors $\mathbf{v}^{[2,1]}_{r_1^{[1]}+r^{[1]}+1, \ldots, r^{[1]}_d}$ and $\mathbf{v}^{[3,3]}_{r_2^{[1]}+r^{[1]}+1, \ldots, r^{[1]}_d}$ are picked randomly to ensure that they are linearly independent with probability one.

In a similar way, the transmit BF matrices for the messages designated to users 2 and 3 are derived in Section 4.2.4.

With this in mind, all the generated signals at the BSs are linearly independent.
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\[ I^{[1]} = \sum_{i=1}^{d_{[2,1]}} \mathbf{H}_{1,1} \mathbf{v}_i^{[2,1]} c_i^{[2,1]} + \sum_{i=1}^{d_{[3,3]}} \mathbf{H}_{1,3} \mathbf{v}_i^{[3,3]} c_i^{[3,3]} \]

\[ = \begin{cases} \min(d_{[2,1]}, r_1^{[1]}) & \text{space dimension range}=(d_{[2,1]}-r_1^{[1]})^+ - r_1^{[1]} \\ \min(d_{[3,3]}, r_2^{[1]}) & \text{space dimension range}=(d_{[3,3]}-r_2^{[1]})^+ - r_1^{[1]} \\ \sum_{i=r_1^{[1]}+r_1^{[1]}+1}^{d_{[2,1]}} \mathbf{H}_{1,1} \mathbf{v}_i^{[2,1]} c_i^{[2,1]} & \text{space dimension range}=1 \\ \sum_{i=r_1^{[1]}+r_1^{[1]}+1}^{d_{[3,3]}} \mathbf{H}_{1,3} \mathbf{v}_i^{[3,3]} c_i^{[3,3]} & \end{cases} \]

(4.32)

with probability one, if

\[ D_1 \geq d_{[1,1]} + d_{[2,1]}, \quad (4.28) \]
\[ D_2 \geq d_{[2,2]} + d_{[3,2]}, \quad (4.29) \]
\[ D_3 \geq d_{[3,3]} + d_{[1,3]}, \quad (4.30) \]

Obtaining \((d_{[1,1]}, d_{[1,3]}, d_{[2,1]}, d_{[2,2]}, d_{[3,2]}, d_{[3,3]})\) is now determined by the ability of the users to have enough space to decode the desired symbols. Consider user 1 which desires to receive messages \(x_{1,1}\) and \(x_{1,3}\). These desired messages are propagated along the \(d_{[1,1]}\) and \(d_{[1,3]}\) linearly independent directions from transmitters 1 and 3, respectively. If the interference at user 1 spans the \(d_{I^{[1]}}\) dimensions, then we need to have the following number of receive antennas

\[ N_1 \geq d_{[1,1]} + d_{[1,3]} + d_{I^{[1]}}. \]  

(4.31)

If the above condition is satisfied, user 1 can suppress \(I^{[1]}\), formulated in (4.32), by discarding the \(d_{I^{[1]}}\) dimensions containing interference.

According to the different interference terms shown earlier, the conditions to achieve \((d_{[1,1]}, d_{[1,3]}, d_{[2,1]}, d_{[2,2]}, d_{[3,2]}, d_{[3,3]})\) are determined in (4.33)–(4.35).

Each condition in (4.33)–(4.35) has three cases due to the \(\min\) terms.
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\[ N_1 \geq d_{[1,1]} + d_{[1,3]} + (d_{[2,1]} - (D_1 - N_1)^+) + (d_{[3,3]} - (D_3 - N_1)^+) + \
\min\left[ (d_{[2,1]} - (D_1 - N_1)^+), \ (d_{[3,3]} - (D_3 - N_1)^+) \right], \]
\[ (D_1 + D_3 - N_1)^+ - (D_1 - N_1)^+ - (D_3 - N_1)^+ \] \hspace{1cm} (4.33)

\[ N_2 \geq d_{[2,1]} + d_{[2,2]} + (d_{[1,1]} - (D_1 - N_2)^+) + (d_{[3,2]} - (D_2 - N_2)^+) + \
\min\left[ (d_{[1,1]} - (D_1 - N_2)^+), \ (d_{[3,2]} - (D_2 - N_2)^+) \right], \]
\[ (D_1 + D_2 - N_2)^+ - (D_1 - N_2)^+ - (D_2 - N_2)^+ \] \hspace{1cm} (4.34)

\[ N_3 \geq d_{[3,2]} + d_{[3,3]} + (d_{[2,2]} - (D_2 - N_3)^+) + (d_{[1,3]} - (D_3 - N_3)^+) + \
\min\left[ (d_{[3,2]} - (D_2 - N_3)^+), \ (d_{[1,3]} - (D_3 - N_3)^+) \right], \]
\[ (D_2 + D_3 - N_3)^+ - (D_2 - N_3)^+ - (D_3 - N_3)^+ \] \hspace{1cm} (4.35)

Regarding (4.33), the subspace enabling the interference suppression at user 1 can be described in the following ways.

Case 1:
\[ \min\left[ (d_{[2,1]} - (D_1 - N_1)^+), \ (d_{[3,3]} - (D_3 - N_1)^+) \right], \]
\[ (D_1 + D_3 - N_1)^+ - (D_1 - N_1)^+ - (D_3 - N_1)^+ \]
\[ = (d_{[2,1]} - (D_1 - N_1)^+) \]
\[ \iff N_1 \geq d_{[1,1]} + d_{[1,3]} + d_{[2,1]} - (D_1 - N_1)^+ \]
\[ \iff \max(N_1, D_1) \geq d_{[1,1]} + d_{[1,3]} + d_{[2,1]} \]

Case 2:
\[ \min\left[ (d_{[2,1]} - (D_1 - N_1)^+), \ (d_{[3,3]} - (D_3 - N_1)^+) \right], \]
\[ (D_1 + D_3 - N_1)^+ - (D_1 - N_1)^+ - (D_3 - N_1)^+ \]
\[ = (d_{[3,3]} - (D_3 - N_1)^+) \]
\[ \iff N_1 \geq d_{[1,1]} + d_{[1,3]} + d_{[3,3]} - (D_3 - N_1)^+ \]
\[ \iff \max(N_1, D_3) \geq d_{[1,1]} + d_{[1,3]} + d_{[3,3]} \]

Case 3:
\[ \min\left[ (d_{[2,1]} - (D_1 - N_1)^+), \ (d_{[3,3]} - (D_3 - N_1)^+) \right], \]
\[ (D_1 + D_3 - N_1)^+ - (D_1 - N_1)^+ - (D_3 - N_1)^+ \]
\[
= (D_1 + D_3 - N_1)^+ - (D_1 - N_1)^+ - (D_3 - N_1)^+
\]
\[
\Leftrightarrow N_1 \geq d_{[1,1]} + d_{[1,3]} + d_{[2,1]} + d_{[3,3]} - (D_1 + D_3 - N_1)^+
\]
\[
\Leftrightarrow \max(N_1, D_1 + D_3) \geq d_{[1,1]} + d_{[1,3]} + d_{[2,1]} + d_{[3,3]}.
\]

With \(D_{j+1} = (M_{j+1} - N_j)^+\) and repeating the same operations with conditions (4.34)–(4.35), the outer bound on the DoF region can be defined as follows

\[
\mathcal{D}_\text{out}^{M-X} \triangleq \left\{ \max(d_{[1,1]} + d_{[1,3]} + d_{[2,1]} + d_{[2,2]} + d_{[3,3]} + d_{[3,3]}) \in \mathbb{R}_+^6 : \right.
\]
\[
\begin{align*}
d_{[1,1]} + d_{[1,3]} + d_{[2,1]} &\leq \max(N_1, D_1), \\
d_{[1,1]} + d_{[1,3]} + d_{[3,3]} &\leq \max(N_1, D_3), \\
d_{[2,1]} + d_{[2,2]} + d_{[1,1]} &\leq \max(N_2, D_1), \\
d_{[2,1]} + d_{[2,2]} + d_{[3,2]} &\leq \max(N_2, D_2), \\
d_{[3,2]} + d_{[3,3]} + d_{[2,2]} &\leq \max(N_3, D_2), \\
d_{[3,2]} + d_{[3,3]} + d_{[1,3]} &\leq \max(N_3, D_3), \\
d_{[1,1]} + d_{[1,3]} &\leq N_1, \\
d_{[2,1]} + d_{[2,2]} &\leq N_2, \\
d_{[3,2]} + d_{[3,3]} &\leq N_3, \\
d_{[1,1]} + d_{[2,1]} &\leq D_1, \\
d_{[2,2]} + d_{[3,2]} &\leq D_2, \\
d_{[1,3]} + d_{[3,3]} &\leq D_3. 
\end{align*}
\]

The common scheme to define the DoF region for any \(L\) is given as (4.67) in Section 4.2.7.

While the set \(\mathcal{D}_\text{out}^{M-X}\) provides an outer limit for all obtainable \(d_{[j,i]}\) on the compounded multi-cell MIMO network, maximizing any weighted sum of \(d_{[j,i]}\) over \(\mathcal{D}_\text{out}^{M-X}\) is a linear programming (LP) problem. The following presents an upper limit for the total number of DoF in a closed-form by explicitly solving the above linear programming problem.

**Conjecture 1:**

\[
\eta_{out} \triangleq \max_{\mathcal{D}_\text{out}^{M-X}} (d_{[1,1]} + d_{[1,3]} + d_{[2,1]} + d_{[2,2]} + d_{[3,2]} + d_{[3,3]})
\]
\[= \min\{D_1 + D_2 + D_3, \ N_1 + N_2 + N_3, \ \max(N_3, D_3) + \max(N_2, D_1), \]
\[\max(N_1, D_1) + \max(N_3, D_2), \ \max(N_2, D_2) + \max(N_1, D_3), \]
\[\max(N_1, D_1) + \max(N_1, D_2) + \max(N_2, D_2) + \max(N_3, D_2) \]
\[\frac{2}{\max(N_1, D_3) + \max(N_2, D_1) + \max(N_3, D_3) + \max(N_2, D_2)} \]
\[\frac{2}{\max(N_1, D_1) + \max(N_2, D_1) + \max(N_3, D_2) + \max(N_3, D_3)} \]
\[\max(N_3, D_2) + \max(N_3, D_3) + D_1 + N_1 + N_2 \]
\[\max(N_2, D_2) + \max(N_3, D_2) + D_1 + D_3 + N_1 \]
\[\max(N_2, D_1) + \max(N_3, D_3) + D_1 + D_2 + D_3 \]
\[\max(N_2, D_1) + \max(N_3, D_3) + N_1 + N_2 + N_3 \]
\[\max(N_2, D_1) + \max(N_3, D_3) + D_3 + N_1 + N_3 \]
\[\max(N_1, D_1) + \max(N_3, D_2) + D_1 + D_2 + D_3 \]
\[\max(N_1, D_1) + \max(N_2, D_1) + D_1 + D_3 + N_3 \]
\[\max(N_1, D_1) + \max(N_3, D_2) + D_1 + D_2 + D_3 \]
\[\max(N_1, D_1) + \max(N_3, D_2) + N_1 + D_1 + D_3 \]
\[\max(N_1, D_3) + \max(N_2, D_2) + N_1 + N_2 + N_3 \]
\[\max(N_1, D_3) + \max(N_1, D_1) + D_2 + N_2 + N_3 \]
\[\max(N_1, D_3) + \max(N_3, D_3) + D_1 + D_2 + N_2 \]
\[\max(D_1, N_1) + \max(D_1, N_1) + \max(D_1, N_2) \]
\[\max(D_2, N_2) + \max(D_2, N_3) + \max(D_3, N_3) \} \]
2 \max (D_1, N_1, D_2, N_2, D_3, N_3) \geq \\
\left( \frac{\max(D_1, N_1) + \max(D_3, N_1) + \max(D_1, N_2)}{3} \right. \\
\left. + \frac{\max(D_2, N_2) + \max(D_2, N_3) + \max(D_3, N_3)}{3} \right) \tag{4.36}

**Outline of the proof**: The theorem is proved by solving the dual problem for the linear program

\[
\max (d_{[1,1]} + d_{[1,3]} + d_{[2,1]} + d_{[2,2]} + d_{[3,2]} + d_{[3,3]})
\]

We explicitly estimate all the extreme points of the feasible space, calculate the objective value at the extreme points, and, finally, eliminate the redundant limits. The solution for Conjecture 1 can be found using the fundamental theorem of linear programming, [145, 146].

Note that all twenty three terms in the min expression of Conjecture 1 are important in general. The examples shown at the top of the page explain this point, and only one of the twenty three limits is tight in each case.

As shown, the number of transmit antennas per node is always greater than the number of receive antennas per node. This condition can be written as \(M_i > N_j, \forall i, j \in L (L = 3)\). Otherwise, the transmitters are not able to zero-force the IC interference. After zero-forcing the ICI, the rest of transmit antennas \((D_i)\) are exploited to mitigate the XCI to gain the maximum DoF.

Comparing these results to the provided outer bound of the compounded three-cell MIMO network, it should be noted that it is feasible to achieve \(2N\) DoF by substituting \(D_1 = D_2 = D_3 = N_1 = N_2 = N_3 = N\) into the upper bound \(\eta_{out}\) as in (4.36).

### 4.2.4 The Design of the Transmit Beamforming Matrices

This section presents the rest part of the proposed algorithm which was omitted in the main body of the Chapter. Since the transmit beamforming matrices responsible for the ICI can be calculated by (4.17), the effective channel matrices can be derived as \(\mathbf{\bar{H}}_{j,i} = \mathbf{H}_{j,i} \mathbf{V}_i^{[\text{ICI}]}\), \(\forall i, j \in L (L = 3)\), where each \(\mathbf{\bar{H}}_{j,j+1} = \mathbf{0}\) implies the successive ICI cancellation.
Example 1: \((N_1, N_2, N_3) = (2, 4, 6)\), \((D_1, D_2, D_3) = (4, 6, 4)\)
\[
\Leftrightarrow (M_1, M_2, M_3) = (10, 8, 8) \Rightarrow \eta_{out} = 10,
\]
(4.37)
Example 2: \((N_1, N_2, N_3) = (2, 2, 2)\), \((D_1, D_2, D_3) = (1, 1, 1)\)
\[
\Leftrightarrow (M_1, M_2, M_3) = (3, 3, 3) \Rightarrow \eta_{out} = 3,
\]
(4.38)
Example 3: \((N_1, N_2, N_3) = (3, 3, 3)\), \((D_1, D_2, D_3) = (3, 3, 3)\)
\[
\Leftrightarrow (M_1, M_2, M_3) = (6, 6, 6) \Rightarrow \eta_{out} = 6
\]
(4.39)

Now it is worth considering users 2 and 3. Hence, it needs to concatenate the rest of the channel matrices with respect to these users such that \(\tilde{\mathbf{H}}^{[2]} \triangleq [\tilde{\mathbf{H}}_{2,2} \: \tilde{\mathbf{H}}_{2,1}]\) and \(\tilde{\mathbf{H}}^{[3]} \triangleq [\tilde{\mathbf{H}}_{3,3} \: \tilde{\mathbf{H}}_{3,2}]\). Therefore, after substitution (4.18) and (4.20)–(4.22), the received signals at users 2 and 3 can be written as follows

\[
y_2 = \tilde{\mathbf{H}}_{2,1} \left( \sum_{i=1}^{d_{1,1}} \mathbf{v}_i^{[1,1]} \mathbf{c}_i^{[1,1]} + \sum_{i=1}^{d_{2,1}} \mathbf{v}_i^{[2,1]} \mathbf{c}_i^{[2,1]} \right)
+ \tilde{\mathbf{H}}_{2,2} \left( \sum_{i=1}^{d_{2,2}} \mathbf{v}_i^{[2,2]} \mathbf{c}_i^{[2,2]} + \sum_{i=1}^{d_{3,2}} \mathbf{v}_i^{[3,2]} \mathbf{c}_i^{[3,2]} \right) + \mathbf{n}_2,
\]
(4.40)
\[
y_3 = \tilde{\mathbf{H}}_{3,2} \left( \sum_{i=1}^{d_{2,3}} \mathbf{v}_i^{[3,2]} \mathbf{c}_i^{[3,2]} \right)
+ \tilde{\mathbf{H}}_{3,3} \left( \sum_{i=1}^{d_{3,3}} \mathbf{v}_i^{[3,3]} \mathbf{c}_i^{[3,3]} + \sum_{i=1}^{d_{3,1}} \mathbf{v}_i^{[1,3]} \mathbf{c}_i^{[1,3]} \right) + \mathbf{n}_3.
\]
(4.41)

The transmit direction vectors \(\mathbf{v}_1^{[1,1]}, \ldots, \mathbf{v}_{d_{1,1}}^{[1,1]}\), \(\mathbf{v}_1^{[1,3]}, \ldots, \mathbf{v}_{d_{1,3}}^{[1,3]}\), \(\mathbf{v}_1^{[2,1]}, \ldots, \mathbf{v}_{d_{2,1}}^{[2,1]}\), \(\mathbf{v}_1^{[2,2]}, \ldots, \mathbf{v}_{d_{2,2}}^{[2,2]}\), \(\mathbf{v}_1^{[3,2]}, \ldots, \mathbf{v}_{d_{3,2}}^{[3,2]}\), \(\mathbf{v}_1^{[3,3]}, \ldots, \mathbf{v}_{d_{3,3}}^{[3,3]}\) are drawn from the formulation of the null spaces of the concatenated matrices \(\tilde{\mathbf{H}}^{[2]} \triangleq [\tilde{\mathbf{H}}_{2,2} \: \tilde{\mathbf{H}}_{2,1}]\) and \(\tilde{\mathbf{H}}^{[3]} \triangleq [\tilde{\mathbf{H}}_{3,3} \: \tilde{\mathbf{H}}_{3,2}]\) as shown in (4.42)–(4.43), where

\[
\begin{align*}
\mathbf{r}_1^{[2]} &= (D_2 - N_2)^+, \\
\mathbf{r}_2^{[2]} &= (D_1 - N_2)^+, \\
\mathbf{r}_1^{[3]} &= (D_3 - N_3)^+, \\
\mathbf{r}_2^{[3]} &= (D_2 - N_3)^+,
\end{align*}
\]
(4.44)
(4.45)
(4.46)
(4.47)
(4.48)
(4.49)
In (4.42), vectors $v_1^{[3,2]}$, ..., $v_r^{[3,2]}$, and $v_1^{[1,1]}$, ..., $v_r^{[1,1]}$ are the orthonormal basis vectors for the null spaces of the channel matrices $\overline{H}_{2,2}$ and $\overline{H}_{2,1}$, respectively. The last $r_2^{[2]}$ columns of $V^{[2]}$ are the rest of the null space basis vectors for the combined matrix $\overline{H}^{[2]}$. The product of $\overline{H}^{[2]}$ with $V^{[2]}$ produces a zero-matrix which has a size of $N_2 \times (r_1^{[2]} + r_2^{[2]} + r^{[2]})$.

Analogously, in (4.43), vectors $v_1^{[1,3]}$, ..., $v_r^{[1,3]}$, and $v_1^{[2,2]}$, ..., $v_r^{[2,2]}$ are the orthonormal basis vectors for the null spaces of the channel matrices $\overline{H}_{3,3}$ and $\overline{H}_{3,2}$, respectively. The last $r_3^{[3]}$ columns of $V^{[3]}$ are the rest of the null space basis vectors for the combined matrix $\overline{H}^{[3]}$. The product of $\overline{H}^{[3]}$ with $V^{[3]}$ produces a
zero-matrix which has a size of $N_3 \times \left( r_1^{[3]} + r_2^{[3]} + r_3^{[3]} \right)$.

Note that each pair of vectors such as $v_i^{[1,1]}$, $v_j^{[1,3]}$, $v_i^{[2,2]}$, and $v_j^{[2,1]}$, $v_i^{[3,3]}$ and $v_j^{[3,2]}$ are the transmit BF vectors for the messages designated to users 1, 2, and 3, respectively. The above design chooses these vectors from the null spaces of the corresponding users channel matrices to zero-force interference as much as possible. The derivation of the first $r_1^{[2]}$ vectors for $v_i^{[3,2]}$, the first $r_2^{[2]}$ vectors for $v_i^{[1,1]}$, the first $r_1^{[3]}$ vectors for $v_i^{[1,3]}$, and the first $r_2^{[3]}$ vectors for $v_i^{[2,2]}$ are explicit. The $r^{[2]}$ and $r^{[3]}$ are chosen such that

\[ \bar{H}_{2,2} v_{r_2^{[2]} + i}^{[3,2]} = -\bar{H}_{2,1} v_{r_2^{[2]} + i}^{[1,1]}, \quad \forall i \in \{1, \ldots, r_2^{[2]}\}, \]  
(4.50)\[ \bar{H}_{3,3} v_{r_3^{[3]} + i}^{[1,3]} = -\bar{H}_{3,2} v_{r_3^{[3]} + i}^{[2,2]}, \quad \forall i \in \{1, \ldots, r_3^{[3]}\}. \]  
(4.51)

Thus, each pair of the interfering signals arriving along directions given in (4.50) and (4.51) spans a one-dimensional space at users 2 and 3, respectively. The remaining couples of vectors

\[ \begin{pmatrix} v_{r_1^{[3,2]} + r_2^{[2]} + 1, \ldots, r_2^{[2]} + 1, \ldots, r_1^{[2]} + r_2^{[2]} + 1, \ldots, r_1^{[2]} + r_2^{[2]} + 1, \ldots, r_1^{[2]} d_1, d_2 \end{pmatrix}, \]

and

\[ \begin{pmatrix} v_{r_1^{[1,3]} + r_3^{[3]} + 1, \ldots, r_3^{[3]} + r_3^{[3]} + 1, \ldots, r_1^{[3]} d_1, d_3 \end{pmatrix}, \]

are picked randomly to ensure that they are linearly independent with probability one.

### 4.2.5 Case Study and Results Discussion

Next, we consider a compounded three-cell MIMO BC network presented in Fig. 4.3. For simplicity, but without loss of generality, it is feasible to assume that the transmitted signal (4.15) is given as

\[ s_i = \begin{bmatrix} c_i^{[i,i]} \\ c_i^{[i+1,i]} \end{bmatrix}, \quad \forall i \in L (L = 3), \]  
(4.52)

where BS $i$ intends to transmit only one symbol to each of the corresponding users. An identical antenna configuration is also assumed where each BS and MS are deployed with $M$ and $N$ antennas, respectively.
To simplify the design of the transmit beamforming matrices responsible for the XCI cancellation, $M$ and $N$ are chosen to ensure that the effective channel matrices $\bar{H}$ have the dimension of $N \times N$.

Remark. In [121], the authors proposed a MMK coding scheme for the two-user MIMO X-channel. It was shown that with $N = 3$ antennas at each node, a multiplexing gain of 4 is achievable.

Accordingly, to derive an integer number of DoF, each user is equipped with three receive antennas ($N = 3$). Therefore, to successively implement the ICI cancellation (4.17), the base stations are required to be deployed with $M = 6$ antennas per node and $\mathbf{V}^{[\text{ICI}]} \in \mathbb{C}^{M \times N}$ can be subsequently derived. Thus, the effective channel matrices $\bar{\mathbf{H}}_{j,i} = \mathbf{H}_{j,i} \mathbf{V}^{[\text{ICI}]} \in \mathbb{C}^{N \times N}$ ($i \neq j + 1$) meet the above condition and $\bar{\mathbf{H}}_{j,j+1} = \mathbf{H}_{j,j+1} \mathbf{V}^{[\text{ICI}]}_{j+1} = 0$.

Once ICI is successively cancelled, the compounded three-cell MIMO network can be regarded as shown in Fig. 4.4 where each user is interested in two symbols (in the corresponding colour). Then, $\mathbf{V}^{[\text{XCI}]}$ can be designed according to the alignment conditions in [123] by aligning all the undesired symbols along a vector $f^{[j]}$ at user $j$ as shown in Fig. 4.4. Then, according to (4.19) and (4.52), $\mathbf{V}^{[\text{XCI}]}_{i} \in \mathbb{C}^{N \times d_s}$ can be defined as follows

$$\mathbf{V}^{[\text{XCI}]}_{i} = \begin{bmatrix} \mathbf{V}^{[i,j][\text{XCI}]}_{i} & \mathbf{V}^{[i+1,j][\text{XCI}]}_{i} \end{bmatrix}$$
Therefore, all the undesired symbols at user \( j \) are aligned along the vector \( f[j] \) which is picked randomly to be independent from each other. Hence, the received signal (4.18) at user \( j \) can be presented as

\[
y_j = \sum_{i=1, i \neq j+1}^{L=3} \tilde{H}_{j,i} V_i^{[XCI]} s_i + n_j
\]

where \( \tilde{H}_{j,j} \) is the data of interest to user \( j \), and \( n_j \in \mathbb{C}^{N\times1} \) is the zero-mean AWGN vector.

Finally, the achievable rate by user \( j \) can be defined as

\[
\mathcal{I}_j = \sum_{i=j-1}^{j} \mathcal{I}_{x[j,i]} = \mathcal{I}_{x[j,j]} + \mathcal{I}_{x[j,j-1]},
\]

where \( \mathcal{I}_{x[j,j]} \) and \( \mathcal{I}_{x[j,j-1]} \) are the individual rates related to each desired symbol defined as

\[
\mathcal{I}_{x[j,i]} = \log_2 \left( 1 + J^{[j,i]} \right),
\]

where the SINR of the desired symbol \( x^{[j,i]} \) can be expressed as

\[
J^{[j,i]} = \text{trace} \left( \left( T_j^{[j,i]} \right)^H \left( T_j^{[j,i]} \right)^{-1} \sigma_n^2 I + \sigma_n^2 I \right),
\]

where \( T_j^{[j,i]} \) is the resulting channel matrix observed by user \( j \), and \( x^{[j,i]} = \left[ x^{[j,i]} x^{[j,i-1]} \right]^T \) is the data of interest to user \( j \), and \( n_j \in \mathbb{C}^{N\times1} \) is the zero-mean AWGN vector.
\[
I_\Sigma = \sum_{j=1}^{L=3} \sum_{i=j-1}^{j} \log_2 \left( \det \left[ I + \left( T_j[l,l \neq \{i,3\}] T_j[l,l \neq \{i,3\}]^H + T_j^{[3]} T_j^{[3]}^H + \sigma_n^2 I \right)^{-1} T_j[l] T_j[l]^H \right] \right)
\]

(4.58)

where \( T_j^{[l]} \) represents the \( l \)th column of \( T_j \).

\[I_j = \frac{1}{\rho} \log_2(\text{SNR}) = 19.78 \text{ bits/s/Hz} \quad \text{at 30 dB in Fig. 4.5} \]

\( I_j(30 \text{ dB}) \leq 19.78 \approx 2 \).

Therefore, in terms of the total DoF achievable for the case study with \( L = 3 \) cells, we can achieve six DoF which is verified by both simulation (Fig. 4.5) and theoretical results presented in Example 3 on p. 96.
4.2.6 Generalization of the Proposed Scheme

The general expression of the received signal at user $j$ is written as

$$y_j = \sum_{i=j-L+1}^{j} H_{j,i} V_i^{[IC]} V_i^{[XCL]} s_i$$

**Identical Antenna Configuration**

Under an identical antenna configuration, BSs and users are deployed with $M$ and $N$ antennas per node, respectively. Since we derive the effective channel matrix $\tilde{H} \in \mathbb{C}^{N \times N}$, we have to regard the fact that the number of the ICI channels increases linearly as the number of cells grows. Accordingly, we give the minimum requirements for the numbers of transmit and receive antennas to efficiently realize the proposed scheme.

For the case with more than one ICI channel ($L - L > 1$), equation (4.17) can be adapted as

$$V_i^{[IC]} = \text{null} \left( \left[ (H_{i+(L-1),i})^H \ldots (H_{i+L,i})^H \right]^H \right), \forall i \in L, \quad (4.60)$$

where the numeration of the first term in the subscript changes circularly, e.g., for $L = 4, \mathcal{L} = 2$ and $i = 3 \Rightarrow i + \mathcal{L} = 3 + 2 = 5 \triangleq 1$ and $i + (L - 1) = 3 + 3 = 6 \triangleq 2$.

In (4.60), for the case of $L \geq 3$, each user observes extra ($L - \mathcal{L}$) IC links that have to be mitigated in order to successively implement the concept of the compounded $L$-cell MIMO network. Therefore, if all the users are deployed with the same number of antennas, $N$, the matrix under the null function in (4.60) has dimension of $M \times N(L - \mathcal{L})$. Hence, $V_i^{[IC]}$ exists only if $M > N(L - \mathcal{L})$. Therefore, the size of $V_i^{[IC]}$ is $M \times M - N(L - \mathcal{L})$. In order to derive $\tilde{H}$, we modify the existence condition of $V_i^{[IC]}$ as $N = M - N(L - \mathcal{L})$. Consequently, we have to equip each BS with the number of antennas defined as

$$M = N(L - \mathcal{L} + 1), \quad (4.61)$$
and the difference between the numbers of transmit and receive antennas is given by

\[ D = M - N = N(L - \mathcal{L}). \]  

(4.62)

As shown, the provided above condition satisfies the conventional MIMO X-channel with \( L = 2 \) cells and three antennas per node, \([121]\), and hence the condition simply reduces to \( M = N = 3 \) because the BSs do not cause any ICI (\( \mathcal{L} = 0 \)), and \( D = 0 \).

**Different Antenna Configuration**

For the case when users are equipped with different number of antennas, we have to calculate the \( V[\text{ICI}] \) matrix as a function of the number of receive antennas. As defined earlier, within the proposed \( L \)-cell MIMO network each receiving node experiences \((L - \mathcal{L})\) ICI channels. Hence, the size of the matrix \( V^i[\text{ICI}] \) can be given as

\[ M_i \times \left( M_i - \sum_{k=i+\mathcal{L}, k \neq i, \ldots, i+\mathcal{L}-1}^L N_k \right)^+. \]

The positive difference between the numbers of antennas should satisfy the condition on the number of data streams to transmit (see (4.28)–(4.30)) and can be calculated as

\[ D_i \geq \sum_{k=i}^{i+\mathcal{L}-1} d_{[k,i]}, \quad \forall i \in L, \]  

(4.63)

where \( d_{[k,i]} \) denotes the number of data streams transmitted from BS \( i \) to user \( k \) under a multi-source transmission scenario.

Hence, the minimum number of antennas at BS \( i \) can be calculated as follows

\[ M_i \geq \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^L N_k + D_i = \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^L N_k + \sum_{k=i}^{i+\mathcal{L}-1} d_{[k,i]}, \quad \forall i \in L. \]  

(4.64)

This condition should by satisfied to ensure that the proposed scheme can be realized and all the interference in the network is captured.
When M is not Sufficient

The case when the number of transmit antennas is not enough to maintain the proposed scheme can be written as

\[ M_i < \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k + \sum_{k=i}^{i+\mathcal{L}-1} d_{[k,i]} \quad \forall i \in L. \tag{4.65} \]

For simplicity, it is assumed that BS \( i \) aims to transmit a similar number of the data streams \( d_{[(\cdot),i]} \) to each of the interested users. Then, (4.65) can be rewritten as

\[ M_i < \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k + \mathcal{L}d_{[(\cdot),i]} \quad \forall i \in L. \tag{4.66} \]

According to (4.66), we consider several cases under the assumption of

\[ \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k > \mathcal{L}d_{[(\cdot),i]} \cdot \]

\( M_i < \mathcal{L}d_{[(\cdot),i]} \) This case is the worst network scenario because BS \( i \) does not have enough antennas to transmit all the desired data streams to the intended users.

\( M_i = \mathcal{L}d_{[(\cdot),i]} \) This antenna configuration implies that all the unwanted users suffer from the ICI caused by BS \( i \). Since the received signal at user \( j \) is given by (4.59), the second ICI term in this equation degrades the SNR metric.

\( \mathcal{L}d_{[(\cdot),i]} < M_i \leq \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k + \mathcal{L}d_{[(\cdot),i]} \) This case consists of two possibilities given by

\[ \mathcal{L}d_{[(\cdot),i]} < M_i \leq \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k \]

and

\[ \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k < M_i < \mathcal{L}d_{[(\cdot),i]} + \sum_{k=i+\mathcal{L}, k \neq \{i, \ldots, i+\mathcal{L}-1\}}^{L} N_k. \]

Both of them stand for the scenario when the ICI (caused by BS \( i \)) might be partially or totally present at each user. In particular, it depends on how many antennas, from the total amount of antennas of the unwanted users, are taken...
into account to prevent the IC interference as shown in (4.60).

It is also worth mentioning that the results are applicable to the general X-channel in the sense that the receiver is served simultaneously by more than one BS. However, in the case when the channel is purely X-channel (i.e., each the user is served by all the base stations) the part of the BF matrix responsible for the non-X-channel interference is replaced by an identity submatrix. In our proposed set up, the system does not receive any less interference, but rather part of the otherwise X-channel interference becomes ICI interference. Hence, by arranging the set up in this way the overall amount of interference is unchanged, but we have more design-flexibility to maximize the DoF.

4.2.7 An Upper Limit of the DoF Region for the Comounded Multi-cell MIMO BC Network

With respect to the number of cells, $L$, the outer bound on the DoF region can be defined as in (4.67). Thus, for the considered MIMO network with $L$-cells we have $4L$ constraints that determine the upper limit of the DoF region ($\mathcal{L} = 2$).

While the set $\mathcal{D}^{M-X}_{\text{out}}$ provides an outer limit for all attainable $d_{[j,i]}$ on the $L$-cell MIMO IC-X channel, maximization of the sum of $d_{[j,i]}$ over $\mathcal{D}^{M-X}_{\text{out}}$ is a linear programming problem, where it is required to explicitly estimate all the extreme points of the feasible space, to calculate the objective values and, finally, to eliminate all the redundant limits.

$$\mathcal{D}^{M-X}_{\text{out}} \triangleq \{ \max \sum_{i=1}^{L} (d_{[i,i]} + d_{[i+1,i]}) \in \mathbb{R}_{+}^{2L} :$$

sets of constraints with respect to each cell $i$:

\begin{align*}
    d_{[i,i]} + d_{[i-1,i-1]} + d_{[i,i-1]} &\leq \max(D_{i-1}, N_{i}) \\
    d_{[i,i]} + d_{[i+1,i]} + d_{[i,i-1]} &\leq \max(D_{i}, N_{i}) \\
    d_{[i,i]} + d_{[i,i-1]} &\leq N_{i} \\
    d_{[i,i]} + d_{[i+1,i]} &\leq D_{i} \}.
\end{align*}

(4.67)
4.3 Chapter Summary

This Chapter proposed an interference alignment and cancellation scheme for a downlink network with multiple cells and MIMO users under a compounded MIMO BC network scenario. The joint transmit BF matrices were designed using a closed-form expression to capture all the interference. We then characterized the DoF region and provided an explicit upper limit for the achievable DoF. Moreover, the analytical and numerical results validated that the proposed scheme achieves the promised number of DoF. Finally, the proposed scheme and its analysis for different antenna configurations were generalized. Moreover, the results demonstrated that it is feasible to achieve more DoF by carefully designing the network downlink transmission.
Chapter 5

Interference Alignment in Compounded MIMO Broadcast Channels with Antenna Correlation and Mixed User Classes

This Chapter considers a compounded MIMO BC network scenario with MIMO mixed users classes and presents a beamforming technique that can achieve the maximum degree of freedom. Chapter 3 considered the network scenario comprising of all the aforementioned cases and proposed a closed-form IA scheme dealing with a mitigation of the corresponding types of interference. Due to limited physical space, resulting in small separations between the antenna elements, each channel is affected by antenna correlation which hinders further enhancements of the transmission rate. In contrast to Chapters 3 and 4, this Chapter considers the compounded MIMO BC network scenario when the users require different classes of data. In particular, the Chapter focuses on the achievable sum rate and DoF region under various scenarios of CSI mismatch and spatial correlations. A beamforming algorithm to define the minimum required antenna configuration to achieve the maximum realizable DoF is proposed. The performance of this technique is evaluated in conventional and Large-scale MIMO systems under different channel conditions. Finally, the complexity of this technique is studied and compared to well-known benchmark techniques. The results demonstrate
the effectiveness of the proposed technique particularly under highly correlated channels. It is shown that this technique is not only associated with relatively lower computational requirement, but also can still achieve the maximum DoF even when the multiplexed users belong to different classes.

5.1 System Model

The system model considered here presents a compounded MIMO broadcast channel network scenario comprising of $L$ cells with multiple users located in the totally overlapped area, [131, 132]. Accordingly, the network configuration is defined as $(M, N, K, L, d)$, where $M$ and $N$ indicate the number of transmit and receive antennas, respectively, $K$ is the number of users per cell, and $d$ denotes the number of data streams transmitted from each BS. As in Chapter 3, this Chapter focuses only on the users located in Area 3 defined in Table (3.1); hence, we specify these receivers as a subset of the total number of users per cell $(K \leq K)$. For the sake of brevity, it is assumed that each BS serves only one user in the totally overlapped area $(K = 1)$, and, according to Chapter 3, the received signal of the user of interest can be then written as

$$\hat{y}_j = U^H_j \sum_{i=j-L+1}^{j} H_{j,i} V_i s_i + U^H_j \sum_{l=1,l\neq i}^{L} H_{j,l} V_l s_l + \tilde{n}_j, \quad \forall j \in L, \quad (5.1)$$

where $U_j \in \mathbb{C}^{N \times d}$ denotes the receive beamforming matrix of the user of interest, and $\tilde{n}_j = U^H_j n_j \in \mathbb{C}^{d \times 1}$ is the effective zero-mean AWGN vector, with $\mathbb{E}\{\tilde{n}_j \tilde{n}_j^H\} = \sigma_n^2 I$. $H_{j,i} \in \mathbb{C}^{N \times M}$ is the channel matrix between base station $i$ and the user of interest. $L$ is the number of cells which are interested in the data transmitted from BS $i$ $(1 < L < L)$. Regarding the design of the transmit beamforming matrix, it is feasible to split it into two parts as in (3.6) as follows

$$V_i = V_i^{[IC]} \times V_i^{[XCI]}, \quad \forall i \in L,$$

where $V_i^{[IC]} \in \mathbb{C}^{M \times Q}$ and $V_i^{[XCI]} \in \mathbb{C}^{Q \times d}$ are the BF matrices responsible for mitigating the ICI and XCI terms in (5.1), respectively. $V_i \in \mathbb{C}^{M \times d}$ is the transmit BF matrix at BS $i$, with trace $\{V_i V_i^H\} = 1$. It is assumed that $s_i \in \mathbb{C}^{d \times 1}$ is the data vector comprising of the symbols drawn from i.i.d. Gaussian input
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signaling and chosen from a desired constellation, with \( \mathbb{E}\{ s_i s_i^H \} = \mathbf{I} \). Then, all these conditions sufficiently meet the average power constraint at the BS.

With this in mind and due to the nature of broadcast transmission, it can be assumed that the users within one cell desire to receive the same data, thus the transmitted signal can be expressed as

\[
\mathbf{s}_i = \begin{bmatrix} \mathbf{c}_{[i,i]^T} & \mathbf{c}_{[i,i+1]^T} & \cdots & \mathbf{c}_{[i,i]^T} & \cdots & \mathbf{c}_{[i,i+L-1]^T} \end{bmatrix}^T, \quad \forall i \in \mathcal{L},
\]  

(5.2)

where \( \mathbf{c}_{[j,l]} \in \mathbb{C}^{P \times 1} \) is the \( l \)th part of the message vector transmitted from base station \( i \) and designed to be delivered to the user belonging to cell \( j \). More specifically, (5.2) implies that BS \( i \) dedicates the first part of the data to its corresponding user, while the second part of the data is transmitted to the user belonging to the neighbouring cell \( (i+1) \), and so on. The superscript numeration \( (i + \mathcal{L} - 1) \) changes circularly, e.g., for \( i = 3 \) and \( L = 3 \) (\( \mathcal{L} = 2 \)), we have \( (i + \mathcal{L} - 1) = 4 \rightarrow 1 \).

5.1.1 Imperfect CSI

Since the CSI acquisition in practice is presented by imperfect estimates of the channel parameters, the system performance is likely to be degraded compared with the assumption of perfect CSI. Accordingly, to understand the impact of CSI mismatch on the system performance, the CSI acquisition model given by (2.7)–(2.8) is redefined in order to facilitate the following derivations related to antenna correlation as

\[
\mathbf{G} = \hat{\mathbf{H}} + \hat{\mathbf{E}},
\]  

(5.3)

where \( \hat{\mathbf{H}} \sim \mathcal{CN} \left( 0, \frac{1}{\tau + 1} \mathbf{I} \right) \) indicates the mismatched channel, and \( \hat{\mathbf{E}} \sim \mathcal{CN} \left( 0, \frac{1}{\tau + 1} \mathbf{I} \right) \) is independent of \( \hat{\mathbf{H}} \). \( \tau \) is given by \( \tau = \beta \rho^{-\alpha} \) (\( \alpha \geq 0, \beta > 0 \)), where \( \rho \) stands for a nominal SNR, and \( \alpha \) and \( \beta \) represent the constants used to define various CSI scenarios, [19, 24, 25, 26, 27].

5.1.2 Kronecker Product based Channel Modeling with Antenna Correlation

The downlink channel \( \mathbf{H}_{j,i} \) in (5.1) is modeled as a correlated Rayleigh flat fading channel. Since the system model in Chapter 3 presumes that both transmitter and receiver nodes are deployed with multiple antennas, it is feasible to assume
that the fading is correlated at both sides.

The general model of the correlated channel is given as, \([148, 149, 150]\),

\[
\text{vec} (H) = R^{1/2} \text{vec} (G),
\]  

where \(G\) is the i.i.d. MIMO channel with either perfect CSI or CSI mismatch as in (5.3), and \(R\) is the covariance matrix defined as

\[
R \triangleq \mathbb{E}\left\{ \text{vec} (G) \text{vec} (G)^H \right\},
\]

where \text{vec} (\cdot) indicates the vector operator.

A popular MIMO channel model is called the Kronecker model, \([150, 151, 152]\), which is based on the assumption of a separability of the transmit and receive correlation coefficients, that is, the transmitter does not affect the spatial properties of the received signal.

The Kronecker model is limited because it does not take into account the coupling between the direction of departure (DoD) at the transmitter and the direction of arrival (DoA) at the receiver, which is typical in MIMO channels. Thus, the Kronecker model can be applied only in certain environments. In small \(2 \times 2\) and \(3 \times 3\) MIMO systems, because of reduced spatial resolution involved, the Kronecker model was shown to be a good fit to the measured channel, \([153, 154]\). However, application of the Kronecker model to a measured \(8 \times 8\) non-line-of-sight (NLOS) MIMO channel resulted in discrepancies in the modeled capacity and the joint spatial DoD-DoA spectra, \([155]\). Similar results were provided in outdoor-to-indoor office MIMO channel measurements, \([156]\); while the Kronecker model was found to be a good fit in a \(2 \times 8\) line-of-sight (LOS) setup, the fit was found to be not as good in a \(16 \times 8\) NLOS setup. In \([157, 158]\), the authors studied the suitability of the Kronecker model in the two-ring and elliptical models. It was shown that the Kronecker model is suitable for use in the two-ring model (for some outdoor environments) and not applicable in the elliptical model (for some indoor environments) due to non-separability and separability of the correlation structures in the latter and former models, respectively.

Despite the limitation of ignoring the coupling between the DoD and DoA at transmit and receive ends, the Kronecker model is widely used in information theoretic capacity analysis and simulation studies, \([159, 160, 161, 162]\). Though the Kronecker model is expected to be increasingly inaccurate for increasing array
size and angular resolution, it still finds use in large MIMO system studies because of its simplicity. Therefore, the Kronecker model is found to be sufficient to analyse the effect of spatial correlation on the network performances for the case of Large-scale MIMO model.

With all this in mind, the Kronecker-based correlation matrix is given as

$$ R = R_r \otimes R_t, $$

(5.6)

where the notation $\otimes$ stands for the Kronecker product operator, $R_r \in \mathbb{C}^{N \times N}$ and $R_t \in \mathbb{C}^{M \times M}$ are the receive and transmit correlation matrices defined as

$$ R_r = \frac{1}{M} \mathbb{E} \{ GG^H \}, $$

(5.7)

$$ R_t = \frac{1}{N} \mathbb{E} \{ G^H G \}. $$

(5.8)

Then, the channel realization, with respect to imperfect CSI (5.3), can be modeled as, [163, 164],

$$ H = R_r^{1/2} G R_t^{1/2} $$

$$ = R_r^{1/2} \left( \hat{H} + \hat{E} \right) R_t^{1/2} $$

$$ = R_r^{1/2} \hat{H} R_t^{1/2} + R_r^{1/2} \hat{E} R_t^{1/2} $$

$$ = \hat{H} + \hat{E}, $$

(5.9)

where $\hat{H} = R_r^{1/2} \hat{H} R_t^{1/2} \sim \mathcal{CN}(0, R_r \otimes \frac{1}{\tau+1} I \otimes R_t)$ is the estimated channel matrix, and $\hat{E} = R_r^{1/2} \hat{E} R_t^{1/2} \sim \mathcal{CN}(0, R_r \otimes \frac{1}{\tau+1} I \otimes R_t)$ is the estimation error which is uncorrelated with $\hat{H}$. In the above $\mathcal{CN}(\mu, \Sigma)$ denotes the multivariate complex normal distribution with mean vector $\mu$ and covariance matrix $\Sigma$.

With this in mind, we refer to [165], where, for the case of both-end correlation, the authors showed that the Kronecker-based exponential and uniform models are empirically reasonable to apply at transmitter and receiver sides, respectively. Moreover, these simple single-parameter models allow one to investigate the effects of both-end correlation on the achievable sum rate and DoF to achieve clearer insights in an explicit way.
Exponential Correlation Coefficient Model

The most common and easy model that accounts for the potential antenna correlation is the exponential model, [150, 152], which can be accordingly utilized at the transmitter side as follows

\[ R_{t[m,n]} = \begin{cases} 
  r^{|m-n|}, & \text{if } m \geq n, \\
  (r^\dagger)^{|m-n|}, & \text{if } m < n,
\end{cases} \quad (5.10) \]

where the subscript notation \([m, n]\) indicates the matrix element located in the \(m^{th}\) row and \(n^{th}\) column. \((\cdot)^\dagger\) denotes a complex conjugate and \(r = ae^{j\theta}\) is the complex correlation coefficient with \(0 \leq a < 1\). For simplicity, \(r = a\) is assumed throughout the Chapter, unless it is restated.

Uniform Correlation Coefficient Model

The uniform coefficient model, [166], is the worst case scenario where all the correlation coefficients are defined as

\[ R_{t[m,n]} = \begin{cases} 
  r^{|m-n|}, & \text{if } m = n, \\
  r, & \text{if } m \neq n,
\end{cases} \quad (5.11) \]

where the coefficients of all neighbouring subchannels are assumed to be equal to those of the distant channels.

5.2 The DoF and Sum Rate Analysis

As stated in Chapters 3 and 4, the compounded MIMO BC scenario represents the network model where each user located in the totally overlapped area experiences a multi-source transmission from \(L\) base stations. In particular, Chapter 3 focused on the scenario when each Tx-Rx pair has an identical antenna configuration with an equal number of data streams transmitted to the users of interest. In contrast to Chapter 3, here we consider the network scenario when the BSs serve different classes of users deployed with various numbers of antennas. For this reason, the network configuration is restated (given in the previous section) as \((M_i, N_i, K, L, d_i)\). To analyse how the proposed IA scheme performs under the modified transmission strategy, the same three-cell network scenario is utilized as
in Chapter 3. For the sake of simplicity, it is assumed that each cell consists of one BS serving a single user in the totally overlapped area in a similar fashion as in Fig. 3.2. Thus, each BS aims to send data to two users of interest ($\mathcal{L} = 2$). Accordingly, the transmitted signal in (5.2) can be rewritten as

$$s_i = \begin{bmatrix} c_{i,1}^{[i,i]} \\ c_{i,2}^{[i,i+1]} \end{bmatrix}, \forall i \in L,$$  

(5.12)

where $c_{i,1}^{[i,i]} \in \mathbb{C}^{d_{i,i} \times 1}$ is the data vector transmitted from BS $i$ to the corresponding user belonging the same cell, while $c_{i,2}^{[i,i+1]} \in \mathbb{C}^{d_{i,i+1} \times 1}$ indicates the data transmitted to a desired user in the neighbouring cell. Since we want to examine different classes of users, it can be assumed that BS $i$ transmits $i$ data streams to the corresponding user $i$ and only one data stream to a desired user in the neighbouring cell.

In the following sections, we show how to define the antenna configuration for each Tx-Rx pair for the case of three-cell MIMO network and to determine the performance metrics taking into account antenna correlations.

### 5.2.1 The Beamforming Design

Since the transmit beamforming matrix is decoupled into two parts, it needs to start with the design of the part responsible for the IC interference mitigation. For the sake of brevity, we refer to Section 3.4.1, where the given scheme is also applicable for the case with a single user per cell.

After applying that scheme, we come up with $V_i^{[IC]}$ with dimension of $M_i \times (M_i - N_{i-1})$. Hence, the matrix dimension leads to the following condition

$$(M_i - N_{i-1})^+ \geq d_i, \forall i \in L$$  

(5.13)

to be satisfied for a successful transmission of all the desired data to the interested users, and $d_i$ is the number of data streams transmitted from BS $i$ and defined with respect to (5.12) as

$$d_i = \sum_{j=i}^{i+1} d_{[i,j]}, \forall i \in L.$$  

(5.14)

For simplicity of the following derivations, a new variable is introduced that indicates the number of columns in $V_i^{[IC]}$, as well as the number of non-occupied
antennas at the transmitter side, and can be defined as

\[ Q_i = (M_i - N_{i-1})^+, \, \forall i \in L. \]  (5.15)

Finally, the condition of the successive ICI cancellation in (5.13) is restated as

\[ \text{rank} \left( V_i^{[ICI]} \right) \ge Q_i, \, \forall i \in L. \]  (5.16)

Since we have different classes of receivers and BSs that aim to transmit different numbers of data streams to the users of interest, we need to define the number of data streams desired to be decoded at user \( j \) as

\[ d_{[j]} = \sum_{vi} d_{[vi],j}, \, \forall j \in L, \]  (5.17)
where $d_{[i,j]}$ indicates the number of data streams transmitted from BS $i$ to the particular user $j$. In general, the number of transmitted data streams from BS $i$ is not equal to the number of data streams desired to be received by the corresponding user $i$, $d_i \neq d^{[i]}$; nevertheless, the total number of streams at the transmitter side always matches the one at the receiver side as

$$
\sum_{i=1}^{L=3} d_i = \sum_{j=1}^{L=3} d^{[j]}.
$$

(5.18)

With this in mind, the received signal $\tilde{y}_j$ at user $j$ can be written as

$$
\tilde{y}_j = U_j^H \sum_{i=j-1}^{j} H_{j,i} V_i^{[IC]} V_i^{[XCI]} s_i + U_j^H \sum_{t=1,t \neq i}^{L=3} H_{j,t} V_t^{[IC]} V_t^{[XCI]} s_t + \tilde{n}_j
$$

$$
= \sum_{i=j-1}^{j} H_{j,i} V_i^{[XCI]} s_i + \tilde{n}_j
$$

$$
= \sum_{i=j-1}^{j} \tilde{H}_{j,i} [V_i[i,i]^{XCI} V_i[i+1,i]^{XCI}] \left[ e^{[i,i]} c^{[i,i+1]} \right] + \tilde{n}_j, \quad \forall j \in L,
$$

(5.19)

where $\tilde{H}_{j,i} = U_j^H H_{j,i} V_i^{[IC]}$ indicates the effective channel matrix. The under-braced terms represent the $Q_i \times d_{[i,i]}$ matrices responsible for the XCI cancellation of the undesired data, $c^{[i,i]}$. Then, the user of interest no longer experiences the ICI, but the interference arriving along the desired directions presented by the $c^{[j-1,j-1]}$ and $c^{[j,j+1]}$ data vectors with $d_{[j-1,j-1]}$ and $d_{[j,j+1]}$ data streams, respectively. Hence, the minimum and maximum numbers of the interfering data streams is defined as

$$
k_i = \min \{ d_{[j-1,j-1]}, d_{[j,j+1]} \},
$$

(5.20)

$$
r_i = \max \{ d_{[j-1,j-1]}, d_{[j,j+1]} \},
$$

(5.21)

and the corresponding difference as

$$
w_i = r_i - k_i.
$$

(5.22)
To be more specific, the received signal at user 1 with respect to (5.12) can be presented as

\[
\tilde{y}_1 = \bar{H}_{1,1} \begin{bmatrix} V^{[1,1]} & V^{[1,2]} \end{bmatrix} \begin{bmatrix} c^{[1,1]} \\ c^{[1,2]} \end{bmatrix} + \bar{H}_{1,3} \begin{bmatrix} V^{[3,3]} & V^{[3,1]} \end{bmatrix} \begin{bmatrix} c^{[3,3]} \\ c^{[3,1]} \end{bmatrix} + \tilde{n}_1
\]

\[
= \bar{H}_{1,1} V^{[1,1]} c^{[1,1]} + \bar{H}_{1,3} V^{[3,1]} c^{[3,1]} + \tilde{n}_1,
\]

desired signal

\[
+ \bar{H}_{1,1} V^{[1,2]} c^{[1,2]} + \bar{H}_{1,3} V^{[3,3]} c^{[3,3]} + \tilde{n}_1.
\]

interference

(5.23)

Since it is assumed that user 1 is deployed with \(N_1\) antennas, this number has to be enough to allocate the desired signal into a subspace separate from the interference, and can be then defined as

\[
N_1 \geq d^{[1]} + d^{[1,1]},
\]

(5.24)

where \(d^{[1]}\) is the subspace spanning the interfering \(c^{[1,2]}\) and \(c^{[1,2]}\) vectors present at user 1 and can be expressed as

\[
I^{[1]} = \sum_{i=1}^{d^{[1,2]}} \bar{H}_{1,1} V^{[1,2]} c^{[1,2]} i + \sum_{i=1}^{d^{[3,3]}} \bar{H}_{1,3} V^{[3,3]} c^{[3,3]} i.
\]

(5.25)

Therefore, the number of receive antennas has to be enough to decode the received signal and consequently needs to satisfy the following requirement

\[
N_1 \geq d^{[1]} + d^{[1,2]} + d^{[3,3]},
\]

which is not always possible to provide at the receive side due to the physical space limitation.

We define the \(k_1\) and \(r_1\) variables given in (5.20)–(5.21) as

\[
k_1 = \min \left( d^{[1,2]}, d^{[3,3]} \right),
\]

\[
r_1 = \max \left( d^{[1,2]}, d^{[3,3]} \right).
\]
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\[ I[1] = \sum_{i=1}^{d_{[1,2]}} \bar{H}_{1,1} v_i^{[1,2]} c_i + \sum_{i=1}^{d_{[3,3]}} \bar{H}_{1,3} v_i^{[3,3]} c_i^{[3,3]} \]

\[ = \sum_{i=1}^{k_1} \left( \bar{H}_{1,1} v_i^{[1,2]} c_i + \bar{H}_{1,3} v_i^{[3,3]} c_i^{[3,3]} \right) + \sum_{l=k_1+1}^{k_1+w_1} \bar{H}_{1,1} v_l^{[1,2]} c_l^{[1,2]} \]

**(5.27)**

Accordingly, the corresponding difference between \( d_{[1,2]} \) and \( d_{[3,3]} \) is given as

\[ w_1 = r_1 - k_1, \]

where \( w_1 \) indicates the number of the interfering data streams that can not be aligned with the other interfering signal, and, therefore, these \( w_1 \) vectors need to be mitigated at the receiver.

To reduce the subspace spanning the \( I[1] \), it needs to ensure that these interfering signals span a one-dimensional space, and determine the \( k_1 \) pairs of precoding vectors such that

\[ \bar{H}_{1,1} v_i^{[1,2]} = -\bar{H}_{1,3} v_i^{[3,3]}, \quad \forall i \in \{1, 2, \ldots, k_1\}, \]

**(5.26)**

where \( v_i^{[m,n]} \) is the \( i^{th} \) column of the \( V^{[m,n]}XCI \) matrix from (5.23), and the \( XCI \) notation is omitted for brevity. We pick randomly the \( v_{1,\ldots,k_1} \) and \( v_{1,\ldots,k_1} \) vectors to guarantee that they are linearly independent with probability one. This can be presented as shown in (5.27), where it is assumed that \( r_1 = d_{[1,2]} \).

Since user 1 obtains the \( c^{[1,2]} \) and \( c^{[3,3]} \) data vectors with \( d_{[1,2]} \) and \( d_{[3,3]} \) data streams, respectively, for \( d_{[1,2]} \neq d_{[3,3]} \), we then need to define which effective channel matrix, \( \bar{H}_{1,x} \), needs to be cancelled, where \( x \) can be derived from

\[ [x,y] = \begin{cases} [1, 2], & \text{if } r_1 = d_{[1,2]}; \\ [3, 3], & \text{if } r_1 = d_{[3,3]}. \end{cases} \]

Therefore, we have the \( w_1 \) interfering beamforming vectors, \( V_{[x,y]}^{[k_1+1:k_1+w_1]} = \)
\[ \{ \mathbf{v}^{[x,y]}_{k_1+1}, \ldots, \mathbf{v}^{[x,y]}_{k_1+w_1} \}, \quad \text{that are obtained by finding the null space of the corresponding effective channel as follows} \]

\[ \mathbf{V}^{[x,y]}_{\{k_1+1:k_1+w_1\}} = \text{null} \left( \bar{\mathbf{H}}_{1,x} \right), \quad (5.28) \]

where \( \mathbf{V}^{[x,y]}_{\{k_1+1:k_1+w_1\}} \) denotes the part of the BF matrix with a range from the \((k_1 + 1)\)th up to the \((k_1 + w_1)\)th column. This leads to the following condition to be satisfied

\[ w_1 \leq (Q_1 - N_1)^{+} \quad \text{or} \quad w_1 \leq (Q_3 - N_1)^{+}. \quad (5.29) \]

As a result, the interference observed by user 1 can be mitigated as shown in (5.31), where it is assumed \(d_{[1,2]} > d_{[3,3]}\) and the boxed term is redundant, unless \(d_{[1,2]} < d_{[3,3]}\). According to (5.27), the interference at the user of interest spans a one-dimensional space, thus the number of receive antennas given in (5.24) can be redefined as

\[ N_1 = d_{[1]}^1 + 1. \quad (5.30) \]

Finally, if all the conditions above are satisfied, user 1 experiences the interference-free data transmission.

Similar to cell 1, the conditions satisfying the ability to maintain the proposed scheme for the rest of cells are defined as follows

\[ \mathcal{D}_{\text{out}} \triangleq \text{maximize} \quad (d_{[1,1]} + d_{[1,2]} + d_{[2,2]} + d_{[2,3]} + d_{[3,1]} + d_{[3,3]}) \in \mathbb{R}_+^6 \]

subject to \( d_{[1,1]} + d_{[1,2]} \leq Q_1 \),

\[ (5.32.1) \]
\[d_{[2,2]} + d_{[2,3]} \leq Q_2, \quad (5.32.2)\]
\[d_{[3,1]} + d_{[3,3]} \leq Q_3, \quad (5.32.3)\]
\[d_{[1,1]} + d_{[3,1]} + 1 \leq N_1, \quad (5.32.4)\]
\[d_{[1,2]} + d_{[2,2]} + 1 \leq N_2, \quad (5.32.5)\]
\[d_{[2,3]} + d_{[3,3]} + 1 \leq N_3, \quad (5.32.6)\]
\[D_1 = d_{[1,1]} + d_{[3,1]} + d_{[1,2]} \leq \max(N_1, Q_1), \quad (5.32.7)\]
\[D_2 = d_{[2,2]} + d_{[1,2]} + d_{[1,1]} \leq \max(N_2, Q_1), \quad (5.32.8)\]
\[D_3 = d_{[2,2]} + d_{[1,2]} + d_{[2,3]} \leq \max(N_2, Q_2), \quad (5.32.9)\]
\[D_4 = d_{[3,3]} + d_{[2,3]} + d_{[2,2]} \leq \max(N_3, Q_2), \quad (5.32.10)\]
\[D_5 = d_{[1,1]} + d_{[3,1]} + d_{[3,3]} \leq \max(N_1, Q_3), \quad (5.32.11)\]
\[D_6 = d_{[3,3]} + d_{[2,3]} + d_{[3,1]} \leq \max(N_3, Q_3), \quad (5.32.12)\]
\[Q_t = w_j + N_j, \quad \forall j \in L, \quad (5.32.13)\]
\[t = m \leftarrow d_{[m,n]} = r_j \text{ in } (5.21), \quad (5.32.14)\]

where \(t\) indicates the first subscript index, and \((\cdot)^+\) represents a function that returns a non-negative value. The case of \(w_j = 0\) implies that at this particular user the numbers of interfering streams are identical.

Although at a glance it might seem that the DoF region above is not too different from the one defined in Section 4.2.3, it is worth mentioning that Chapter 4 focused on the network case with an identical antenna configuration leading to identical numbers of data streams causing the interference at the receiver side, that is, only one class of users is considered. Thus, considering different classes of users entails more conditions related to the XCI mitigation shown by the second term in (5.27), which spans a zero-dimensional space.

The set \(\mathcal{D}_{out}\) provides the conditions defining the outer limit for all the attainable \(d_{[j,i]}\) under the compounded MIMO BC by maximizing a weighted sum of \(d_{[j,i]}\) which is a linear programming problem. At the same time, this set of conditions is suitable either to analyse the achievable DoF region under a given network antenna configuration or to calculate the minimum number of antennas at each node in order to obtain the required DoF. Subsequently, we provide the algorithm that allows us to compute the minimum required number of antennas at each Tx-Rx pair with maximum DoF.

The following provides the total number of DoF by explicitly solving the LP
Algorithm 1 Defining the Antenna Configuration

Require:
1: inputs \( \{d_{i,j}\} \), \( \forall i, j \in L \)
2: \( Q_1 \) from (5.32.1)
3: \( Q_2 \) from (5.32.2)
4: \( Q_3 \) from (5.32.3)
5: \( N_1 \) from (5.32.4)
6: \( N_2 \) from (5.32.5)
7: \( N_3 \) from (5.32.6)

Ensure:
8: if (5.32.7) or (5.32.8) is not valid then
9: update \( Q_1 \leftarrow D_1 \) or \( Q_1 \leftarrow D_2 \)
10: else if (5.32.9) or (5.32.10) is not valid then
11: update \( Q_2 \leftarrow D_3 \) or \( Q_2 \leftarrow D_4 \)
12: else if (5.32.11) or (5.32.12) is not valid then
13: update \( Q_3 \leftarrow D_5 \) or \( Q_3 \leftarrow D_6 \)
14: end if
15: return \( Q_1, Q_2, Q_3 \).
16: for \( j = 1 : 3 \) do
17: calculate \( w_j \), according to (5.22).
18: find the value of \( t \) with respect to (5.32.14).
19: if \( t = j \) then
20: \( \overline{Q}_t := \overline{Q}_j \)
21: if \( \overline{Q}_j > Q_j \) then
22: update \( Q_j \leftarrow \overline{Q}_j \)
23: end if
24: else
25: \( \overline{Q}_t := \overline{Q}_{j-1} \)
26: if \( \overline{Q}_{j-1} > Q_{j-1} \) then
27: update \( Q_{j-1} \leftarrow \overline{Q}_{j-1} \)
28: end if
29: end if
30: return \( Q_{j-1} \) or \( Q_j \) (if updated only).
31: This derived value will be used in the next iteration
32: end for
33: utilize \( Q_1, Q_2, Q_3, N_1, N_2, N_3 \) to calculate the numbers of transmit antennas as in (5.15).
Conjecture 2:
\[
\eta \triangleq \max_{D_{\text{out}}} \left( d_{[1,1]} + d_{[1,2]} + d_{[2,2]} + d_{[3,1]} + d_{[3,3]} \right)
= \min \left\{ Q_1 + Q_2 + Q_3, N_1 + N_2 + N_3 - 3, \right.
\]
\[
\max(N_1, Q_1) + \max(N_3, Q_2), \quad \max(N_1, Q_3) + \max(N_2, Q_2), \quad \max(N_2, Q_1) + \max(N_3, Q_3), \quad \max(N_1, Q_1) + \max(N_1, Q_3) + \max(N_2, Q_2) + \max(N_3, Q_2), \quad \max(N_1, Q_3) + \max(N_2, Q_1) + \max(N_3, Q_3) + \max(N_2, Q_2), \quad \max(N_1, Q_1) + \max(N_2, Q_1) + \max(N_3, Q_2) + \max(N_3, Q_3), \quad \max(N_1, Q_1) + \max(N_1, Q_3) + Q_2 + N_2 + N_3 - 1, \quad \max(N_1, Q_1) + \max(N_2, Q_1) + Q_2 + Q_3 + N_3 - 1, \quad \max(N_1, Q_1) + \max(N_3, Q_2) + Q_1 + Q_2 + Q_3, \quad \max(N_1, Q_3) + \max(N_3, Q_2) + N_1 + N_2 + N_3 - 1 - 1, \quad \max(N_1, Q_3) + \max(N_2, Q_2) + Q_1 + Q_2 + Q_3, \quad \max(N_1, Q_3) + \max(N_2, Q_2) + N_1 + N_2 + N_3 - 1 - 1, \quad \max(N_1, Q_3) + \max(N_3, Q_3) + Q_1 + Q_2 + N_2 - 1, \quad \max(N_2, Q_1) + \max(N_2, Q_2) + Q_3 + N_1 + N_3 - 1 - 1, \quad \max(N_2, Q_1) + \max(N_3, Q_3) + Q_1 + Q_2 + Q_3, \quad \max(N_2, Q_2) + \max(N_3, Q_2) + Q_1 + Q_3 + N_1 - 1, \quad \max(N_3, Q_2) + \max(N_3, Q_3) + Q_1 + N_1 + N_2 - 1, \quad \max(N_1, Q_1) + \max(N_1, Q_3) + \max(N_2, Q_1) - 1, \]
\[ + \frac{\max(N_2, Q_2) + \max(N_3, Q_2) + \max(N_3, Q_3)}{3} \}\).

**Outline of the proof**: Conjecture 2 can be verified by solving the dual problem by linear programming

\[
\max \left( d_{[1,1]} + d_{[1,2]} + d_{[2,2]} + d_{[2,3]} + d_{[3,3]} + d_{[3,1]} \right).
\]

Since all the extreme points of the feasible space can be directly evaluated, we compute the objective value at these points and eliminate the limits that can be regarded redundant. Using the fundamental theorem of LP, [145, 146], we find the solution.

It is worth noting that all the terms given in Conjecture 2 are essential because any of them is valid for a certain antenna configuration.

We define the achievable DoF for our multi-cell network as the pre-log factor of the sum rate, [17, 18]. This is one of the key metrics used for assessing the performance of a multiple antenna system in the high SNR region defined as

\[
\eta = \lim_{\text{SNR} \to \infty} \frac{I(SNR)}{\log_2(SNR)} = \sum_{j=1}^{L} d[j],
\]

where \(I(SNR)\) denotes the sum rate that can be achieved at a given SNR defined as \(I(SNR) = \sum_{j=1}^{L} I_j(SNR)\), where \(I_j\) and \(d[j]\) are the data rate and the number of the successfully decoded data streams at user \(j\), respectively.

Therefore, the received signal at user \(j\), with respect to the considered channel model in (5.9), can be rewritten as

\[
\tilde{y}_j = U_j^H \sum_{i=1}^{L=3} H_{j,i} V_i s_i + \tilde{n}_j
\]

\[
= U_j^H \sum_{i=1, i \neq j+1}^{L=3} \left( H_{j,i} V_i s_i + U_j^H H_{j,j+1} V_{j+1} s_{j+1} \right)_{\text{ICI}} + \tilde{n}_j
\]

\[
= U_j^H \sum_{i=1, i \neq j+1}^{L=3} \left( \tilde{H}_{j,i} + \tilde{E}_{j,i} \right) V_i s_i + U_j^H \left( \tilde{H}_{j,j+1} + \tilde{E}_{j,j+1} \right) V_{j+1} s_{j+1} + \tilde{n}_j
\]

\[
\text{desired signal + XCI}
\]

\[
\text{desired signal + XCI}
\]
\[ I_C = \sum_{j=1}^{L=3} I_j \]
\[ = \sum_{j=1}^{L=3} \log_2 \det \left( I + \frac{\sum_{i=j-1}^{j} |U_j^H \tilde{H}_{j,i} V[i,j]|^2}{\sum_{i=j-1}^{j} |U_j^H \tilde{H}_{j,i} V[i,j]|^2} \right) \]
\[ = U_j^H \sum_{i=j-1}^{j} \tilde{H}_{j,i} V[i,j] + U_j^H \sum_{i=j-1}^{j} \tilde{H}_{j,i} V[i,j] \]
\[ + U_j^H \tilde{H}_{j,j+1} V_{j+1} + U_j^H \sum_{i=1}^{L=3} \tilde{E}_{j,i} V_i, s_i + \tilde{n}_j, \forall j \in L. \] (5.33)

With this in mind, the data rate achievable at the user of interest can be determined as shown in (5.34).

### 5.3 Computational complexity

For a given \( m \times n \) matrix, the required arithmetic operations to determine its singular values and corresponding singular vectors are given by \( \mathcal{O}(\min\{mn^2, m^2n\}) \), [138]. Moreover, the multiplication of two \( m \times n \) and \( n \times p \) matrices requires \( mnp \) operations.

We analyse the computational complexity of the proposed scheme from the perspective of each receiver. Since the BF matrix consists of two parts, we start from the BF responsible for ICI cancellation. The derivation of \( V[ICl] \) given in (3.16) mainly involves SVD and matrix multiplication.

In general, we define \( D_i \), the null space of \( C_i \) in (3.12), which requires a computational complexity of

\[ \mathcal{O} \left( \min \left\{ (M_i^3 + 2M_i N_{i-1} + M_i N_{i-1}^2); (M_i^3 + M_i^2 N_{i-1}) \right\} \right). \]
The next operation related to SVD involves the effective interference direction caused by base station \(i\) with dimension of \(M_i \times N_{i-1}\) and correspondingly requires \(O\) (min \(\{M_i N_{i-1}^2; M_i^2 N_{i-1}\}\)), where the minimum is \(M_i N_{i-1}^2\). Then the overall complexity needed to calculate \(V_i^{[ICI]}\) equals \(O \left(M_i^3 + 2M_i N_{i-1} + 2M_i N_{i-1}^2\right)\), which can be bounded by \(M_i^3 + 2M_i^2 N_{i-1}\).

Now we consider the second part of the precoding matrix responsible for \(V^{[XCI]}\), whose structure is given in (5.27). Since two interfering signals are presented at the receiver, the minimum value is defined as in (5.20). To make sure that the \(k_1\) vectors of these two interfering signals with \(d_{[i,i+1]}\) and \(d_{[i-1,i-1]}\) data streams span a zero-dimensional subspace, we have the complexity \(O(Y)\) based on the value of \(k_1\) as in (5.35). For the case when the numbers of data streams interfering at the user of interest are not identical \((d_{[i,i+1]} \neq d_{[i-1,i-1]}))\), we require the additional operations given by \(X\) as in (5.35).

The last operation is the matrix multiplication of two \(V_i^{[ICI]}\) and \(V^{[XCI]}\) matrices with the corresponding complexity of \(O \left(M_i^3 - 2M_i^2 N_{i-1} + M_i N_{i-1}^2\right)\). Therefore, the overall computational complexity of the proposed BF design is \(O \left(2M_i^3 + M_i N_{i-1}^2 + Y\right)\). However, due to the different numbers of transmitted data streams to each of the users, we have different antenna settings for each specific Tx-Rx pair; for the sake of comparison fairness, we consider the equal antenna configuration \((X = 0)\) and \(k_1 = 1\).

Since the proposed technique offers spatial multiplexing over multi-antenna wireless communication systems, its computation complexity is compared with a benchmark algorithm such as V-BLAST which complexity can be given by \(O \left(2NM^3 + 4NM^2 + 2NM\right)\) (only the arithmetic operations responsible for multiplication and division are taken into account), [167]. For the sake of fairness, we set up the same interrelation between of the number of transmit and receive antennas for both techniques as \(M = 2N + 1\). As a result, it can be seen in Fig.
Figure 5.2. The computational complexities of the proposed scheme and V-BLAST.

5.2 that the proposed scheme requires much less computation operations than the V-BLAST technique.

5.4 Simulation Results

This section presents our results using Monte Carlo simulations to investigate the effect of antenna correlation and CSI mismatch on the network performances. The simulations assume QPSK modulation and frequency flat fading which is designed according to (5.3). To make a fair comparison, the total transmit power at the BS is constrained to unity irrespective of the number of transmit antennas. To create different classes of users with various numbers of antennas, it is assumed that BS $i$ transmits the $i$ data streams to the corresponding user $i$, and only one data stream to the collateral user of interest. Therefore, we have three receivers deployed with three, four and five antennas, respectively.

According to [168], we examine three correlation regimes, the low, medium and high correlations. The low correlation mode indicates the scenario with no correlation with sufficient spacing ($\geq \lambda/2$) between the antennas. According to (5.9), the medium and high correlation regimes at the transmitter side can be modeled by $r = 0.3$ and $r = 0.9$, respectively; however, the same modes at the receiver side can be presented by $r = 0.9$. 
In Fig. 5.3, we evaluate a cumulative distribution function (CDF) of the achievable data rate for every user in the assumed system model. The data rates are calculated using the proposed scheme under different antenna correlation modes. For the sake of clarity, we consider the averaged data rate achievable by the network. The observation point is 30 dB. We deploy transmitters with ten, thirty and fifty antennas to estimate the potential benefit attainable from the Large-Scale MIMO scenario. As it can be seen, for the case of low correlation, the probability of attaining a higher data rate increases as the number of antennas at the BS goes up. Regarding the medium correlation case, we observe severe degradation in the achievable data rate, and the various numbers of transmit antennas do not seem to have much difference; however, a different antenna deployment still matters as it is shown in the inset figure (Fig. 5.3). Finally, we consider the high correlation mode presented in blue lines with which produces a significant loss in the achievable data rate. For $M = 10$, $M = 30$ and $M = 50$ antennas deployed at the transmitter side, the averaged data rate of 8.8, 11.4 and 12.75 bits/s/Hz are achievable with a probability of 90%. It is worth to note that the deployment of more antennas allow us to overcome the high correlation, and accordingly, the system can be treated as though it is experiencing the medium correlation. With this in mind, in the next simulation, we consider only the
network case where all the BSs are equipped with fifty antennas.

![CDF curves with low (black), medium (red) and high (blue) correlations for different CSI mismatch cases with $M = 50$ antennas per BS at 30 dB.](image)

**Figure 5.4.** CDF curves with low (black), medium (red) and high (blue) correlations for different CSI mismatch cases with $M = 50$ antennas per BS at 30 dB.

Next, we want to investigate the combined effect of CSI mismatch and antenna correlation on the achievable data rates. The observation point is 30 dB. As shown in Fig. 5.4, the case of $(\alpha = 1.5, \beta = 15)$ performs worse than the other two scenarios of the CSI acquisition. The CSI mismatch cases given by $(\alpha = 0.75, \beta = 10)$ and $(\alpha = 0, \beta = 0.05)$ act in a similar way under the medium and high correlation regimes; however, for low correlation, the network with $(\alpha = 0, \beta = 0.05)$ slightly outperforms the one modeled by $(\alpha = 0.75, \beta = 10)$. This result leads to the realization that the SNR-dependent and SNR-independent CSI acquisition scenarios, $(\alpha = 0, \beta = 0.05)$ and $(\alpha = 0.75, \beta = 10)$, do not differ from each other in the cases of medium and high antenna correlations.

Finally, we provide a 3D plot presenting the data rate achievable at 30 dB as a function of the number of transmit antennas and correlation coefficient. The correlation at the transmitter side is assumed to be high and modeled by using the exponential model as in (5.10) ($r = 0.9$). Accordingly, the antenna correlation at the receiver side is given as in (5.11) and simulated within the range [0, 1]. As it can be seen, the achievable data rate increases as the number of transmit antennas goes up, while the data rate decreases as the correlation coefficient increases.
5.5 Chapter Summary

This Chapter considered the compounded MIMO BC network case and proposed a tailored transmit BF design that accounts for different classes of users. We also presented the DoF region analysis and provided an algorithm to define the minimum antenna configuration to achieve a required number of data streams in the network. Moreover, we calculated the computational complexity of the proposed scheme and investigated the impact of spatial antenna correlation under various CSI acquisition scenarios. Finally, the proposed scheme was examined in traditional and Large-scale MIMO systems. It was shown that the performance obtained for the latter case demonstrated that the deployment of more antennas allows us to overcome the effect of high correlation by a careful utilization of the available transmit antennas.
Chapter 6

A Closed-form Interference Alignment Cancellation for the Multi-user MIMO X-channel Model

This Chapter proposes a non-iterative IA scheme for the MIMO X-channel network consisting of three transmitter-receiver pairs without symbol extension. First it demonstrates the basic principle of how to design the beamforming matrices for this set-up. Then the achievable sum rate is estimated under perfect and imperfect channel state information. Moreover, it will be shown that applying the proposed scheme allows one to achieve over 58 bits/s/Hz. Finally, the computational complexity of the proposed scheme will be calculated.

6.1 System Model

The system model considered here presents a MIMO system with $L$ $Tx-Rx$ pairs under the X-channel scenario which is defined by a message set when each transmitter sends independent data symbols to all the receivers. Therefore, the signal from transmitter $i$ can be expressed as

$$s_i = \begin{bmatrix} s_i^{[1]} & \cdots & s_i^{[l]} & \cdots & s_i^{[L]} \end{bmatrix}^T, \forall i, l \in L,$$

(6.1)
where \( s_i[l] \) is a symbol transmitted from \( Tx_i \) to \( Rx_l \) such that each receiving node treats all the transmitters as the information and interference sources simultaneously.

Each receiver decodes the received signal by multiplying it with a receive beamforming matrix; thus, this can be written as

\[
\tilde{y}_j = U_j^H y_j = U_j^H \sum_{i=1}^{L} H_{j,i} V_i s_i + \tilde{n}_j, \quad \forall j \in L,
\]

where \( U_j \in \mathbb{C}^{N_r \times d_s} \) denotes the receive beamforming matrix for the user of interest, and \( \tilde{n}_j = U_j^H n_j \in \mathbb{C}^{d_s \times 1} \) is the effective zero-mean AWGN vector at the output of the beamformer, with \( \mathbb{E}\{\tilde{n}_j \tilde{n}_j^H\} = \sigma_n^2 I \). \( H_{j,i} \in \mathbb{C}^{N_r \times N_t} \) denotes the channel between \( Tx_i \) and \( Rx_j \). It is assumed that each channel is quasi-stationary and frequency flat fading. \( V_i \in \mathbb{C}^{N_t \times d_s} \) is a transmit BF matrix, with \( \text{trace}\{V_i V_i^H\} = 1 \), where \( d_s \) is the number of data streams transmitted from each \( Tx \). Since it is assumed that \( s_i \) is the vector containing the symbols drawn from i.i.d. Gaussian input signaling and chosen from a desired constellation, we have \( \mathbb{E}\{s_i s_i^H\} = I \). All these conditions imply that the average power constraint at the transmitter is satisfied.

To decode the required signal successfully, it needs to be linearly independent of interference, which can be attained by aligning the interfering signals into the subspace that is orthogonal to \( U_j \). Therefore, the following conditions must be satisfied at receiver \( j \)

\[
U_j^H H_{j,i} V_i[l] = 0, \quad l \neq j, \quad \forall i, j \in L,
\]

\[
\sum_{k=1}^{L} \text{rank} \left( U_j^H H_{j,k} V_k[j] \right) = d_j, \quad \forall j \in L,
\]

where \( d_j \) is the maximum number of the resolvable interference-free data streams at receiver \( j \), and \( V_i[l] \) indicates the \( l^{th} \) column of the transmit beamforming matrix at transmitter \( i \).

According to (6.2), the achievable sum rate is evaluated as follows, [113],

\[
\mathcal{I}_\Sigma = \sum_{j=1}^{L} \log_2 \left( \det \left( I + \frac{\sum_{i=1}^{L} \left| U_j^H H_{j,i} V_i[l] \right|^2}{\sum_{i=1}^{L} \sum_{l=1,l\neq j}^{L} \left| U_j^H H_{j,i} V_i[l] \right|^2 + \sigma_n^2 I} \right) \right)
\]

(6.5)
The following sections show how to design the closed-form beamforming technique for the three-user MIMO network and provide the sum rate achievable under different CSI acquisition scenarios.

### 6.2 Transmit Beamforming Design

![Diagram of the three-user MIMO X-channel network with blocks of interfering symbols.]

Figure 6.1. The three-user MIMO X-channel network with blocks of the interfering symbols.

To give a detailed explanation, we refer to Fig. 6.1 where each node is deployed with \(N = N_t = N_r\). Each transmitter \(i\) sends the signal \(s_i = [s_i^{[1]} \ s_i^{[2]} \ s_i^{[3]}]^T\) such that symbol \(s_i^{[l]}\) is of interest to receiver \(l\) \((l \in L)\), while receiver \(j\) desires to decode \(s^{[j]} = [s_j^{[1]} \ s_j^{[2]} \ s_j^{[3]}]^T\). Therefore, the received signal \(y_j\) at the user of interest can be written as

\[
y_j = \sum_{i=1}^{L=3} H_{j,i} V_i s_i + n_j
\]

\[
= \sum_{i=1}^{L=3} H_{j,i} \begin{bmatrix} V_i^{[1]} & V_i^{[2]} & V_i^{[3]} \end{bmatrix} \begin{bmatrix} s_i^{[1]} \\ s_i^{[2]} \\ s_i^{[3]} \end{bmatrix} + n_j
\]
= \sum_{i=1}^{L=3} H_{j,i} V_{i}^{[j]} s_{i}^{[j]} + \sum_{i=1}^{L=3} \sum_{k=1, k \neq j}^{L=3} H_{j,i} V_{i}^{[k]} s_{i}^{[k]} + n_j, \forall j \in L. \quad (6.6)

6.2.1 Grouping Method at Rx 1

Receiver 1 aims to decode $s^{[1]}$ transmitted from all the sources and the rest of the symbols arriving from the same directions are seen as interference (red symbols). Thus, the interfering symbols can be grouped into several blocks as shown on the receiver side (Fig. 6.2). It results in two blocks of interfering symbols that can be spanned by two subspaces $A_1$ and $A_2$ as

$\mathbf{A}_1 : \Rightarrow \text{span} \left\{ H_{1,1} V_{1}^{[2]}, H_{1,2} V_{2}^{[3]}, H_{1,3} V_{3}^{[3]} \right\},$

$\mathbf{A}_2 : \Rightarrow \text{span} \left\{ H_{1,1} V_{1}^{[3]}, H_{1,2} V_{2}^{[2]}, H_{1,3} V_{3}^{[2]} \right\}.$

Therefore, $\mathbf{A}_1$ can be written as

$\mathbf{A}_1 = H_{1,1} V_{1}^{[2]} = H_{1,2} V_{2}^{[3]} = H_{1,3} V_{3}^{[3]}.$
Considering $V_1^{[2]}$, we have

$$A_1 - H_{1,1} V_1^{[2]} = [I - H_{1,1}] \begin{bmatrix} A_1 \\ V_1^{[2]} \end{bmatrix} = 0. \quad (6.7)$$

Further applying this approach to the rest of precoding vectors results in the following matrix equation

$$\begin{bmatrix} I & -H_{1,1} & 0 & 0 \\ I & 0 & -H_{1,2} & 0 \\ I & 0 & 0 & -H_{1,3} \end{bmatrix} \begin{bmatrix} A_1 \\ V_1^{[2]} \\ V_2^{[3]} \\ V_3^{[3]} \end{bmatrix} = C_A D_A = 0. \quad (6.8)$$

To obtain distinct precoding matrices $V_1^{[3]}$, $V_2^{[2]}$ and $V_3^{[2]}$, the channel matrices in (6.8) need to be reshuffled in terms of their position as follows

$$\begin{bmatrix} I & -H_{1,2} & 0 & 0 \\ I & 0 & -H_{1,3} & 0 \\ I & 0 & 0 & -H_{1,1} \end{bmatrix} \begin{bmatrix} A_2 \\ V_2^{[2]} \\ V_3^{[2]} \\ V_1^{[3]} \end{bmatrix} = C_A D_A = 0. \quad (6.9)$$

The dimension of $C_{A_k, k \in \{1,2\}}$ is $3N \times 4N$, and thus the SVD-based nullspace $D_{A_k, k \in \{1,2\}}$ always exists with the dimension of $4N \times N$. Accordingly, it is feasible to obtain square $N \times N$ $V_{k,l \neq 1}^{[l]}$ matrices. These square matrices are required to provide the precoding design due to the fact that their inverses are always obtainable. These inverses will be further utilized in (6.11)–(6.15). Any column vector of $V_{k,l \neq 1}^{[l]}$ derived in (6.8)–(6.9) will be utilized as the required beamforming vector in (6.6).

Regarding the reshuffle, both $C_{A_1}$ and $C_{A_2}$ are independent matrices if and only if the row vectors of them are linearly independent from each other. To prove their independence, it is sufficient to build a matrix by row-by-row assignment from both $C_{A_1}$ and $C_{A_2}$ matrices as

$$W = \begin{bmatrix} C_{A_1}(i,:) \\ C_{A_2}(j,:) \end{bmatrix}, \forall i, j \in \{1, 2, \ldots, 3N\}, \quad (6.10)$$

where $C_{A_k}(l,:)$ denotes the $l^{th}$ row of the $C$ matrix related to the subspace.
spanned by $A_k$. By computing row reduced echelon form ($rref$) of the $W$ matrix, one can calculate its rank and verify that

$$\text{rank}(rref(W)) = 2,$$

which is always valid for any combination of these rows. This leads to the fact that the row vectors are linearly independent from each other, and thus the derived beamforming $V_k^{[l,l\neq 1]}$ matrices can be treated as distinct ones.

### 6.2.2 Grouping Method at Rx 2

![Diagram](image)

**Figure 6.3.** The grouping method of the interfering signals at receiver 2.

So far, the precoding matrices $V_i^{[1]}$ have not been determined yet. In Fig. 6.3, receiver 2 observes two blocks of the interfering symbols (in green) spanned by the subspaces $B_1$ and $B_2$, and these spaces can be respectively defined as

$$B_1 := \text{span} \left\{ H_{2,1}V_1^{[1]} , H_{2,2}V_2^{[2]} , H_{2,3}V_3^{[1]} \right\},$$

$$B_2 := \text{span} \left\{ H_{2,1}V_1^{[3]} , H_{2,2}V_2^{[1]} , H_{2,3}V_3^{[3]} \right\}.$$
Hence, $B_1$ can be utilized to find $V_1^{[1]}$ and $V_3^{[1]}$ as

$$V_1^{[1]} = H_{2,1}^{-1} H_{2,2} V_2^{[2]} ,$$
$$V_3^{[1]} = H_{2,3}^{-1} H_{2,2} V_2^{[3]} .$$

Considering $B_2$, two beamforming matrices $V_1^{[3]}$ and $V_3^{[3]}$ have been already defined. Thus, $V_2^{[1]}$ is chosen to align with $V_1^{[3]}$ as

$$V_2^{[1]} = H_{2,1}^{-1} H_{2,1} V_1^{[3]} .$$

Therefore, receiver 2 needs to align $H_{2,3} V_3^{[3]}$ with $H_{2,1} V_1^{[3]}$ which can be implemented by determining a complementary matrix $T_{B_2}$ as

$$H_{2,1} V_1^{[3]} = H_{2,3} V_3^{[3]} T_{B_2} ,$$
$$\Rightarrow T_{B_2} = \left( H_{2,3} V_3^{[3]} \right)^{-1} H_{2,1} V_1^{[3]} ,$$
$$\Rightarrow \tilde{V}_3^{[3]} = V_3^{[3]} T_{B_2} . \quad (6.11)$$

### 6.2.3 Grouping Method at Rx 3

![Figure 6.4. The grouping method of the interfering signals at receiver 3.](image-url)
Next, we consider receiver 3 with the interfering symbols (in blue) spanned by $F_1$ and $F_2$ as

$$F_1 : \Rightarrow \text{span} \left\{ H_{3,1} V_1^{[1]}, H_{3,2} V_2^{[2]}, H_{3,3} V_3^{[1]} \right\},$$

$$F_2 : \Rightarrow \text{span} \left\{ H_{3,1} V_1^{[2]}, H_{3,2} V_2^{[1]}, H_{3,3} V_3^{[2]} \right\}.$$

The precoding matrix $V_2^{[2]}$ from (6.9) is chosen to be aligned with the interfering symbols given in $F_1$ by defining complimentary matrices as

$$H_{3,2} V_2^{[2]} = H_{3,1} V_1^{[1]} T_{F_{11}}$$

$$\Rightarrow T_{F_{11}} = \left( H_{3,1} V_1^{[1]} \right)^{-1} H_{3,2} V_2^{[2]}$$

$$\Rightarrow \tilde{V}_1^{[1]} = V_1^{[1]} T_{F_{11}}, \quad (6.12)$$

$$H_{3,2} V_2^{[2]} = H_{3,3} V_3^{[1]} T_{F_{12}}$$

$$\Rightarrow T_{F_{12}} = \left( H_{3,3} V_3^{[1]} \right)^{-1} H_{3,2} V_2^{[2]}$$

$$\Rightarrow \tilde{V}_3^{[1]} = V_3^{[1]} T_{F_{12}}. \quad (6.13)$$

Similar to $F_2$, we have

$$H_{3,3} V_3^{[2]} = H_{3,2} V_2^{[1]} T_{F_{21}}$$

$$\Rightarrow T_{F_{21}} = \left( H_{3,2} V_2^{[1]} \right)^{-1} H_{3,3} V_3^{[2]}$$

$$\Rightarrow \tilde{V}_2^{[1]} = V_2^{[1]} T_{F_{21}}, \quad (6.14)$$

$$H_{3,3} V_3^{[2]} = H_{3,1} V_1^{[2]} T_{F_{22}}$$

$$\Rightarrow T_{F_{22}} = \left( H_{3,1} V_1^{[2]} \right)^{-1} H_{3,3} V_3^{[2]}$$

$$\Rightarrow \tilde{V}_1^{[2]} = V_1^{[2]} T_{F_{22}}. \quad (6.15)$$

All the beamforming matrices enclosed in boxes represent the $N \times N$ square matrices. Since only one column vector is required from each beamforming matrix to implement interference-free data transmission, their first columns can be simply chosen to build the final precoding matrices $V_1$, $V_2$ and $V_3$. To prevent misunderstanding of which matrices are utilized in transmit beamforming design, a different notation for the precoding vectors is introduced as $f_i^{[l]}$ as shown in
\( f^{[1]}_1 = \tilde{V}^{[1]}_1(:, 1) \) from (6.12) \( f^{[1]}_2 = \tilde{V}^{[2]}_1(:, 1) \) from (6.15) \( f^{[1]}_3 = \tilde{V}^{[1]}_3(:, 1) \) from (6.13) \( f^{[2]}_2 = \tilde{V}^{[2]}_2(:, 1) \) from (6.9) \( f^{[2]}_3 = \tilde{V}^{[2]}_3(:, 1) \) from (6.9) \( f^{[3]}_1 = \tilde{V}^{[3]}_1(:, 1) \) from (6.11) (6.16), where the first columns are chosen to be the precoding vectors.

Furthermore, the subspaces \( F^1 \) and \( F^2 \) are chosen as

\[
F^1 = H_{3,2} f^{[2]}_2, \\
F^2 = H_{3,3} f^{[2]}_3.
\]

With respect to receiver 3, all the interfering symbols are aligned along \( F^1 \) and \( F^2 \) combined together in \( F \). Then, the interference at receiver \( j \) can be suppressed by the receive beamforming matrix \( U_j \) as

\[
F = [F^1 \quad F^2], \\
U_3 = \text{null} \ (F^H), \\
B = \begin{bmatrix} H_{2,1} f^{[1]}_1 & H_{2,2} f^{[1]}_2 & H_{2,3} f^{[1]}_3 & H_{2,1} f^{[3]}_3 & H_{2,3} f^{[3]}_3 \end{bmatrix}, \\
U_2 = \text{null} \ (B^H), \quad (6.18) \\
A = \begin{bmatrix} A_1 & A_2 & H_{1,1} f^{[2]}_1 & H_{1,3} f^{[3]}_3 \end{bmatrix}, \\
U_1 = \text{null} \ (A^H). \quad (6.19)
\]

Since each receiver needs to decode three symbols, \( U_j \) should have a dimension of \( N_r \times d_s \), it needs to consider \( B \in \mathbb{C}^{N_r \times 5} \). Therefore, the number of antennas at each node equals eight in this case. Hence, the received signal can be rewritten as

\[
\tilde{y}_j = U^H_j \sum_{i=1}^{L=3} H_{j,i} V_i s_i + \tilde{n}_j
\]
\[ \mathbf{y}_j = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{V}_i \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \sum_{l=1, l \neq j}^{L=3} \mathbf{H}_{j,l} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \begin{bmatrix} \mathbf{U}_j^H \mathbf{H}_{j,1} \mathbf{f}_1^{[j]} \mathbf{U}_j^H \mathbf{H}_{j,2} \mathbf{f}_2^{[j]} \mathbf{U}_j^H \mathbf{H}_{j,3} \mathbf{f}_3^{[j]} \end{bmatrix} \begin{bmatrix} \mathbf{s}_1^{[j]} \\ \mathbf{s}_2^{[j]} \\ \mathbf{s}_3^{[j]} \end{bmatrix} + \tilde{\mathbf{n}}_j \]

\[ = \overline{\mathbf{H}}^{[j]} \mathbf{s}^{[j]} + \tilde{\mathbf{n}}_j, \forall j \in L, \quad (6.20) \]

where \( \overline{\mathbf{H}}_j \) and \( \tilde{\mathbf{n}}_j \) denote the effective channel matrix and zero-mean AWGN vector observed by receiver \( j \), respectively. \( \mathbf{s}^{[j]} \) indicates the received signal intended for user \( j \).

With respect to (6.20), the sum rate (6.5) can be calculated as

\[ I_\Sigma = \sum_{j=1}^{L=3} \log_2 \left( \det \left( \mathbf{I} + \frac{\overline{\mathbf{H}}^{[j]} \overline{\mathbf{H}}^{[j]H}}{\sigma_n^2 \mathbf{I}} \right) \right). \quad (6.21) \]

### 6.2.4 Imperfect CSI

Assuming perfect CSI is highly idealistic, therefore, to understand the impact of CSI mismatch, we exploit the CSI acquisition model defined in (2.7)–(2.8) (Chapter 2).

With this in mind, the received signal (6.20) of the user of interest can be rewritten as

\[ \tilde{\mathbf{y}}_j = \frac{1}{\tau + 1} \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \frac{1}{\tau + 1} \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \frac{1}{\tau + 1} \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]

\[ = \mathbf{U}_j^H \sum_{i=1}^{L=3} \mathbf{H}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \mathbf{U}_j^H \sum_{i=1}^{L=3} \tilde{\mathbf{H}}_{j,i} \mathbf{f}_i^{[j]} \mathbf{s}_i + \tilde{\mathbf{n}}_j \]
\[ I_{\Sigma} = \sum_{j=1}^{L=3} \log_2 \left( \det \left( I + \sum_{i=1}^{L=3} \frac{1}{\tau} U_j^H \tilde{H}_{j,i} f_i^j \right)^2 \right) \]

\[ + \frac{1}{\tau + 1} U_j^H \sum_{i=1}^{L=3} \sum_{l=1,l \neq j}^{L=3} \tilde{H}_{j,i} f_i^l s_i^l + U_j^H \sum_{i=1}^{L=3} \sum_{l=1,l \neq j}^{L=3} \tilde{H}_{j,i} f_i^l s_i^l + \tilde{n}_j, \forall j \in L. \]  

(6.23)

Accordingly, the sum rate with respect to imperfect CSI can be calculated as shown in (6.23).

### 6.2.5 Computational Complexity

Since the beamforming matrices in (6.8)–(6.9) are calculated using the SVD-based nullspace, the corresponding computational complexity of SVD can be written as \( O(pm^2 + m^3) \) for a \( m \times p \) matrix with \( p < m \). Then, the overall computational complexity of the proposed scheme is \( O(258N^3) \).

Since each beamforming matrix (boxed one) consists of \( N \) vectors, it is feasible to choose the best one that increases the achievable sum rate. This can be simply implemented by choosing the vector corresponding to the largest eigenvalue. The eigenvalue-based search slightly complicates the complexity of the proposed scheme, i.e., the arithmetic complexity of this search for a given \( N \times N \) matrix is \( O(N^3) \). Therefore, the overall additional complexity equals \( 9N^3 \). Fig. 6.5 presents the computational complexities of the original and eigenvalue-based methods.

### 6.3 Simulation Results

We evaluate the overall achievable sum rate for the three-user MIMO X-channel model with Rayleigh fading, [19, 79]. It can be seen from Fig. 6.6 that it allows us to obtain 58.75 bits/s/Hz at SNR = 30 dB by utilizing (6.16). Then we investigate the effect of different CSI conditions on the achievable sum rate that
are given by a set of \((\alpha, \beta)\) such that \((1.5, 15), (1, 10), (0.75, 10), (0, 0.05)\) and \((0, 0.001)\). Fig. 6.6 presents an insight into how imperfect CSI impacts on the achievable sum rates utilizing (2.7)–(2.9). When \(\alpha = 0\) it can be seen that \(\beta\) has a significant impact where \(\alpha = 0\) is the worst scenario because increasing SNR does not provide any increase in the achievable sum rate. At \(\beta = 0.001\), it is feasible to apply the proposed scheme in the low SNR region (<12 dB). However, at \(\beta = 0.05\), the DoF loss is too large for the whole range of SNR. For \(\alpha = 0\), it should be noted that in the low SNR region the scheme provides poor performance; however, the dependence on SNR leads to a sum rate improvement when SNR increases. The larger \(\alpha\) gets, the sharper the curve slope becomes.

In Fig. 6.7, we then exploit the eigenvalue-based method to calculate the achievable sum rates and compare them with the previous. A minor complication of the proposed algorithm allows us to achieve a noticeable increase in the sum rate (lines with symbols), i.e., we gain 5.67, 5.31, 5.1, 4.12, 4.18 and 5.8 bits/s/Hz for the perfect, \((1.5, 15), (1, 10), (0.75, 10), (0, 0.05)\) and \((0, 0.001)\) CSI acquisition scenarios, respectively.

Figure 6.5. The computational complexity of the proposed scheme.
Figure 6.6. The overall sum rate under various CSI conditions.

Figure 6.7. The comparison of sum rates achievable by the original and eigenvalue-based methods.
6.4 Chapter Summary

This Chapter proposed a closed-form IA scheme for the downlink three-user MIMO X-channel network without symbol extension. The proposed scheme is based on the idea of grouping the interfering signals at the receiver side such that the desired signal is allocated in the interference-free subspace. Then, the updated eigenvalue search based approach was proposed as the capacity enhancing technique. Moreover, it was shown that the proposed scheme obtains 58.75 and 64.42 bits/s/Hz by utilizing the original and eigenvalue-based methods, respectively. This difference is obtained by a minor sophistication of the proposed algorithm (Fig. 6.5). The effect of CSI mismatch on the achievable sum rate was also evaluated.
Chapter 7

Conclusions and Future Work

7.1 Conclusions

This thesis studied the fundamentals of Interference Alignment and the challenges facing this technique with a particular focus on the users in the most vulnerable area enduring a multi-source transmission scenario. Chapter 1 briefly described current trends in modern wireless systems and emphasized main obstacles on the road to fulfil the requirements to support the rapid mobile data traffic growth. Then, the literature review in Chapter 2 reiterated main features of MIMO technology and capacity attaining techniques. Moreover, the issue of interference was introduced and subsequently various techniques aiming to mitigate it in different layers were discussed. Finally, Chapter 2 presented the concept of Interference Alignment and consequently provided a variety of IA applications.

In Chapter 3, a compounded MIMO BC network scenario was determined, which can be briefly described as the scenario where a certain user desires to decode messages coming from several sources. Moreover, the user of interest was placed in the most vulnerable cell-edge area. For the considered case, a new method of interference mitigation was proposed that is able to provide up to \((L-1)\) DoF per user. The compounded MIMO BC generally undergoes two types of interference: IC interference and X-channel interference. It was shown that for a similar scenario, there were several two-step schemes that can cancel only the IC interference. Furthermore, the application of the proposed scheme allows one to treat the multi-cell MIMO network as a single-cell single-user MIMO case free from interference. The general interrelation between network parameters was also derived. The attainable performances were compared to one of the benchmarks.
(ZFBF). Moreover, the system performances were also analysed for different CSI mismatch scenarios. Finally, the calculated computational complexity indicated the simplicity of this scheme compared to V-BLAST.

Chapter 4 also considered the compounded MIMO BC network. The study case consisting of three cells was examined, and the corresponding DoF region was analysed. An upper limit was defined by solving the dual problem for the linear maximization program. Moreover, the study case was expanded to the general network case. The minimum antenna configuration was obtained in order to maintain the maximum DoF. This Chapter also provided insights into the effect of various message setups on the achievable DoF and the required number of antennas. It was shown that the proposed scheme with a certain antenna configuration achieves more DoF than the conventional ones.

Chapter 5 mainly focused on the effect of spatial correlation. Accordingly, the Kronecker model was considered for the sake of its simplicity. Based on the experimental measurements in [166], it was proved that the exponential and uniform models can be applied at the transmitter and receiver side, respectively. The compounded MIMO BC network was taken into account to analyse the antenna correlation. Therefore, different classes of users with various numbers of antennas were considered. Respectively, an updated version of the proposed scheme (presented in Chapter 3) was provided. Then, the computational complexity was calculated. Finally, the various system performances were analysed with respect to different antenna correlation modes and CSI acquisition scenarios.

Chapter 6 presented an alternative design of the IA-based interference mitigation scheme for achieving the maximum data rate. In particular, a special way of grouping of interfering signals was applied for efficiently allocating the interference at the receiver side. In addition, matrix reshuffling was used to design the interfering subspace. Furthermore, an update of the scheme was proposed that utilizes eigenvalue-based search for enhancing the achievable data throughput. Finally, computational complexity and the impact of the different CSI acquisitions on the data rate were evaluated.
7.2 Future Plan

Here we suggest some possible research extensions to the work in this thesis as follows.

- In Chapter 3, we proposed the IA-based scheme for the cell-edge users to mitigate the severe interference in the compounded MIMO BC scenario for Homogeneous networks under the assumption of no frequency reuse. Subsequently, the complexity of the scheme was shown to be low compared to the benchmark. However, it would be worthwhile to consider the Heterogeneous scenario with the macro/micro base station employment. Consequently, due to full overlapping of microcells with the macrocell, the number of users to be treated will dramatically increase. Consequently, the computational complexity of the proposed algorithm is likely to deteriorate. Therefore, additional work could be done by optimising the algorithm to reduce its complexity for the case of HetNets.

- In the emerging trends of green communications and Energy Harvesting (EH), IA techniques could be considered as potential means for energy harvesting. Some research on IA-based EH techniques has been carried out in, [170, 171], where the authors proposed user and antenna selection schemes to define active and idle users/antennas, i.e., among the total $Q$ users only $K$ ($K < Q$) users can obtain information data while the $(Q - K)$ users, instead of being idle, can obtain the same non-intended information symbols for harvesting (analogously, the same approach can be applied for the antenna selection scheme). Since Chapter 4 provided a comprehensive analysis on the achievable DoF for the compounded MIMO BC scenario with the appropriate algorithm for calculating the minimum required antenna configuration, it would be worthwhile to apply the concept of EH to the proposed scheme to synthesize both, the information and energy transfer modes in one design, when the user of interest simultaneously receives the desired signal and harvest the energy from the interference term; in other words, the user performs both modes (information transfer and energy harvesting) at a certain minimum required SINR.

- In Chapters 3, 4 and 5, we examined the users that experience the multi-source transmission from several BSs. Therefore, the proposed scheme is
also applicable for providing energy efficiency for network operators and users if a dynamic network planning can be taken into consideration, [172]. If so, all the involved BSs create a dynamic cluster to serve all the users efficiently. Since the provided algorithms proved in Chapter 5 that the case of LS-MIMO is applicable, the final network configuration can be regarded as distributed compounded LS-MIMO BC scenario. By combining all the benefits of the above-mentioned technologies, it is highly possible to obtain a novel technique suitable for next-generation wireless communication systems.
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