
1 

 

 

 

 

 

 

 

Investigating Data Quality in 

Question and Answer Reports 

 

 

 

 

A thesis submitted to the University of Manchester for the degree of Doctor of 

Philosophy in the Faculty of Engineering and Physical Sciences 

 

 

 

2016 

 

Mona Hussein Mohamed Zaki Ali 

 

 

School of Computer Science 

 

 



2 

 

 

Table of Contents 

Chapter 1 Introductionéééééééééééééééééééééé....15 

1.1. Motivationééééééééééééééééééééééééé.15 

1.2. Hypothesis, Research Questions and Objectivesééééééé.ééé.20 

1.3. Summary of Research Contributionsééééééééééééé...é.21 

1.4. Thesis Structureééééééééééééééééééééééé22 

 

Chapter 2 Overview of Data Qualityéééééééééééééééé.é26 

       2.1. Data Qualityéééééééééééééééééééééééé26 

2.1.1. Definitionséééééééééééééééééééééé...26 

2.1.2. Dimensionséééééééééééééééééééééé..27 

2.1.3. Methodologiesééééééééééééééééééééé.29 

2.1.4. Frameworks and Modelsééééééééééééééééé.32 

2.2 The CommonKADS Methodology for Knowledge Engineering and      

       Managementééééééééééééééééééééééé...41 

2.3 Chapter Summaryéééééééééééééééééééééé43 

 

Chapter 3 Automated Question Analysis and Classification ééééééé.44 

3.1. Overview of Text Miningéééééééééééééééé......44 

3.1.1. Text Mining in SPSS Modelerééééééééééééééé48 

3.2. Question Classificationéééééééééééééééééé..48 

3.2.1 Machine Learning éééééééééééééééé...49 

3.2.2 Question Classification using Machine Learningéééé....54 

3.2.3. Question Classification using Hybrid Approachééééé56 

3.3. Question Answering Systemsééééééééééééééé....56 

            3.4. Chapter Summaryéééééééééééééééééééé..58 

 

Chapter 4 Research Methodologyéééééééééééééééééé59 

        4.1 Structured vs. Unstructured Dataééééééééééééééé...59 



3 

 

        4.2 Question and Answer Reports (QAR) ééééééééééééé..61 

        4.3. Approaches of Studying Data Qualityééééééééééééé..64 

        4.4. The Design Research Methodéééééééééééééééé...65 

4.4.1. Mapping the Design Research Process to this Research Context..é67 

         4.5. Case Study Selection and Justificationéééééééééééé....70 

         4.6 Chapter Summaryééééééééééééééééééé.........71 

 

Chapter 5 Case Study (CDP): DQ Analysis of QAR éééééééééé72 

         5.1. Carbon Disclosure Project Overviewééééééééééééé..72 

5.1.1. Identification of Stakeholderséééééééééééééé....73 

5.1.2. Carbon Disclosure Project QARéééééééééééééé74 

5.1.3. Carbon Disclosure Project Data Workflowééééééééé....76 

         5.2. Data Descriptionééééééééééééééééééééé...78 

5.2.1. Description of Questionnaireséééééééééééééé....78 

5.2.2. Description of Answers/Responseséééééééééééé....83 

         5.3. Data Quality Analysis for QARééééééééééééééé...85 

5.3.1 The Data Quality Problemsééééééééééééééé.....86 

5.3.2. DQ Analysis of CDP Questions and Mediuméééééééé....88 

5.3.3. DQ Analysis of CDP Answersééééééééééééééé95 

          5.4. Chapter Summaryéééééééééééééééééé...........102 

  

Chapter 6 Design (Suggestion): The Proposed Solution for DQ Analysis of QAR 

6.1. The DQ Methodology for QARééééé.......................................103 

            6.2. The Question Design Support Frameworkéééééé...................103 

 

Chapter 7 Development: Identification of Multi -focal Questions in QAR 

7.1. Domain-Independent Profiling for MFQ Identification ééé...........105 

7.1.1. Language-Focused Featuresééééééééééééééé...109 

7.1.2. Question-Focused Featureséééééééééééééééé.111 

7.1.3. Feature Extractionéééééééééééééééééé.......112 

                7.1.3.1. Extraction Methods for Language-Focused Featuresééé......113 

                7.1.3.2. Feature Extraction Methods for Question-Focused Features......116 

7.1.4. MFQ Classificationééééééééééééééééééé128 



4 

 

         7.2. Domain-Dependent Profiling for MFQ Identificationéééééé..128 

7.2.1. Creating concept hierarchies ééééééééééé..130 

             7.2.2 Measuring Term Specificity/Commonalityéééééé..144 

         7.3 Chapter Summaryéééééééééééééééééééé...145 

 

Chapter 8: Evaluation and Discussionéééééééééééé..............146 

          8.1. Domain-Independent Profiling Evaluationéééééééééé..146 

 8.1.1. Data Annotation and Gold Standard éééééééééé.....146 

             8.1.2. Domain-Independent Profiling Resultsééééééééé.....149 

             8.1.3. Error Analysiséééééééééééééééééé........153 

          8.2 Domain-Dependent Profiling Evaluationééééééééééé.155 

 8.2.1. Measuring Term Specificity/Commonality Results éééé.é155 

             8.2.2 Integrated domain dependent Profiling Measureséééééé..157 

           8.3. MFQ Identification Discussion éééééééééééééé.159 

           8.4 Chapter Summaryéééééééééééééééééééé160 

 

Chapter 9 Conclusionéééééééééééééééééééééé161 

       9.1. Summary of Contributionsééééééééééééééééé162 

        9.1.1. Comparison to Previous Workééééééééééééé.165 

       9.2. Research Limitationsééééééééééééééééééé.167 

       9.3. Future Workéééééééééééééééééééééé...167 

       9.4. Conclusionéééééééééééééééééééééé.é169 

Referenceséééééééééééééééééééééééééé..170 

Appendix A: Comparison to Previous Workéééééééééééé..188 

Appendix B: SPSS Modeler (PAWS Modeler) Data Mining Workbench....193 

Appendix C: Annotation Guidelinesééééééééééé.éééé...197 

Appendix D: Further CDP Questionnaires Descriptionéééééééé199 

Appendix E: List of Extracted terms in 2013 Concept Hierarchy ééé...202 

Word count: 49207 words 

 

 



5 

 

List of Figures 

Figure 1: Example of a QAR ééééééééééééééééééééé17 

Figure 2: An example showing the evolution of a question over yearsééééé18 

Figure 3: The structure of a general purpose methodology for DQéééééé..30 

Figure 4: Summary for Moodyôs Data Model Quality Evaluation Frameworké... 35 

Figure 5: Conceptual Framework for Data Quality Dimensionsééééééé..36 

Figure 6: Framework of Data Quality Dimensions in a Software Quality Modelé38 

Figure 7: Example of Structured Dataééééééééééééééééé...60 

Figure 8: Example of Unstructured Textual Dataééééééééééééé..61 

Figure 9: The Steps of Design Research Methodologyééééééééééé.66 

Figure 10: The Carbon Disclosure Project Data Workflowééééééééé...77 

Figure 11: The Identified Categories of Data Quality Issues in QAR ééééé..88 

Figure 12: Instances of Various Medium Presentationsééé..ééééééé..89 

Figure 13:  Overview of the proposed DQ methodology for QAR é..éééé..104 

Figure 14: The Proposed Question Design Support Frameworkééééééé.105 

Figure 15: Use Case Examplesééééééééééééééééééé....108 

Figure 16: QuDeS-MFQ Frameworkééééééééééééééééé..110 

Figure 17: Question profiling and representation Meta-Modelééééééé,,113 

Figure 18: Feature Extraction Method....................................................................117 

Figure 19: Categorisation process for feature extraction........................................119 

Figure 20: Concept Hierarchy Automatically Generated for 2009 CDP 

Questionnaire...........................................................................................................135 

Figure 21: Concepts Hierarchy Automatically Generated for 2013 CDP 

Questionnaire...........................................................................................................140 

Figure 22:  Distribution of question readability and level of text understanding 

difficulty across 150 questions.................................................................................152 

Figure 23:  An example of extracted terms from a CDP 2009 MFQ showing the 

correlation between terms specificity and corresponding idf measure....................156 

Figure 24:  Sample from the MFQ identification results from the testing set.........159 

Figure 25: Phases of the CRISP-DM Process..........................................................195 

 

 



6 

 

List of Tables 

Table 1: Summary of research questions linked to research objectivesééééé20 

Table 2: Summary of Naumann and Rolker's Model for IQééééééééé..34 

Table 3: The Product and Service Performance Model for Information Qualityé...40  

Table 4: Comparing three machine learning algorithms éééééééééé...53 

Table 5: Mapping the Design Research Method for this Projectééééééé...68 

Table 6: Summary of the basic characteristics of CDP Questionnaireééééé..79 

Table 7: Example highlighting the evolution of question presentation and medium 94 

Table 8: Sample of dictionary types and their corresponding librariesééé..é..120 

Table 9: Elements of Rule descriptorsééééééééééééééééé..122 

Table 10: Rule structure identification using the SPSS scripting languageééé.123 

Table 11: Summary of feature types ééééééééééééééééé...127 

Table 12:  Example from CDP questionnaires (years 2009 and 2013) illustrating the 

total number of documents (N) per document leveléééééééééééé.131 

Table 13: Average Kappa Values and Corresponding Interpretationééééé..148 

Table 14: K-fold cross-validation: accuracy results for 5 runs ...............................150 

Table 15: Repeated sub-sampling validation: accuracy results for 5 runs ..............151 

Table 16: The average accuracy results for 5 runs using k-fold cross validation, 

excluding POS distribution features from the feature setéééééééééé.152 

Table 17: The average accuracy results for 5 runs using k-fold cross validation, with 

the original feature set..............................................................................................152 

Table 18. Correlations between MFQ and the features set using association rules.153 

Table 19: The testing results for MFQ identification using domain dependent 

profilingééééééééééééééééééééééééééééé.158 

Table 20: Comparison between prior data quality methodologies and one proposed in 

this projectéééééééééééééééééééééééééééé.166 

Table 21 Comparisons differentiating the main features of our work from other work 

in literatureéééééééééééééééééééééééééééé192 



7 

 

List of Abbreviations 

AMEQ  Activity-based Measuring and Evaluating of Product Information Quality 

ATR  Automatic Term Recognition 

AI   Artificial I ntelligence 

CDP  Carbon Disclosure Project 

CDQ  Complete Data Quality 

COLDQ Cost-Effect of Low Data Quality 

CDA  Complete Data Quality 

DQ  Data Quality 

DQA  Data Quality Assessment 

DWQ  Data Warehouse Quality 

DQA  Data Quality Assessment 

DM  Data Mining 

DT  Decision Tree  

df  document frequency 

E/R  Entity-Relationship 

IAA   Inter Annotator Agreement 

IP-MAP Information Production Map 

IQ  Information Quality 

IIRC  International Integrated Reporting Committee 

IRC  Integrated Reporting Committee 

IR  Information Retrieval 

IE  Information Extraction 

idf  inverse document frequency 

KR  Knowledge Representation 

K  Kappa  

MFQ  Multi -Focal Question 

NLP  Natural Language Processing 

NER  Named Entity Recognition 

 



8 

 

NN  Nearest Neighbors 

 

NB  Naive Bayes 

 

ORS  Online Response System 

 

PoS  Part-of-Speech 

 

QAR  Question and Answer Reports 

 

QuDeS  Question Design Support 

 

QuDeS-MFQ   Question Design Support- Multi -Focal Question 

 

QA   Question Answering 

 

TM  Text Mining   

 

RBF  Radial Basis Function 

 

SVM  Support Vector Machine 

 

SNoW  Sparse Network of Winnows 

 

UML  Unified Modelling Language 

 

TIQM  Total Information Quality Methodology 

 

TDQM  Total Data Quality Methodology 

 

 

 

 

 

 

 

 



9 

 

Abstract 

Data Quality (DQ) has been a long-standing concern for a number of stakeholders in 

a variety of domains. It has become a critically important factor for the effectiveness 

of organisations and individuals. Previous work on DQ methodologies have mainly 

focused on either the analysis of structured data or the business-process level rather 

than analysing the data itself.  

 

Question and Answer Reports (QAR) are gaining momentum as a way to collect 

responses that can be used by data analysts, for instance, in business, education or 

healthcare. Various stakeholders benefit from QAR such as data brokers and data 

providers, and in order to effectively analyse and identify the common DQ problems 

in these reports, the various stakeholders' perspectives should be taken into account 

which adds another complexity for the analysis. 

 

This thesis investigates DQ in QAR through an in-depth DQ analysis and provide 

solutions that can highlight potential sources and causes of problems that result in 

ñlow-qualityò collected data. The thesis proposes a DQ methodology that is 

appropriate for the context of QAR. The methodology consists of three modules: 

question analysis, medium analysis and answer analysis. In addition, a Question 

Design Support (QuDeS) framework is introduced to operationalise the proposed 

methodology through the automatic identification of DQ problems. The framework 

includes three components: question domain-independent profiling, question 

domain-dependent profiling and answers profiling. The proposed framework has 

been instantiated to address one example of DQ issues, namely Multi-Focal Question 

(MFQ).  We introduce MFQ as a question with multiple requirements; it asks for 

multiple answers. QuDeS-MFQ (the implemented instance of QuDeS framework) 

has implemented two components of QuDeS for MFQ identification, these are 

question domain-independent profiling and question domain-dependent profiling. 

The proposed methodology and the framework are designed, implemented and 

evaluated in the context of the Carbon Disclosure Project (CDP) case study. The 

experiments show that we can identify MFQs with 90% accuracy. 

This thesis also demonstrates the challenges including the lack of domain resources 

for domain knowledge representation, such as domain ontology, the complexity and 

variability of  the structure of QAR, as well as the variability and ambiguity of 

terminology and language expressions and understanding stakeholders  or users need.  
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Chapter 1 

Introduction  

 

 

1.1 . Motivation  

 

We live in a ñdata bloomingò era where the amount of data available has notably 

increased; the range of data producers is increasing every day, with data produced in 

diverse formats, within diverse fields and using a variety of data environments [1]. 

Data are seen as an essential component in the support of business processes, 

customer relationship management, market/stock predictions, human resource 

management, and so forth [2, 3] as well as activities in science, government and 

health-care. However, as the quantity of available data increases, the level of 

ñqualityò varies significantly, and this has become a critically important factor for the 

effectiveness of organisations and individuals [4]. 

 

Data quality (DQ) has been a long-standing concern from a number of approaches in 

a variety of domains, with the primary concern for the provision of the accurate 

information in the appropriate format and quantity, at the appropriate time, to the 

appropriate person, and at a reasonable cost [4]. ñBad/ lowò DQ creates a barrier for 

providing greater visibility to increase revenue, reduce costs, increase customer 

satisfaction, optimise business processes and support better decision making.  

 

The majority of research conducted to date has investigated various aspects of DQ 

such as data model quality, DQ and knowledge engineering, and the measurement 

and assessment of data and information quality [1] [3] [5-15]. Data quality has been 

investigated from diverse perspectives, such as dimensions, characteristics, 

methodologies, frameworks, models and techniques [10] [14] [16-24].  Investigated 

DQ problems have ranged from the negative effect of DQ in information overload 

and in inhibiting decision making, to the waste of time and effort, and personnel 

malaise (frustration, stress, fatigue and depression) [4][9].  
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It is now widely accepted that DQ is a multifaceted issue that typically includes 

accuracy, completeness, structure and consistency of data. The presence of duplicate 

records, the lack of data standards, the timelines of updates and human error are 

examples that can all significantly impact on the usefulness of more complex data 

resources, in particular when these are used for data mining [25].  

 

A number of different forms are used to represent data, including structured, semi-

structured and unstructured data. Structured data has an associated pre-defined 

format and meaning [26], and usually correspond to elementary data types of 

programming languages, such as numeric values or text strings. Relational tables and 

statistical data represent the most common type of structured data. Structured data is 

often used for aggregations or generalisations of items described by elementary 

attributes defined within a domain [24]. Semi-structured data is often used to 

represent data that has a structure with some degree of flexibility. They are often 

referred to as ñself-describingò [24]. Unstructured data has no specific structure or 

domain types. Typical examples include: free-text answers for open questions 

contained in a questionnaire, free text documents, reports, contracts, blogs, news or 

the body of an e-mail [24] [27].  

 

Most business and scientific data is represented in unstructured and semi-structured 

formats; some estimates put 80% of business data as unstructured [27]. In addition, a 

combination of structured and unstructured data (e.g. questionnaires, Web forms, 

etc.) is often used to collect direct input from various sources (e.g. from clients, 

customers, etc.). Question and Answer Reports (QAR) in particular are an example 

where structured and unstructured data exists in the same document. QAR are a way 

to collect responses that can be used for by data brokers (analytics), for instance, in 

business (customer satisfaction reports and FAQ) or education (multiple choice 

tests). QAR typically contain a series of questions that can be answered either by 

providing a structured answer from a pre-defined set of values (e.g. multiple-choice 

test answering; drop-down menus, multi-selection checkboxes, etc.) or by 

unstructured (typically textual) responses written in a natural language.  

 



17 

 

An example of QAR is the annual collection of company responses for the Carbon 

Disclosure Project1 (CDP). The CDP is an organisation that operates a global climate 

change reporting system with the main aim is to accelerate carbon reporting and 

emission reductions by collecting responses from a wide range of companies and 

industries (currently, more than 3000 companies participate in responding to CDP 

questionnaires) on their footprint and emission reductions, in order to reach a unified 

response to climate change [28]. An example of how a CDP QAR looks is shown in 

Figure 1.  

Figure 1: Example of a QAR (an example of a companyôs response to CDP) 

                                                           
1 https://www.cdp.net/en-US/Pages/HomePage.aspx 

Structured 

Data 

Unstructured 

Data 
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Each year, CDP produces a questionnaire with ~60 questions, and invites companies 

worldwide to participate in reporting to them.  The questionnaires aid the collection 

of thousands of self-reported data about the participated companiesô carbon 

emissions/reductions strategies, and how these strategies become an integral part of 

their business to impact financial, environmental, social and governmental 

performance. Our data collection and analysis reveals that over the years, CDP 

questions have evolved, most likely as the collected responses was of ñlowerò 

quality. For instance, Figure 2 illustrates how one question's phrasing has evolved 

where the question gets more specific and less ambiguous, so that more accurate, 

consistent and complete answers could be collected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: An example showing the evolution of a question phrasing over years; the underlined parts in 

the question example represents the changed part(s) in the question where one or more phrases has 

been added, deleted or rephrased to improve the question semantics. 

CDP 2008: ñDo the emissions reported for your last accounting year vary 

significantly compared to previous years? If so, please explain the reasons for 

the variations.ò 

 
CDP 2009: ñDo emissions for the reporting year vary significantly compared to 

previous years? If so, please explain why, and estimate the percentage by which 

emissions vary compared with the previous reporting year.ò 

 
CDP 2010: ñDo the absolute emissions (Scope 1 and Scope 2 combined) for the 

reporting year vary significantly compared to the previous year? If so, Please 

explain why they have varied and why the variation is significant.ò 

 
CDP 2011: ñHow do your absolute emissions (Scope 1 and 2 combined) for the 

reporting year compare to the previous year? If emissions have increased, 

decreased or remained the same overall: Please complete the table.ò 

ñHow do your absolute Scope 3 emissions for the reporting year compare to the 

previous year? If emissions have increased, decreased or remained the same 

overall: Please complete the table.ò 
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In general, QAR suffer from many DQ issues that affect performance and efficiency 

in their use. However, there is a lack of literature on investigating or identifying DQ 

problems in the context of QAR where structured and unstructured data are together 

in one document.  Most current methodologies work solely on structured data (e.g. 

relational data) with a lack of consideration for unstructured or combined structured 

and unstructured data [24] [26]. Some of these methodologies are developed on a 

conceptual and abstract level that tends to classify DQ dimensions and criteria, and 

where the mapping into practice is mostly unclear [14] [16] [29] [19]. On the other 

hand, others operate to serve end-users (data consumers) without considering other 

DQ stakeholders perspectives, such as those of data providers [16]. Moreover, most 

of these suggest solving DQ problems by considering the data entry level and making 

recommendations of different training approaches for employees who work in data 

entry. 

 

The main focus of this thesis is DQ of QAR; i.e. how to highlight potential DQ 

issues in them (questions and answers). Fixing faulty data once stored in a data-store 

is an extremely difficult task [30]. Therefore, we focus on solutions that can help 

identify places (e.g. questions in QAR) that might lead to potentially ñlow-qualityò 

data being entered into a data-store. As a case study CDP has been used for 

exploration and evaluation of the proposed solutions. For example, one possible DQ 

issue is a question that requests multiple answers (we introduce it as ñMulti-Focal 

Questionò) which might result in low quality data as users might respond only to a 

subset of the question. Below is an example of Multi-Focal Question (MFQ): As can 

be seen in the example, the question requests multiple information, including: ñthe 

estimated avoided emissionsò, ñthe anticipated timescale over which the emissions 

are avoidedò, ñthe methodology and assumptionsò, ñemission factors (including 

sources)ò, and ñglobal warming potentials (including sources)ò similar questions 

increase the potential of low quality data.  
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Example of Multi-Focal Question (MFQ) 

 

 

 

 

 

 

1.2 . Hypothesis, Research Questions and Objectives 

 

We hypothesise that DQ of QAR can be identified by syntactically and semantically 

analysing them in order to highlight the problems found both before and after the 

data/answers are entered. The aim of this project is to design and develop a DQ 

methodology and a generic Question Design Support (QuDeS) framework for QAR 

that contain structured and unstructured data. Moreover, we aim to demonstrate the 

utility of the proposed methodology and framework by implementing an instantiation 

of QuDeS for the identification of a particular DQ issue in question and answer 

datasets. We aim for the methodology and the framework to provide support to the 

questionnaire designers, data brokers and data providers in improving the quality of 

data before it is deployed into a data store system or used for data analysis.  

 

The main research questions addressed in this thesis and the corresponding 

objectives are illustrated in Table 1.  

 Table 1: Summary of research questions linked to research objectives 

Research Questions Objectives 

What ñdata qualityò means from the 

different stakeholders perspectives in 

the   context of QAR? What kinds of 

DQ issues they are affected by? How 

the ñmediumò (the answer space and 

questionôs format and presentation) 

affects the quality of data supplied in 

QAR?  

Identify and analyse a key DQ issues in 

QAR, including for example, 

completeness,consistency,contradictions, 

accuracy, currency and timeliness, etc. 

Use the CDP as a case study for 

exploration and identification of the key 

data quality issues.  

άLŦ ȅƻǳǊ Ǝƻods and/or services enable GHG emissions to be avoided by a third party, please 

provide details including the estimated avoided emissions, the anticipated timescale over 

which the emissions are avoided and the methodology, assumptions, emission factors 

(including sources), and global warming potentials (including sources) used for your 

ŜǎǘƛƳŀǘƛƻƴǎέ. 
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What are the main features to support 

identifying DQ issues in QAR? What 

is a key subset of DQ issues in QAR? 

What would be an appropriate 

methodology to identify and monitor 

those DQ issues?  

 

Design and develop a data quality 

methodology to analyse QAR and 

identify DQ issues, and guide 

stakeholders in their correction. 

Specifically, design a methodology to 

aid the identification of questions that 

have multiple information requests, 

making them potential source of answers 

of lower quality. 

 

How can QAR be linguistically 

analysed to identify DQ issues? What 

kinds of knowledge are necessary to be 

able to monitor DQ and to identify DQ 

issues in combined structured and 

unstructured data? For example, how 

can we identify questions in QAR that 

are potentially ambiguous or requiring 

multiple answers.  

 

Design and implement a framework that 

linguistically analyse QAR to identify 

data quality issues automatically.  

Evaluate the proposed DQ methodology 

and the framework in the automatic 

identification process of one of the 

frequent issues and identify the main 

contributing features. 

 

 

 

1.3. Summary of Research Contributions 

 

This thesis provides the following contributions to the area of DQ methodologies and 

frameworks:   

 

1. A set of frequent DQ problems for a specific type of reports, namely 

QAR, has been identified and quantified through a case study analysis 

that explored and highlighted common issues. Through data analysis we 

have identified that the design of questions is one of the primary sources of 
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DQ problems in QAR. We have followed a ñbottom-upò approach starting 

from an in-depth DQ analysis focusing on real life data through exploring the 

CDP case study in particular. Moreover, we observe how questions had 

changed over time and explore the potential impact of this evolution on the 

DQ issues. The analysis reflected on different stakeholders perspectives i.e. 

questionnaire designers, data providers and data brokers.  

 

2. A generic DQ methodology has been designed for addressing possible DQ 

problems in QAR. Existing DQ methodologies do not provide a quantified 

analysis and validation of DQ issues. In this project we have critically examined 

the proposed methodology and evaluate it for one of the identified issues. This is 

achieved through designing, implementing and evaluating the QuDeS 

framework. An instance of it, ñQuDeS-MFQsò, has been developed to focus 

on automatically identifying MFQs as one of the frequent DQ issues in QAR. 

 

3. Features used in the MFQ classification task that significantly contribute 

to the prediction quality has been explored. The main contributing 

characterises (features) that can be used to assess the quality of questionnaires 

have been identified.  Evaluation and results analysis revealed which features 

are key for improving accuracy. For example, question nestedness and 

conditionality were identified as dominant.  

 

1.4. Thesis Structure 

The thesis has been organised into nine chapters (including the introduction). A brief 

summary of each chapter is given below. 

 

Chapter 2- Overview of Data Quality  

This chapter provides an in-depth survey of DQ definitions, dimensions, methodologies, 

frameworks and models in the literature. A summary identifying the gaps and what is 

missing in the existing DQ methodologies, models and frameworks in the literature is 

presented. Finally, the adopted knowledge representation and management method in 

this research is highlighted. 
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Chapter 3- Automated Question Analysis and Classification 

This chapter reviews some of the common text mining definition and techniques which 

are used in the implementation part of this thesis. Also, common machine learning 

algorithms used for question classification are discussed. Finally, a review of Question 

Answering (QA) systems is provided as well as the differentiation between QA systems 

and QAR is explained.  

 

Chapter 4 - Research Methodology 

This chapter presents an overview of the used research method and its application in 

the context of this research. It summarises the common approaches used to study 

DQ, highlighting the main disadvantages of each. Then, a description and 

justification of the chosen research methodology (research design) is provided, along 

with mapping of the design research method to this research context. In addition, the 

chapter explains and justifies the use of case study as an integral part of the research 

method. 

 

Chapter 5- Case Study (CDP): Data Quality Analysis of QAR  

 

This Chapter explains structured and unstructured data in detail. Also, it explores the 

Carbon Disclosure Project (CDP) case study in detail providing an overview of the 

main stakeholders in the case study, and modelling CDP data workflow, and the 

representation of CDP QAR. The collected data set is described in detail. Then,  the 

chapter investigates and quantify some of the main DQ issues discovered by data 

analysis. One example of these issues is what we introduced as ñMulti-Focal 

Questionsò (MFQs) where a question have multiple requirements that need to be 

provided by data providers. It has been observed that this type of question leads to 

ñlowò quality answers.  
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Chapter 6- Design (Suggestion): The Proposed Solution for DQ Analysis of 

QAR 

In this chapter we introduce the proposed DQ Methodology for QAR, and present the 

proposed Question Design Support (QuDeS) Framework in details.  

 

Chapter 7- Development: Identification of Multi -Focal Questions in QAR 

This chapter introduces the development of an instance of the QuDeS framework, 

QuDeS-MFQ, to identify MFQs as a common source of DQ problems in QAR. Two 

proposed solutions for identifying MFQs are suggested: question domain-

independent profiling (which relies on linguistic analysis for questions and question 

classification using machine learning and rule-based classifiers), and question 

domain-dependent profiling (which exploit domain knowledge for question analysis).  

The two categories of features (language-focused features and question- focused 

features) are explained and extracted within the question domain-independent 

profiling approach. The chapter also explains the feature extraction methods, and the 

process of MFQ classification. The question domain-dependent profiling approach is 

described together with the corresponding methods to generate a knowledge 

representation model for the case study domain, and to calculate a likelihood of a 

question being MFQ. 

 

Chapter 8- Evaluation and Discussion  

Chapter 8 introduces the data annotation and gold standard used in this research. 

Also, it presents the evaluation and analysis of the results of the conducted 

experiments on each of the approaches presented in Chapter 7. The chapter 

concludes with an overall discussion about the development methods for MFQ 

identification. 
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Chapter 9- Conclusion 

This chapter provides a summary of the achievements made during the course of 

research and discusses the research limitations. Finally, the open areas for future research 

are outlined. 
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Chapter 2 

Overview of Data Quality 

 

This chapter provides an in-depth survey of DQ definitions, dimensions, 

methodologies, frameworks and models. A summary identifying the gaps and what is 

missing in the existing DQ methodologies, models and frameworks is discussed. 

Finally, the adopted knowledge representation and management method in this 

research is presented. 

 

2.1. Data Quality 

There has been a great deal of investigation in the literature about ñqualityò from 

diverse perspectives, including dimensions, characteristics, methodologies, 

frameworks, models and techniques. In this section, we discuss definitions of data 

quality (DQ), the common DQ dimensions and the main DQ problems. A review of 

DQ methodologies, frameworks, and models is presented.  

 

2.1.1. Definit ions 

The term data quality was widely adopted in quality literature as ñfitness for useò 

which revealed that the concept of DQ is relative [16] [23] [31, 32]. Additionally, 

different approaches to define DQ have been presented in the literature. For example:  

¶ From the user/customer perspective, DQ is a characteristic of data to meet 

or exceed customer expectations [10]; meeting specifications or requirements 

[18]; a characteristic of data that are of high value to their users [10]; and the 

degree to which information has content, form, and time characteristics which 

give it value to specific end-users  [33, 34].  

¶ From The administrators and expertsô perspective, DQ is the 

"characteristic of data to meet functional, technical, cognitive, and aesthetic 

requirements of information procedures, administrators, consumers and 

expertsò [18]. 
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¶ From an information system perspective, DQ has been defined as a 

measure of the agreement between data views presented by an information 

system and that same data in the real world [35].  

In this thesis we adopt the widely/ most common definition for DQ as ñfitness for 

use", given that ñqualityò is not an absolute concept; i.e. assumptions need to be 

made about what aspects apply to a particular situation [36]. For DQ, it may be 

necessary to take into account only specific attributes or dimensions with some 

specific relevance, depending on the particular context or a particular use.  

 

2.1.2. Dimensions 

The quality of data depends on several aspects (dimensions). Based on the context of 

data analysis (auditing) one or more of these aspects could create a DQ issue if found 

missing in a dataset. Therefore, in order to obtain an accurate measure of the quality 

of data, one has to choose which attributes to consider, and how much each one 

contributes to the quality in total. There is no universally agreed definition exists of 

dimensions and they depend on the context. The most common DQ dimensions are:  

 

¶ Completeness refers to the extent to which information is not missing and is 

of sufficient breadth and depth for the task at hand [10] [32] [37, 38]. It 

measures the depth and scope of information contained in the data [16]. It is 

defined as the degree to which a given data collection includes data 

describing the corresponding set of real-world objects [24].  

¶ Accuracy refers to the extent to which data are correct, reliable, and free of 

error [16] [24] [32].  Also, accurate data need to be consistent and correct; 

data values are correct and valid [39].  

¶ Timeliness and Currency refer to the age of data. They measure the extent 

to which the information is sufficiently up-to-date for the task at hand [10] 

[32]. Also, a data value is up-to-date if it is current for a specific point in 

time. It is outdated if it was current at some preceding time yet incorrect at a 

later time [40].  
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¶ Consistency refers to the absent of contradiction between the data [36]. It is 

often identified by capturing the violation of semantic rules defined over a set 

of data items [24] [38]. 

¶ Reliability depend on reputation/trustworthiness [14] [35] it is the degree to 

which the user can trust the information [29]. 

¶ Relevance refers to the extent to which information is applicable and helpful 

for the task in hand [10] [32] [37].  

¶ Granularity  refers to the correct level of detail that attributes and data values 

should be defined with [40].  

¶ Value-added refers to the degree of benefit the use of the information 

provides [29]. The extent to which data are beneficial and provides 

advantages from their use [37].  

¶ Interpretability (e ase of interpretation) refers to the extent to which data 

are in appropriate languages, symbols, and units, and the definitions are clear 

[37].  

¶ Accessibility refers to the extent to which data are easily obtainable and legal 

to collect [40], as well as the extent to which data are available, or easily and 

quickly retrievable [37].  

 

In [7] Redman introduced a number of DQ issue types:  

¶ Issues associated with data ñviewsò (the models of the real world captured in 

the data), such as relevance, and granularity or level of detail.  

¶ Issues associated with data values, such as consistency, accuracy, currency 

and completeness.  

¶ Issues associated with data presentation, such as the ease of interpretation and 

appropriateness of data format.  

¶ Other issues, such as privacy, security and ownership and so forth.  
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2.1.3. Methodologies 

Several methodologies have been developed in the last few years for assessing or 

improving DQ. A DQ methodology is ña set of guidelines and techniques that start 

from the input of information concerning a given reality of interest, [and] define a 

rational process of using the information to measure and improve the quality of data 

of an organisation through given phases and decision pointsò [26, p.161].  

 

Assessment and improvement activities for DQ are interrelated because only when a 

DQ measurement is available it is possible for techniques to be applied and priorities 

to be established; thus, the boundary between them is vague. Measurement is used 

when addressing the issue of establishing the values of a set of DQ dimensions in a 

database. Assessment is used when measurements are compared to reference values 

to enable a diagnosis of the quality of the database [24] [26]. 

General purpose methodologies cover a wide spectrum of phases, dimensions and 

activities, while a special purpose methodology is focused on a specific activity, 

domain or application domain. Figure 3 shows the structure of a general purpose 

methodology for DQ [26]. 

 

Regardless of whether a DQ methodology is developed for assessment or 

improvement, or it is designed for general or special purpose, it normally falls in one 

of four common categories [24]:  

 

¶ Complete methodologies consider both the assessment and improvement 

phases and address both technical and economic issues. Examples include 

Complete Data Quality (CDQ) methodology and the Total Information 

Quality Methodology (TIQM) [41].  

¶ Audit methodologies focus on the assessment phase and provide limited 

support to the improvement phase; examples are the Data Quality Assessment 

(DQA) methodology and a methodology for information quality assessment 

(AIMQ) [42].  



30 

 

¶ Internal Databases and Flow 

¶ External Sources 

¶ Organisational structure and 

 rules 

¶ Processes and macro-

 processes 

¶ Data quality dimensions 

¶ Budget 

¶ Activities and techniques 

¶  Controlled/ reengineered 

processes 

¶ Optimal improvement process 

¶ Measure/improved database 

and flows 

¶ Costs and benefits 

DQ 

Methodology 

Inputs Outputs 

¶ Operational methodologies focus on the technical issues of both the 

assessment and improvement phases but do not address economic issues. 

Examples include the Total Data Quality Methodology TDQM, the ISTAT2 

(Italian National Bureau of Census) methodology and the Data Warehouse 

Quality (DWQ) methodology [43].  

¶ Economic methodologies focus on the evaluation of costs; an example is the 

Cost-Effect of Low Data Quality (COLDQ) methodology [44].  

 

 

 

 

Figure 3: The structure of a general purpose methodology for DQ [26] 

 

Common General Purpose Data Quality Methodologies  

A summary of the most common general DQ methodologies is provided by focusing 

on two parts:  

1) A general description highlighting the focus of each methodology, and;  

2) The main goal of each methodology.  

 

A. The Total Data Quality Methodology  

This methodology appears to be the first general methodology published in the DQ 

literature [45]. The Total Data Quality Methodology (TDQM) proposes the 

Information Production Map (IP-MAP) model [10] [46]. The main goal is to support 

the entire end-to-end quality improvement process, from requirements analysis to 

                                                           
2 See http:www.istat.it/dati/pubbsci.contributi/Contr_anno2005.htm 
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implementation. It consists of four phases that are combined to implement a 

continuous quality improvement process [24] [26]: 

1. Definition: data analysis and DQ requirement analysis and process modelling 

are defined.  

2. Measurement: information quality metrics (criteria) are used to measure 

quality dimensions and identify information quality problems.  

3. Analysis: the data analysis is carried out in this phase in order to identify the 

causes of errors and then a modelling process is conducted in the form of 

actions needing to be performed to improve DQ.  

4. Improvement: design improvement solutions for data processes and re-design 

processes if necessary by selecting suitable strategies and techniques.  

This methodology shifted the focus of reengineering activities from efficiency to 

effectiveness by eliminating discrepancies between the output of operating processes 

and customersô requirements [24]. 

B. The Data Quality Assessment Methodology  

The Data Quality Assessment (DQA) methodology provides the general principles 

guiding the definition of DQ metrics, and aims to identify the general quality 

measurement principles [37]. The methodology makes a distinction between 

subjective and objective quality metrics. Subjective metrics measure the perceptions, 

needs and experiences of the stakeholders, while objective metrics are then classified 

into task-independent and task-dependent categories. The former assess the quality of 

data without contextual knowledge of the application, while task-dependent metrics 

are defined for specific application contexts and include business rules, company 

regulations and constraints [37]. The methodology consists of three phases: 

subjective and objective DQ measurement, comparison, and improvement [24]. 

 

C. The Complete Data Quality Methodology  

The Complete Data Quality (CDA) methodology sees DQ measurement and 

improvement activities as being highly related to business processes and to the costs 

of the organisation [26]. It provides support in selecting optimal quality-
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improvement process that maximises benefits within given budget limits. Moreover, 

it emphasises the initial requirement of an elicitation phase, whereas other 

methodologies implicitly assume that contextual knowledge has previously been 

gathered and modelled [26]. The methodology is conceived to be at the same time 

complete, flexible and simple to apply. Completeness is achieved by considering 

techniques and tools integrated in a framework that can be applied to both intra- and 

inter-organisational contexts and to all types of data structured, semi-structured and 

unstructured. It is flexible, as the methodology considers the user in the selection of 

the most suitable techniques and tools within each phase and in any context. The 

methodology consists of three phases: state reconstruction, assessment and 

improvement [24] [26]. 

 

Other special-purpose methodologies had been developed, such as the Canadian 

Institute for Health Information (CIHI) Methodology [47], the ISTAT Methodology 

[26] [48] the Activity-based Measuring and Evaluating of Product Information 

Quality (AMEQ) Methodology [49], and the COLDQ Methodology [44]. 

 

In general DQ methodologies aim to find causes of errors. Some of them aim to 

design improvement solutions for data (e.g. TDQM and CDA methodologies), and/or 

processes that produce the data (process redesign or process control, e.g. COLDQ 

and ISTAT methodologies).  

 

2.1.4. Frameworks and Models  

More than twenty DQ frameworks and models have been proposed to investigate 

different ways of constructing a structure and a classification and/or assessment 

method for the various data and information quality dimensions (criteria) (see 

Section 2.1.2). They share a number of characteristics and dimensions, discuss 

conceptualising data and information quality identification, and exploring the 

development of data and information quality models [15]. In this section, we review 

five of the most common DQ frameworks, models and classifications proposed in 

literature. A brief comparison of previous research in DQ methodologies and our 

study is provided in Section 9.1.1. Also, details of the points of similarity and a 

comparison to our work is provided in Appendix A.  
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A. Information Quality (IQ) Model  

Naumann and Rolker (2000) proposed a new assessment-oriented classification for 

Information Quality (IQ) criteria. They noticed that most approaches proposed in 

literature to measure IQ lacked ñmethodsò or even suggestions, for assessing the 

quality scores initially. They identified three sources for IQ scores, and thus three 

information quality classes, each with a different set of possible general assessment 

methods. In general, the model proposes a way of assessing IQ from subjective (such 

as understandability), objective (such as cost and completeness) and query process 

(such as response time) dimensions. However, the classification process and 

resulting structure are very conceptual as a way for assessing quality scores and 

classifying the various IQ dimensions based on this classification. Finally, they 

considered confidence measures for these methods. By confidence, they meant the 

accuracy, durability and credibility of the individual assessment method.  The idea 

behind their model is that the quality of information is influenced by three main 

factors: the perception of the user- the ñsubjectiveò factor; the information itself the 

ñobjectiveò factor, and the process of accessing the informationï the predicate of a 

query. These three factors were considered to be the main three sources for IQ 

metadata. The three metadata sources correspond to three classes of assessment 

methods for IQ as shown in Table 2. 

 

B. Framework for Evaluating the Quality of Data Models 

In [17] Moody proposed an empirical evaluation for his conceptual data model 

quality framework (see Figure 3). His argument is that the quality factors alone are 

not enough to ensure the quality in practice, since different people will have different 

interpretations of the same concept (the definition of the term ñqualityò is relative 

and depends on the userôs interpretation and needs of quality). He suggested 

considering the different dimensions of quality factors and their quality metrics and 

weightings respectively, then incorporating them with the needs of all involved 

stakeholders as well as the improvement strategies (the techniques for improving the 

quality of data models with respect to one or more quality factors). All this should 

present a complete picture of the data model quality. The empirical evaluation 

concluded that the most effective solution to the problem of evaluating the quality of 
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data in general and data models specifically is by using a combination of ñhardò and 

ñsoftò information (metrics, subjective ratings, qualitative description of issues). 

They also suggested using a more quantitative measurement of quality. The study 

resulted in approving only 3 out of 29 originally proposed quality metrics, such as 

completeness, flexibility, etc. 

Table 2: Summary of Naumann and Rolker's Model for IQ [29] 

IQ Classes IQ assessment 

classes 

IQ Criterion Assessment Method 

The User  

(the perception of the 

user-subjective)  

It is most important, 

particularly in subjective 

criteria such as 

understandability 

Subjective Criteria 

An information 

quality criterion is 

subjective if only it 

can be determined 

from personal 

views, experience 

and background; 

thus has no 

objective globally 

accepted score. 

¶ Believability 

¶ Interpretability 

¶ Relevancy 

¶ Reputation 

¶ Understandability 

¶ Value-added 

¶ Concise representation 

¶ User experience 

¶ User sampling 

¶ Continuous user 

assessment 

The Source  

(the information itself) 

Information sources 

supply criterion scores 

voluntarily, such as price 

or involuntarily, such as 

completeness. They are 

used as information 

quality scores because 

normally it provides 

metadata. 

Objective Criteria 

It can be 

determined by 

careful analysis; 

thus sources of 

scores are the 

information itself. 

¶ Completeness 

¶ Reliability 

¶ Timeliness 

¶ Objectivity 

¶ Security 

¶ Verifiability  

¶ Price 

¶ Documentation 

¶ Customer support 

 

¶ Continuous 

assessment 

¶ Parsing 

¶ Sampling 

¶ Expert input 

The Query Process 

(the process of accessing 

information) 

E.g. response time can 

automatically be 

assessed without input 

from the user or 

information source. 

Process Criteria 

It can be 

determined by the 

query processing, 

scores are actual 

query processes. 

They cannot be 

fixed and may vary 

from query to 

query. 

¶ Accuracy 

¶ Amount of data 

¶ Availability 

¶ Consistent 

representation 

¶ Latency 

¶ Response time 

¶ Sampling 

¶ Cleansing 

techniques 

¶ Parsing 

¶ Continuous 

assessment 
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A Data Model Quality Evaluation Framework 

Improvement strategies 

Quality  Metrics 

Quality Factors 

Weightings 

Stakeholders 

Technical 

Dimensions 

For data analyst:  

Correctness and 

simplicity 

For data admin: 

Integration 

For developer: 

Implementability 

Business 

Dimensions 

Completeness, 

Integrity, Flexibility 

and Understandability 

 

  

 

 

 

 

 

 

 

 

 

 

 

                   

                                Figure 4: Summary for Moodyôs Data Model Quality Evaluation Framework [19] 

 

C. Conceptual Framework for Data Quality Dimensions 

In [16] Wang and Strong conducted an empirical study and proposed a conceptual 

DQ framework that captures the aspects of DQ dimensions that are important to data 

consumers, as shown in Figure 5. They conducted a two-stage survey and a two-

phase sorting study to develop a hierarchical framework for organising DQ 

dimensions. Four main categories were suggested: intrinsic DQ (holding the data that 

have quality in their own right), contextual DQ (holding the dimensions that are 

required and must be considered within the context of the task at hand), 

representational and accessibility DQ (holding the dimensions that emphasise the 

importance of the role of systems). An empirical research method approach was used 

for this research. The results of the study related positively with their argument that 

high quality data should be intrinsically good, contextually appropriate for the task, 

clearly represented and accessible to the user. One of the strong points of this 

framework is that quality attributes of data were collected from data consumers 

instead of being defined theoretically or based on researchers' experience, such as the 

Information Quality (IQ) Model described earlier. 
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Data Quality  

Accessibility Representation Contextual Intrinsic  

Believability 

Accuracy 

Objectivity 

Reputation 

Value added 

Relevancy 

Timeliness 

Completeness 

Amount of data 

Interpretability 

Representation 

Consistency 

Concise  

Representation  

Ease of 

understanding, 

Accessibility 

Access 

security 

 

On the other hand, although they generalised the framework for any and all data 

consumers, the subjects in the study were not representative of the various data 

consumer categories, as they surveyed only some end data consumers in limited 

industrial sectors and some MBA students; thus, the study covered a limited 

spectrum in the data consumers and evaluation by practitioners. Moreover, it 

represents another attempt to structure the category, particularly as using students as 

subjects for research does not reflect the real world effectively, but is more like a 

laboratory experiment [16]. The authors' argument that this framework can be 

generalised for all and any data consumer may not be entirely accepted. In addition, 

the two-stage survey conducted and the proposed framework are ñsemantic-orientedò 

classifications for DQ; this is not sufficient to generalise a framework for application 

in practice as they argued, since other aspects (such as the data source and the query 

process dimensions) were not considered in their framework. Although Wang and 

Strong used an empirical approach to design and develop the framework, there was 

no attempt at practical testing DQ dimensions without considering the main problems 

in real data residing in real-life data sources.  

 

 

 

 

 

 

 

 

 

 

 

     Figure 5: Conceptual Framework for Data Quality Dimensions [16] 

 

D. Framework of Data Quality Dimensions in a Software Quality Model 

The framework shown in Figure 6 presents a business perspective for assessing DQ; 

i.e. it assesses DQ dimensions focusing on how data supports the business [14]. The 



37 

 

authors argue that the framework can be used as a complement to software 

architecture analysis and evaluation in order to understand fully the complex nature 

of DQ. Within the framework, the structure of the DQ dimensions was provided in a 

software quality model, i.e. a tree structure where the components of each level are 

defined in terms of its constituent components [22]. The framework consists of three 

main branches; each branch represents one dimension of the parent node. The three 

branches are the system quality dimensions, the data model dimensions and the data 

value dimensions. Various DQ dimensions are then structured under each branch as 

shown in Figure 6. 

 

The framework had been customised for an insurance company by weighting the 

dimensions of DQ and by relating DQ to the effect it imposes on the business. It was 

used for an assessment on an application that has two user interfaces. The assessment 

showed that the users perceived the DQ differently for the two interfaces, although 

they were using the same data. The assessment had been made on a large scale, for a 

medium-sized enterprise.  

 

The authors produced this framework to assess DQ dimensions with considering the 

viewpoints of people who work in business. In order to identify the most important 

DQ dimensions, the authors considered the users' perspective as being ñcrucialò. 

They argue that usually users have proposals as to what needs to be done to improve 

DQ or the processes that assure high DQ. Analytical techniques that mix software 

tools with knowledge on the business need for data are good attempts; however, rules 

for all occasions cannot be made and tested by a software tool. Systematic faults at 

input are hard to identify for software tools, since the value could be correct, but the 

actual data can be useless for the users and the business. Based on the above, they 

asked the users, managers and developers to take part in defining the right grading 

scale and prioritising the dimensions in order to obtain the business perspective on 

DQ.  
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Figure 6: Framework of Data Quality Dimensions in a Software Quality Model ï Business Perspective [22]

DM Modifiability  System 

Properties 

Data 

Representatio

n 

Data  Value 

Data value 

Correctnes

s 

Data Quality 

Data Value Data Model (DM) System Quality 

DM Structure Data Value 

Completenes

s 

Reliability 

*Null value 

rep., *Precision 

in 

format,*Approp

riateness,*Consi

stent rep. 

*Security, 

*Availability  

*Compatible 

format, *Format 

flexibility ,*Rea

ction to change 

Structural 

consistency 

Semantic 

Consistenc

y 

*Redundancy 

*Efficient 

usage of 

recording 

data 

*Naturalness 

*Identifiability 

*Homogeneity 

Reputation/

trustiness 

*Timeliness 

*Currency 

*Accuracy 

*Relevancy 

Completenes

s 

Scope 

Level of 

Detail 



39 

 

E. The Product and Service Performance Model for Information Quality 

PSP/IQ 

 

The Product and Service Performance model for the Information Quality (PSP/IQ) 

[10] presented in Table 3 is a two-by-two conceptual model for describing 

Information Quality (IQ). The columns capture two views of quality as conformance 

to specification and exceeding consumer exceptions, and the rows capture quality 

from its product and service aspects. The authors proposed integrating the IQ 

dimensions with the model to provide the basis for IQ assessment and benchmarks. 

They demonstrated the efficacy of the model in three large-scale healthcare 

organisations. 

 

Through the model, they showed that producers and custodians favour the 

conformance to specification definition of quality as it can usually be defined and 

measured. Specifications are established to ensure products and services are free of 

deficiencies that may interfere with their use. On the other hand, exceeding the 

consumer specifications definition of quality assumes that simply conforming to 

specificity is inadequate, and the product or service must meet or exceed consumer 

expectations; information must be useful to add value to the tasks of information 

consumers. On the row level of the model, the product quality includes dimensions 

related to product features; it involves accuracy, completeness and freedom from 

errors. Service quality includes dimensions related to the service delivery process, as 

well as addressing dimensions like ease of manipulation, security and added value of 

the information consumers. 

 

One of the strong points about this model is that it takes into account the perspectives 

of most information quality stakeholders (information providers, custodians and 

consumers). The model provides a basis for assessing how well organisations 

develop sound and useful information products and deliver dependable and usable 

information services to information consumers. They argue that their model provides a 

way to compare information quality across organisations, and to develop IQ 

benchmarks.  
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Table 3: The Product and Service Performance Model for Information Quality PSP/IQ [10] 

 

 

2.1.5. Recommendations of the Application of DQ Methodologies  

For most DQ methodologies that have been proposed in the literature, the role is to 

guide the complex decisions to be made. They need to be adapted to any application 

domain which is not always a straightforward procedure in practice. Interpreting a 

methodology as an absolute set of guidelines that have to be applied as they are, 

without critical examination, is one of the typical errors that any designer or manager 

could make [26]. It is advised to use these methodologies as a ñtoolboxò, where 

single pieces could be used and adapted in particular situations and according to 

particular circumstances [26]. In addition, in order for these methodologies to be 

effective, they need to be used in connection with tools to automate the associated 

steps, and there is a clear lack of literature on the availability of robust DQ assistant 

tools that could support these methodologies.  
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¶ Concise representation 
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Dependable Information 

The process of converting data into 

information meeting standards 

Usable Information 

The process of converting data into 

information exceeding consumer needs 

Dimensions 

¶ Timeliness 
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¶ Ease of manipulation 

¶ Reputation 

¶ Value-added 



41 

 

 

Moreover, some of the previously described DQ methodologies are suitable only for 

specific organisations or information products such as TDQM. In addition, although 

the methodologies aim to find causes of errors, they mainly focus on process-driven 

strategies and suggest re-designing the processes that produce data of low quality. 

This is costly and time-consuming. Further, the decision whether to apply a process-

driven approach or not is often in the hands of the top management, so managers and 

decision makers need to be involved for such an action to be approved, as it may 

have a crucial effect on their overall business strategies and processes.  

 

2.2 The CommonKADS Methodology for Knowledge Engineering 

and Management 

A variety of definitions has been given to knowledge, but generally it can be defined 

as information with purpose [100]. The primary elements of knowledge are concepts 

and their relationships [101]. New knowledge is being constructed with the use of 

new propositions between connected concepts with a linking relationship. This is 

called a semantic unit [100]. Knowledge Representation (KR) is defined as the use of 

formal representations to transfer knowledge between at least two individuals [102]. 

Several KR approaches have been developed, including concept maps [100-104], 

mind maps [102][105-107] semantic networks [108-111], ontologies [102][115-117].  

and Entity-Relationship (E/R) diagrams[112-114]. In this project focus on one the 

used KR approach which is CommonKADS method. 

 

CommonKADS is one of the common techniques used to model knowledge with 

multi-perspective modelling. It incorporates an object-oriented development process 

and uses the Unified Modelling Language (UML) notations such as class diagrams, 

use-case diagrams, activity diagrams and state diagrams [120] [122]. CommonKADS 

also has its own graphical notations for task decomposition, inference structures and 

domain schema generation [120].  

 

The CommonKADS knowledge engineering methodology incorporates a suite of 

models at its core, including: the organization model, the agent model, the task 
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model and the knowledge model [118] [120,121]. These models support the 

modelling of the organisation, the tasks that are performed, and the agents that are 

responsible for carrying out the tasks, the knowledge itself, the means by which that 

knowledge is communicated, and the design of the knowledge management system 

[120, 121].  

 

The knowledge model of CommonKADS which has three categories of knowledge 

[118] [119, 120]: task knowledge that describes the order of execution for the 

reasoning (inference) steps, inference knowledge that describes the reasoning step 

(inference) performed using the domain knowledge and the domain knowledge itself 

including its properties, concepts, relations, and so on in the application domain. For 

the purpose of this thesis context we focus on the domain knowledge of 

CommonKADS, in particular we focus on the concept notation and use.  

 

Concepts are usually the starting point for modelling a domain [118]. A concept 

describes a set of objects or instances which occur in the application domain and 

which share similar characteristics [120]; thus, concepts corresponds to classes or 

categories or objects in other approaches. A concept can be defined either by listing 

all the objects that belong to it or by listing all common attributes shared by the 

object(s) in that concept [120]. A reason to define "something" as a separate/ 

independent concept and not as an object (or attribute) of another concept is that it 

deserve to have its own "existence" independent of other concepts [118]. 

 

Overall, CommonKADS supports structured knowledge engineering techniques, 

provides tools for corporate knowledge management and includes methods that 

perform a detailed analysis of knowledge intensive tasks and processes [119]. 

CommonKADS has become the de facto standard for knowledge analysis and 

modeling, as well as knowledge-intensive system development3, and it has been 

adopted as a whole or has been partly incorporated in existing methods by many 

major companies in Europe, as well as in the US and Japan, as well as  used 

extensively in European research projects [119]. 

                                                           
3 http://commonkads.org/ 
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2.3 Chapter Summary 

This chapter presented a survey of DQ definitions, methodologies and frameworks. 

Gapes and possible issues of each has been discussed. Finally the CommonKADS 

methodology has been explained as the adopted knowledge presentation and 

management method in this research. 
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Chapter 3 

Automated Question Analysis and Classification 

 

This chapter reviews some of the common text mining definition and techniques 

which are used in the implementation part of this thesis. Also, common machine 

learning algorithms used for question classification and their relevancy to this study 

are discussed. Finally, a review of Question Answering (QA) systems is provided as 

well as the differentiation between QA systems and QAR.  

3.1 Overview of Text Mining 

 

There has been notable work on the automatic analysis for questions and answers 

where Data Mining (DM) , Text Mining (TM) and Natural Language Processing 

(NLP) approach(es) are used. Before we move further, it is important to define TM, 

DM terms and NLP as a related term to TM. In addition, define some of the main 

tasks of TM such as Information Retrieval (IR) [64] [66] and Information Extraction 

(IE) [59] [64] [66]. Moreover, an overview of some of the main TM tasks such as 

Part-of-Speech (PoS) tagging and Named Entity Recognition (NER) because it is 

vital to recognise specific terms / entities and extracting their relationships when 

needed as well as extracting useful and meaningful patterns in this project context. 

Finally, a common term weighting measure in IR systems, namely Inverse Document 

Frequency (idf) is provided. Idf measure is used in this research   to measure term 

specificity/commonality in question (Section 7.2) as an integral part of the proposed 

domain-dependent profiling approach (Section 6.2). 
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Data Mining and Association Rules 

 

DM is concerned essentially with the extraction of interesting patterns from (large) 

structured databases [58]; i.e. it focuses on mining structured data. In general, 

association rules are if/then statements that help uncover relationships between 

seemingly unrelated data. It is concerned with finding frequent patterns, associations, 

correlations, or causal structures among sets of items or objects in transaction 

databases, relational databases, and other information repositories [169]. 

Given a set of transactions, where each transaction is a set of items, an association 

rule is an expression X => Y, where X and Y are sets of items. The intuitive meaning 

of such a rule is that transactions in the database which contain the items in X tend to 

also contain the items in Y.  An example of such a rule might be that 98% of 

customers that purchase tires and auto accessories also buy some automotive services 

[170].  

 

By analysing data association rules are created for frequent if/then patterns using two 

criteria namely, support and confidence to identify the most important relationships. 

For instance, in the previous example the 98% is called the confidence of the rule; 

which indicate the number of times the if/then statements have been found to be true 

[170]. It denotes the percentage of transactions containing X which contain also Y; 

thus it is an estimation of conditioned probability [169]. The support of the rule X => 

Y is the percentage of transactions that contain both X and Y [170]; in other words, it 

denotes the frequency of the rule within transactions [169]. 

  

In data mining association rules are useful to aid analysing and predicting customer 

behaviour, for instance they play a vital role in analysing shopping basket data4. In 

this project association rules are used within the proposed domain-independent 

approach (Section 6.1) to explore the dominant features for MFQ identification 

(Section 8.1.2). 

 

                                                           
4 http://searchbusinessanalytics.techtarget.com/definition/association-rules-in-data-mining. 
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Natural Language Processing (NLP) 

NLP is a subfield of Artificial Intelligence (AI) and Linguistics [57]. Its general aim 

is to achieve a better understanding of text with the support of computers. It is 

concerned with all the aspects and stages of analysing as well as examining spoken, 

written or printed textual information [58, 59]. Although a difference between the 

human and computer languages exists, state of the art technological advances 

produced by NLP have begun to close that gap [60]. 

 

Text Mining (TM) 

TM is a multidisciplinary field involving various other sub-fields such as IR and IE 

[61]. It is a relatively new area of computer science and has strong connections with 

NLP and DM [62]. It shares the same techniques with DM, although it is a much 

more complex task due to the unstructured fuzzy data level it operates with. 

Formally, TM involves the automated discovery of new previously, unknown 

information through an extraction process from various resources which contain data 

in textual form by using automatic or semi-automatic systems [61] [63]. These data 

are characterized as unstructured and fuzzy since they are available within natural 

language text documents [64]. TM performs the extraction of hidden links among 

various types of data which may lead to the discovery of new knowledge [61]. Also, 

it connects together all the parts of the extracted information, hence creating new 

facts, setting new hypotheses and reaching new conclusions, all of which can be 

explored in detail with further research [63]. This distilled knowledge is presented to 

users in a coherent form [59]. A vast difference from the field of NLP is that NLP is 

focused only in the understanding of the document as a whole whereas text mining is 

dealing with a specific problem in a specific domain [65]. 

 

Part-of-Speech Tagging 

PoS tagging is the process of marking up the words in a text as corresponding to a 

particular part of speech, based on both its definition, as well as its context - 

i.e. relationship with adjacent and related words in a phrase, sentence, or paragraph. 

The most common set of tags widely contains nouns, verbs, adjectives, prepositions 

adverbs, and so forth [66]. To perform PoS tagging, there are a number of 

http://en.wikipedia.org/wiki/Parts_of_speech
http://en.wikipedia.org/wiki/Lexicography
http://en.wikipedia.org/wiki/Phrase
http://en.wikipedia.org/wiki/Sentence_(linguistics)
http://en.wikipedia.org/wiki/Paragraph
http://en.wikipedia.org/wiki/Noun
http://en.wikipedia.org/wiki/Verb
http://en.wikipedia.org/wiki/Adjective
http://en.wikipedia.org/wiki/Adverb
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approaches that can be implemented as well as existing tools that support it, of which 

Text Mining for Clementine is one. 

 

Recognition of Terms and Named Entities 

NER (also known as entity extraction) has been an area of interest in NLP for many 

years [58]. It is a subtask of information extraction that seeks to locate and classify 

atomic elements in text into predefined categories such as the names of persons, 

organisations, locations, expressions of times, quantities, monetary values, 

percentages, etc. It identifies entities in structured and unstructured documents 

[65][67]. The main goal of NER is locating and classifying entities into predefined 

categories of interest [57]. NER relies on that the process of extracting relationships 

or other information of interest when they are represented in a consistent form, 

should be quite easier if the entities are known [65]. 

 

Inverse Document Frequency (idf) 

Idf is a common term weighting measure of term specificity (importance) in IR 

systems; it is based on counting the number of documents in the collection being 

searched which contain (or are indexed by) the term in question [171]. 

Previous research highlighted document frequency (df) (the number of documents in 

a collection in which a term occurs) and idf as efficient in investigating similar 

problems. Salton in [162] suggested an approach to use df to order terms in a 

hierarchy and to use to determine term specificity; whereby the term of lower df was 

selected to be more specific. Sparck Jones [163] conducted a similar study and 

argued that specificity should be measured by df, where a less frequent term was 

considered as more specific. She concluded that this way of determining term 

specificity was useful for retrieval systems in the form of idf.   

Similarly, in [164] Sanderson and Croft used df to determine term specificity for 

building topic/concept hierarchies. Furthermore, Joho and Sanderson in [165] 

investigated the relationship between df and term specificity; i.e. how much 

information a term provides (common or rare across all documents).They concluded 

that the frequent assumption of df represents a level of termôs specificity holds at the 

http://en.wikipedia.org/wiki/Information_extraction


48 

 

very specific levels (in a concepts hierarchy) where the majority of vocabulary are 

covered.  

 

3.1.1 Text Mining in SPSS Modeler 

In this project we are using SPSS Modeler5 as the implementation platform. Text 

Mining for SPSS Modeler is a fully integrated add-on for SPSS Modeler. It uses 

advanced linguistic technologies and NLP to process unstructured text data and 

extract and organise the key concepts. Furthermore, it can group these concepts into 

categories. SPSS Modeler is delivered with a set of linguistic resources, such as 

dictionaries for terms and synonyms, libraries and templates [68]. Further details 

about how Text Mining for SPSS Modeler has been used in this project can be found 

in Appendix B. 

 

Text mining in SPSS Modeler methodology supports CRISP-DM [69] which enables 

analysts to focus on business problems. It enables merging structured and 

unstructured data during the CRISP-DM process. Also, it offers a robust environment 

for concept extraction, category model building, cluster exploration in addition to an 

independent text mining editor to fine- tune linguistic resource templates and 

libraries [68]. Furthermore, it uses proven combination of NLP techniques and 

predictive analysis to extract meaningful information from unstructured data. It relies 

on linguistic-based text analysis. Further details about CRISP-DM process for SPSS 

Modeler can be found in Appendix B. 

 

3.2. Question Classification 

Question classification is considered a crucial process in question processing for 

various applications, mainly for Question Answer (QA) systems [5, 6] (Section 3.3), 

and is considered of vital importance to serve query generation and answer 

extraction; thus, improving the efficiency and accuracy of the overall QA systems 

[89]. In a typical QA system, a question classification process analyses a given 

                                                           
5 http://www -03.ibm.com/software/products/en/spss-modeler 
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question to determine its type; i.e., question asks for a person, location, product, etc.; 

or for definition, description, reason, etc. [6]; or determines the focus of the question 

[7].  In the context of QA systems evaluation, the answer type and cardinality were 

used to determine the number of expected answers to be returned for a set of 

questions using deep linguistic analysis of questions and answers [8]. On the other 

hand, and in the interest of this thesis, questions classification is used to identify 

MFQs in order to support the identification of potential sources of problems within 

QAR.   

Existing classification of questions approaches can be divided into two broad groups: 

classification based on hand-crafted rules  [84, 85] [90-92], and classification using 

machine learning [86, 87] [93-95]. A review machine learning can be found in [172].  

Although the thesis aim is not related to QA systems, related research to questions 

classifications techniques using machine learning is reviewed in the following 

sections to contextualise our study.  

3.2.1 Machine Learning  

In [173] Kotsiantis stated that ñsupervised machine learning is concerned with the 

search for algorithms that reason from externally supplied instances to produce 

general hypotheses, which then make predictions about future instancesò. In other 

words, the target of supervised learning is to build a compact model of the 

distribution of class labels in terms of predictor features. The resulting classifier 

(mapping from unlabelled instances to classes) is then used to assign class labels to 

the testing instances where the values of the predictor features are known, but the 

value of the class label is unknown [173]. Every instance in any dataset used by 

machine learning algorithms is represented using the same set of features. The 

features may be continuous, categorical or binary [173]. 

In the classification process the choice of which specific learning algorithm to use is 

a critical step. Once the initial testing is found to be satisfactory, the classifier is 

available for repeated use [173]. The classifierôs evaluation is most often based on 

prediction (classification) accuracy, i.e. the proportion of the correctly classified 

questions among all test questions [86]. 
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A common approach for comparing supervised machine learning algorithms is to 

perform statistical comparisons of the accuracies of trained classifiers on specific 

datasets. In this study we followed this approach (see Sections 7.1.4 and 8.1.2). 

Three machine learning algorithms are commonly used for question classification: 

Support Vector Machine (SVM), Decision Tree (DT) and Baysian Network (BN). 

The remainder of this section present each of these algorithms in more details, 

followed by a comparison of their performance. Lastly, a review of previous research 

in question classification using machine learning is provided. 

Support Vector Machine  

The Support Vector Machine (SVM) is a state-of-the-art classification method 

introduced in 1992 by Boser, Guyon, and Vapnik in [174]. SVMs belong to the 

general category of kernel methods [175]. They are a class of algorithms for pattern 

analysis, the general types of pattern analysis is to find and study general types of 

relations in datasets, such as classifications and correlations [175]. Kernal methods 

have two advantages: First, the ability to generate nonlinear decision boundaries 

using methods designed for linear classifiers. Second, the use of kernel functions 

allows the user to apply a classifier to data that have no obvious fixed-dimensional 

vector space representation. When training an SVM, a number of decisions need to 

be made, including: how to pre-process the data, what kernel to use, and finally, 

setting the parameters of the SVM and the kernel. Uninformed choices may result in 

severely reduced performance [176].  

Three popular kernels are used with SVM: polynomial, Radial Basis Function (RBF) 

and linear. A polynomial kernel represent the similarity of training samples in a 

feature space over polynomial of the original variables; thus provide learning of non-

linear models. Ideally, it looks not only to the given features of the input set to 

determine their similarity, but also combination of them [177]. The idea of RBF 

derives from the theory of function approximation, it performs very well at 

interpolation. RBF consists of two-layer feed-forward networks, the hidden nodes 

implement a set of radial basis functions (e.g. Gaussian functions6), and the output 

                                                           
6 http://pages.cs.wisc.edu/~matthewb/pages/notes/pdf/svms/RBFKernel.pdf 
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nodes implement linear summation functions as in an Multi -Layer Perceptron (MLP) 

[178]. RBF training is divided into two stages: first the weights from the input to 

hidden layer are determined, and then the weights from the hidden to output layer 

[179-181], the linear kernel is a special case of RBF [182].  

In related work SVM achieved high performance in text categorisation, as in [96, 

97], as well as in question classification. In this project, we have chosen SVM for 

questions classification motivated by the fact that it consistently outperformed other 

machine-learning techniques in text classification in general [98], and question 

classification specifically [86, 87] [95] [99]. Moreover, in comparison with 

conventional text classification methods, SVM has proved to be robust, eliminating 

the need for expensive parameter tuning [97]. 

Decision Tree  

The Decision Tree (DT) is a logical machine learning algorithm. A DT classifies 

instances by sorting them based on feature values. Each node in a DT represents a 

feature in an instance to be classified, and each branch represents a value that the 

node can assume. Instances are classified starting at the root node and sorted based 

on their feature values [173]. The DT uses condition-action rules, or similar 

knowledge structures. The performance element sorts instances down the branches of 

the decision tree or finds the first rule whose conditions match the instance, typically 

using an all-or-none match process. Information about classes or predictions are 

stored in the action sides of the rules or the leaves of the tree. Usually carry out a 

greedy search is carried out through the space of DTs or rule sets, typically using a 

statistical evaluation function to select attributes for incorporation into the 

knowledge structure [183]. 

 

The most common algorithm in the literature for building DTs is the C4.5 [184]. 

Previous research shows that C4.5 has a very good combination of error rate and 

speed [185].In general, one of the strong characteristics about DTs is their 

comprehensibility. DTs are easy to understand by people i.e. why a decision tree 

classifies an instance as belonging to a specific class [173]. Decision trees tend to 

perform better when dealing with categorical features [173]. 
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Bayesian Network 

The Bayesian Network (BN) is a graphical model for probability relationships among 

a set of features. A BN structure is a Directed Acyclic Graph (DAG) and the nodes in 

that structure are in one-to-one correspondence with the features. The arcs represent 

casual influences among the features while the lack of possible arcs in the BN 

structure encodes conditional independencies. Also, a feature (node) is conditionally 

independent from its non-descendants given its parents [173].  

Typically, the task of learning a BN can be divided into two subtasks: first, the 

learning of the DAG structure of the network, and second the determination of its 

parameters. Probabilistic parameters are encoded into a set of tables, one for each 

variable, in the form of local conditional distributions of a variable given its parents. 

Given the independences encoded into the network, the joint distribution can be 

reconstructed by simply multiplying these tables. Within the general framework of 

inducing BNs, there are two scenarios: known structure and unknown structure 

[173].  The most interesting characteristic of BNs, compared to DTs, is that it takes 

into account prior information about a given problem, in terms of structural 

relationships among its features. Although BNs have remarkable power, they suffer 

from the computational difficulty of exploring a previously unknown network [173]. 

Additionally, BN classifiers are not suitable for datasets with many features, the 

reason for this is that trying to construct a very large network is simply not feasible 

in terms of time and space [186]. One last problem is that before the induction, the 

numerical features need to be discretized in most cases [173]. 

Discussion and Comparison 

Previous research show that SVMs tend to perform much better when dealing with 

multi-dimensions and continuous features [96] [181]. On the other hand, DTs tend to 

perform better when dealing with categorical features [184]. SVMs, achieve its 

highest prediction accuracy using large datasets [181] whereas BN may need a 

relatively small dataset [185, 186].  

Most DT algorithms cannot perform well with problems that require diagonal 

partitioning. The division of the instance space is orthogonal to the axis of one 
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variable and parallel to all other axes [183] [185]. Therefore, the resulting regions 

after partitioning are all hyper-rectangles. The SVMs perform well when 

multicollinearity is present and a nonlinear relationship exists between the input and 

output features [96, 97] [185]. 

BN requires little storage space during both the training and classification stages: the 

very strict minimum of memory is needed to store the prior and conditional 

probabilities [179]. Also, BN is usually robust to missing values since these are 

simply ignored in computing probabilities and hence have no impact on the final 

decision [179] [185]. 

DTs and BNs generally have different operational profiles, when one is very accurate 

the other is not and vice versa. On the other hand, DTs and SVMs have a similar 

operational profile. Overall, no single learning algorithm can uniformly outperform 

other algorithms over all datasets [173]. Table 4 illustrates a comparison of 

performance between SVM, DT and BN. 

Table 4: Comparing three machine learning algorithms (**** stars represent the best and * star the 

worst performance) [173] 

 DT BN SVM 

Accuracy in general **  *  ****  

Speed of learning with respect to number of 

attributes and the number of instances 

***  ****  *  

Speed of Classification ****  ****  ****  

Tolerance to missing values ***  ****  **  

Tolerance to irrelevant attributes ***  **  ****  

Tolerance to redundant attributes **  *  ***  

Tolerance to highly interdependent 

attributes (e.g. parity problems) 

**  *  ***  

Dealing with discrete/binary/continuous ****  ***(not **(not 
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attributes continuous) discrete) 

Tolerance to noise **  ***  **  

Dealing with danger of overfitting **  ***  **  

Attempts for incremental learning **  ****  **  

Explanation ability/transparency of 

knowledge/classifications 

****  ****  *  

Model parameter handling ***  ****  *  

 

3.2.2. Question Classification Using Machine Learning 

In related work in [86], the authors compared five machine-learning algorithms: 

Nearest Neighbors (NN); Naive Bayes (NB); Decision Tree (DT); Sparse Network of 

Winnows (SNoW); and SVM to present automatic English questions classification. 

Two kinds of features were selected: Bag-of-words and Bag-of-n-grams. They 

considered open-domain factual questions and followed the well-known TREC (Text 

Retrieval Conference) taxonomy of question classes proposed in [93]. The obtained 

result showed that SVM outperformed the other four algorithms using surface-text 

features only. In addition, the authors proposed the use of a kernel function, called 

"tree kernel", to enable SVM to take advantage of syntactic structures of questions, 

and classification accuracy rate reached 90%. Although the paper showed that 

syntactic structures are really helpful to question classification, the authors did not 

exploit any semantic knowledge of questions classification, leaving it for future work 

in addition to investigating other machine-learning algorithms. 

Hacioglu and Ward in [89] performed open-domain English questions classification 

using SVM, which selects the features of words, including 1-gram, 2-gram, 3-gram 

and named entity. Then, they compared their approach with related work that uses 

relatively complex syntactic/semantic processing to create features for questions 

classification. The classification accuracy rate reached 80.2%  
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In [95] the authors demonstrated the classification of open-ended questions using 

SVM, with the aim of achieving accurate classification, which, in turn, leads to more 

appropriate responses from QA systems; thus, leading to better human/computer 

interaction. The classifier yielded some poor results, which the authors argued are 

due to ambiguous terms appearing in some classifications, where the accuracy rate 

was 50%. Better results were obtained in classes containing keywords that were 

uncommon in the other categories, where the highest accuracy rate reached was 

92.9%. They concluded that properly-trained SVM is able to achieve the task 

accurately; however, common/ambiguous keywords that appear frequently across 

question classifications result in lowered accuracy.  

In [88] Xiao-ming and Li proposed a method for question classification based on 

extracting question focus. The authors defined the question focus as the unity of 

question type and content. Although they claim that their method can be applied to 

any language, the study was demonstrated using the Chinese language only. They 

proposed an automatically-constructed question taxonomy supported by domain 

ontology, instead of using the well-known TREC taxonomy. They argue that the 

categories in TREC suffer from different human understanding because the 

categories are hand-crafted. Furthermore, Chinese question classification has no 

uniform category standard. Automatically-generated multilayered categories 

according to frequency question set were constructed. The generated categories were 

divided into three levels, and only one type (named ñspecial questionsò) of the top 

level has been exploited in that study.  The authors used rule-based methods to 

extract question focus, and then applied statistical methods in implementing and 

evaluating the proposed method of classification. The proposed classifier using 

question focus was implemented in a practical QA system in the restricted domain of 

computer faults diagnoses, and they manually selected ~6700 questions for their 

experiment. The overall precision for classification reached 70.92%.  

Loni et al. in [87] developed a learning-based, feature-driven question classifier 

using SVM. The classifier tries to predict the entity type of possible (factual) answers 

to a given question. The authors investigated the combination of lexical (unigram, 

bigram, Wh-words and word-phrases), syntactic (tagged unigram and headwords) 

and semantic features (related word groups and head hypernyms) to improve the 
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classification accuracy. The classifier accuracy was measured using TREC taxonomy 

of question classes proposed in [93]. The accuracy rate reached 89%, increasing to 

93.6% by introducing the concept of weighted combination of features on question 

data. 

3.2.3. Question Classification Using Hybrid Approach  

In general, machine-learning techniques have proved to be better and more efficient 

than using hand-crafted rules, since the latter requires extensive effort and usually 

suffers from poor portability. Machine-learning techniques overcome these issues, 

especially Support Vector Machine (SVM), as they have been used successfully in a 

number of benchmark problems and achieve high performance and more accurate 

question classification [86, 87] [89] [95]. Recent research results have shown that 

using a combination of machine learning and rule-based techniques could combine 

the advantages of both [88]. We believe that, in some cases, embedding hand-crafted 

rules with machine learning (hybrid approach) could achieve better results and 

enable the extraction of more representative features from text; this could improve 

the accuracy of the questions classification process overall. For the context of this 

project hybrid approach has been used.  

 

3.3. Question Answering Systems  

In IR and NLP, QA is the task of automatically answering a question posted in a 

natural language. In the process of finding a relevant answer to a question, a QA 

computer program may use either a pre-structured database or a collection of natural 

language documents (a text corpus such as the World Wide Web or some local 

collection). QA concerns with developing computer systems capable of answering 

questions automatically - open domain answering questions [70]. Hirshman and 

Gaizauskas (2001) also defined a QA system as a system that allows the user to ask a 

question in everyday language and receive an answer quickly and precisely, with 

sufficient context to validate the answer.   

Much research had been done in the area of QA. One of the most attractive, 

challenging and strong points about question answering systems is that they 

http://en.wikipedia.org/wiki/Natural_language
http://en.wikipedia.org/wiki/Database
http://en.wikipedia.org/wiki/Text_corpus
http://en.wikipedia.org/wiki/World_Wide_Web
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encompass psychology, philosophy, linguistics, education, computer and library 

science [71], thus stimulating the interchange of ideas between researchers in diverse 

research areas such as NLP, IR and AI and assisting them to benefit from knowledge 

acquired in other disciplines [72]. For instance, philosophy and psychology provide 

insights into modelling the question answering process [73, 74].  

QA systems have two main categories: 

¶ Open domain question answering systems deal with questions about nearly 

anything, and can only rely on general ontologies and world knowledge. They 

usually have much more data available from which to extract the answer 

[70][72][75]. An example is AnswerBus [76].  

¶ Closed domain question answering systems deal with questions under a 

specific or restricted domain (such as transportation, tourism, medicine etc.), 

and can also use a closed document collection restricted in size and subject 

[72]. The task of these systems can be seen as being easier because NLP 

systems can exploit domain-specific knowledge frequently formalised in 

ontologies [77, 78]. Example systems include as BASEBALL [79], LUNAR 

[80, 81] and  Bell Canada [82, 83]. 

Although QA systems are the only type of question answering that had been explored 

in the literature, here we focus on investigating DQ problems within QAR (QAR is 

explained in Section 4.2) which is different than the above defined QA systems. 

Thus, in contrast to the definition of QA systems, QAR are neither a developed 

computer system that is capable of answering questions automatically (allowing a 

user to ask a question and receive an answer quickly and precisely with sufficient 

context), nor concerned with searching a set of free text documents to find the 

relevant answers; rather, the answers are submitted by the participants after 

providing their responses to the questionnaire, and we aim to explore the QAR and to 

discover the types of quality problems within the questions or answers that can act as 

potential sources of low quality data to enter a data store(s) at the end.  

http://en.wikipedia.org/wiki/Ontology_%28computer_science%29
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Since we focus on investigating DQ within QAR, and the case study mainly focuses 

on financial and non-financial data that measure the annual companiesô performance, 

we classify the QAR under the closed domain category.  

 

3.4. Chapter Summary 

 

This chapter provided a review for text mining definition and some of its techniques. 

Also, a review of existing question classification research including with the common 

used machine learning algorithms are discussed. In addition, a review of Question 

Answering (QA) systems is provided, and the differentiation between QA systems and 

QAR is explained. 
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Chapter 4  

Research Methodology  

 

 

This chapter outlines the research methodology followed in this thesis. First, 

Structured and unstructured data is illustrated in Section 4.1. Then, a declaration of 

what are Question and Answer Reports (QAR) is provided in Section 4.2. Also, we 

summarise the approaches used to study DQ, highlighting their main disadvantages 

in Section 4.3. Then, a description and justification of the chosen research 

methodology is provided in Section 4.4, demonstrating its mapping to our project 

context, along with summarising the developments presented in the rest of the thesis. 

The chapter then explains and justifies the use of case study as an integral part of the 

research method in Section 4.5. Finally, a summary for the chapter is provided in 4.6. 

 

4.1. Structured vs. Unstructured Data 

Structured data are data that are represented in tables, rows, columns, attributes, and 

so forth (see Figure 7), and where the meaning of each attributes and its values etc. 

are well defined and un-ambiguous; i.e. the meaning is explicitly clear. They are 

made up of data types that are repeated; i.e. the same data types are found in almost 

every transaction, even in those with values that are different. They are usually 

disciplined, well-behaved, predictable and repeatable. In general, numeric and 

demographic data such as name, age, gender, contact information and addresses 

formulate structured data. Although text can be found in structured data, they serve 

mainly to identify and describe some numeric data. Therefore, numbers are the heart 

of structured data and they are used extensively in analysis [27]. 

 

Unstructured data are data that have no specific format and no structure or 

repeatability and the meaning is typically ñimplicitò. It can be textual data or 

anything non-textual (images, colours, sounds and shapes). Unstructured textual data 

(the focus of this project) are found in e-mails, reports, contracts, documents, 

medical records and so forth (see Figure 8). Furthermore, they are mainly widespread 
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and distributive with so many variations that they are hard to classify. They are also 

of an unpredictable nature and can mean different things in different contexts; i.e., in 

one place they can have one set of characteristics and in another place, a completely 

different set. Because of this, coupled with the complexity of the language, it is very 

difficult to generalise a way of approaching unstructured textual data [27][51].  

Normally, structured data are mostly shaped by numbers and transactions and can be 

found in either a spread sheet or a relational database that organises the data into 

rows and columns; this make its analytical processing less challenging than that of 

unstructured textual data [51]. On the other hand, there are number of challenges to 

be faced in the analysis of unstructured data, such as the difficulty of physical access 

(stored in a variety of formats), terminology (people call the same thing different), 

the variety  and ambiguity of languages, the volume of data (they can be found with a 

vast amount of text), or; difficulty of searching [27]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Example of Structured Data 
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Figure 8: Example of Unstructured Textual Data 

 

4.2. Question and Answer Reports (QAR) 

In a typical enterprise, around 20% of the data that exists is well formed (e.g. 

residing in relational databases or legacy mainframe transactional systems). The 

remaining 80% of the data that exists often has no structure and lives in files rather 

than being in an organised database [27]. One survey shows that around 85% of all 

business information exists as unstructured data in the form of e-mails, reports, user 

groups, letters, chats, etc. [51].  

 

Enterprises are increasingly interested in accessing unstructured data and integrating 

them with structured data, since handling structured and unstructured data as distinct 

information entities often results in decision management failure [27]. This can be 

due to structured data typically representing the basic, core knowledge that is heavily 

used for analytical purposes, while at the same time, in most organisations the 
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majority of data and information reside in an unstructured format. Organisations are 

becoming aware that if the structured data hold the valuable basic factual data, the 

unstructured data hold the intellectual capital. Therefore they are aware that they 

have an excellent opportunity to make better decisions when they incorporate 

unstructured data into the decision-making process, as the combined access to 

integrated structured and unstructured data should produce real power, add 

significant value and provide an organisation with true insights, thus producing better 

business opportunities and more robust business management [27][51, 52].  

 

One example of bringing structured and unstructured data together in one place is 

ñintegrated reportingò. Integrated reporting demonstrates the linkages between an 

organisationôs strategy, governance and financial performance and the social, 

environmental and economic context within which it operates. By reinforcing these 

connections, Integrated Reporting can help business to take more sustainable 

decisions and enable investors and other stakeholders to understand how an 

organization is really performing7. Thus, an integrated report provides readers with a 

complete picture of how an organisation is performing by including non-financial 

information on environmental, social and governance performance together with 

financial information. It provides a wider context for performance data, clarifies how 

sustainability fits into operations or a business, and may help embed sustainability 

into company decision making.  

The development of integrated reporting is being driven by the failures of the current 

financial and sustainability reporting frameworks accurately to reflect an 

organisationôs full spectrum of risks, impacts and opportunities. It is an early stage 

management practice whose meaning is not yet well defined [53, 54]. As yet, no 

institutionally recognised framework exists, although the International Integrated 

Reporting Committee (IIRC) has been working on developing the first draft of one, 

and it aims to issue guidelines on good practice in integrated reporting [187]. 

Similarly, there is no global set of standards for measuring and reporting on non-

financial performance, although important work has been done and the practice of 

integrated reporting is very much a work in progress [55, 56].   

                                                           
7 See http://www.theiirc.org/. 
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As the above definition of integrated reporting states, what make these reports vital is 

that they serve two key stakeholders above others: primarily, the investors who need 

to understand relative corporate performance in order to make their investments, and 

secondarily, corporations themselves (data providers), who can take advantage of the 

reporting process to understand their own strengths and weaknesses better. Public 

regulation exists to ensure that the information is sufficient for its purpose, and 

accurate, while accounting conventions are intended to ensure that the information is 

usable. 

The Carbon Disclosure Project (CDP) (see Section 5.1) is one example of an 

organisation that produces this sort of reports as an output of their ñreporting 

systemò; which takes form of QAR. These reports are in the form of questions and 

answers; i.e. the reporting system provides a pre-designed questionnaire to a number 

of participants (data providers). Then, the participantsô main aims are to understand 

what each question means, and specify the required information in order to provide 

an answer that is as relevant as possible to each question. At the end, these answers 

(participantsô responses) as well as all the questions, form QAR and are stored in 

data store(s) for further analysis and processing (e.g. by data brokers).  

In this project, we are focusing on identifying and monitoring DQ problems in QAR. 

An example of how a QAR looks is shown in Figure 1 in Chapter 1. 

Many DQ issues are involved in the process of mining QAR, in which structured and 

unstructured data reside together. The DQ problems in QAR are aggregated to 

combine DQ problems involved in structured data and unstructured data coupled 

with problems resulting from the references between them, as well as problems 

resulting from the medium and the data input data space/answer area used. 

In general, some of the most common DQ problems to be found in the context of 

QAR include incompleteness, inaccuracy, incorrect, and inconsistency, among 

others. The main sources of such DQ problems are schema level problems and 

instance level problems; i.e., problems on the attribute level, record level and source 

level. General examples of these are data item errors, such as keying - data entry - 

errors, selecting errors, formatting errors, extra and unwanted data errors, numeric 
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errors, combinational errors such as duplications and problems of relevance between 

structured and unstructured data, and data source problems.  

 

4.3. Approaches to Studying Data Quality  

Studies on DQ have followed three main approaches [16]:  intuitive, theoretical and 

empirical.  

 

Intuitive Approach 

With this approach, the selection of DQ attributes for any particular study is based on 

the researchersô experience and their understanding of what is important. The main 

advantage of this approach is that each study can select attributes that are intrinsic to 

a data product. Although most research falls in this category [16], this approach 

suffers from its focus on a small set of DQ attributes (so called ñcommon setò), and 

may not necessarily reflect quality needs in the real world [16]. 

 

Theoretical approach 

This approach focuses on how data may become deficient during the data 

ñmanufacturingò process. Few examples have been proposed using this approach in 

the literature [16]. The main advantage of this approach is its potential for providing 

a comprehensive set of DQ attributes that are intrinsic to a data product. On the other 

hand, this approach share with other approaches the same common disadvantages 

explained at the end of this section.  

 

Empirical Approach 

This approach captures the DQ attributes that are important to data consumers [16]. 

It analyses data collected from them to determine key characteristics they use to 

assess whether data are fit for use in their tasks. However, applications of this 

approach for research on DQ have been virtually absent in the literature. In addition 

to capturing the consumersô voice, the main advantage of this approach is that it 

would reveal DQ characteristics that researchers had not previously considered as 

part of DQ metrics/dimensions. On the other hand, the main disadvantage of this 
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approach is that the accuracy or completeness of results cannot be adequately proven 

[16].  

 

The above approaches have some common disadvantages including [16]:  

¶ None of the studies following any of them have empirically collected DQ 

attributes from data consumers. 

¶ The approaches focus on the product in terms of development characteristics 

instead of use characteristics; thus, it fails to capture the voice of the 

consumer. 

¶ Evaluations of each approach have shown that it is not an adequate basis for 

improving DQ.  

 

Due to the clear disadvantages of the standard approaches described above and the 

nature of this project context, an alternative research methodology was chosen and 

explained in the following section.  

 

4.4. The Design Research Method 

Design research is a set of analytical techniques and perspectives for performing 

research on information systems. It involves the analysis of the use and performance 

of designed artefacts (such as computer interfaces and system design methodologies) 

to understand, explain and improve the behaviour of aspects of information systems 

[123]. Design research holds both ñimaginativeò and ñempiricalò dimensions. It 

cannot be simply empirical because ñtypicalò consumers that a researcher needs to 

understand are rarely able to articulate their needs. This involves an act of 

imagination because the researcher should go beyond what he/she can find [124]. 

However, it must also be grounded in empirical evidence [124]. Figure 9 illustrates 

the general methodology of the design research [123]. 
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Figure 9: The Steps of Design Research Methodology [123] 

 

As shown in Figure 9, the Design Research Process Steps are: 

 

1. Awareness of Problem  

In this phase, a relevant problem is recognised and reported. The output of this phase 

is a ñproposalò, formal or informal, for a new research effort. 

 

2. Suggestion  

The suggestion phase immediately follows the proposal and is strongly connected 

with it, as the dotted line around ñProposalò and ñTentative Designò (the output of 

the suggestion phase) indicates. 

  

3. Development  

The ñTentative Designò is implemented in this phase, including the construct and the 

artefact. 

 

4. Evaluation  

Once constructed, the artefact is evaluated. The evaluation phase results, and 

additional information gained in the construction and running of the artefact are 

brought together and fed back to another round of suggestion. 
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5. Conclusion  

This phase is the final one of a specific research effort, where the results are ñwritten 

upò, and the knowledge gained is reported to clarify the subject(s) of further 

research.  

 

4.4.1. Mapping the Design Research Process to this Research 

Context 

The mapping of the design research method to the context of our research include the 

following steps (Table 5 illustrates the mapping summary): 

 

1. Awareness of Problem  

In the context of this project, a number of DQ problems within QAR will be 

identified and explored. Also, the importance of QAR and the potential negative 

impact of DQ problems on a number of stakeholders (particularly on data brokers 

and decision makers) will be considered. As a result, a ñproposalò including a DQ 

methodology is provided. Also, data collection and preparation for analysis is 

performed for the relevant data to this project in order to:  

(1) Show evidence for the existence of the DQ problems within QAR.  

(2) Use the collected data and the results of the DQ analysis in the development 

phase of the proposed DQ methodology.  

 

2. Suggestion  

An in-depth DQ analysis on the collected data (a set of annual questionnaires and 

corresponding answers) is performed, and the main DQ problems found in QAR are 

highlighted (Sections 5.2 and 5.3). As a result, the proposed ñtentative designò for 

this project includes proposing a DQ methodology (Section 6.1) to help:  

1) Identify potential DQ issues in a given QAR; and  

2) Improve the quality of submitted data where structured and unstructured data are 

in one report, by focusing on a pilot DQ issue to be addressed in detail (for the scope 

of this project, Multi-Focal Questions (MFQs) have been selected). 

 

3. Development  
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In the context of this project, the proposed DQ methodology (the construct) is 

developed (Section 6.1). Then, an instantiation in the form of the QuDeS framework 

(Section 6.2) (the artefact) is implemented to operationalise the proposed 

methodology (Chapter 7). Text and data mining approaches, Natural Language 

Processing (NLP) and statistical techniques will be used to perform linguistic 

analysis on questions in QAR to spot a given problem (MFQ for this context), 

potentially with the aid of a knowledge representation model for the domain. 

 

4. Evaluation  

In this project, this phase will include testing, evaluating and discussing the 

performance of the QuDeS framework using the CDP case study (Chapter 8). 

Finally, based on the results, another suggestion round could take place depending on 

the findings of the evaluation step. 

 

5. Conclusion  

In this phase not only are the results of the effort consolidated and ñwritten upò, but 

also the knowledge gained in the effort is categorised as either [123]: 

¶ ñFirmò - facts that have been learned and can be repeatably applied or 

behaviour that can be repeatable invoked (Sections 9.1 and 9.2); or as 

¶  ñLoose endsò anomalous behaviour that defies explanation and may well 

serve as the subject of further research (Section 9.3).  

 

Table 5: Summary of Mapping the Design Research Method for this Project including the design 

research process steps, the corresponding tasks and their output. The corresponding chapter(s) for 

each task is highlighted. 

Design 

Research 

Process Steps 

Tasks and Outputs 
Corresponding 

Chapters 

1. Awareness of 

problem 

Data collection and recognition of a set of DQ 

issues in the context of QAR. A proposal scope for 

the research project is provided.  

Chapter 1 

2. Suggestion In-depth DQ analysis is performed and quantified 

(using the CDP case study) and a common set of 

Chapters 5 and 6 
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DQ issues is identified in the context of QAR. 

Propose and design a DQ methodology to act as a 

guideline for the corresponding stakeholder(s).  

3. Development 

Develop the DQ methodology (the construct), then 

implement QuDeS framework (the artefact) to 

instantiate and operationalise the methodology.  

Chapter 7 

4. Evaluation 

Test and evaluate the effectiveness of the QuDeS 

framework (through the CDP case study). Report 

findings and discuss results that might 

prove/disprove the research hypothesis 

Chapter 8 

5. Conclusion 

Report knowledge gained from the study through 

state and justify the research contributions, list the 

research limitations, and outline open areas for 

future research directions.  

Chapter 9 

 

 

Following the summarised mapping process shown in Table 5, our project steps are: 

1. Awareness of problem: the output of this step is this research project 

proposal. 

2. Suggestion: the conducted in-depth DQ analysis (Chapter 5) results in two 

suggestions which include modelling for: 

¶ The proposed DQ methodology for QAR analysis (Chapter 6); and 

¶ The derived QuDeS Framework (Chapter 6) 

3. Development: the implementation of an instance of QuDeS, namely QuDeS-

MFQ (Chapter 7). 

4. Evaluation: test QuDeS-MFQ to evaluate the performance of the DQ 

methodology and QuDeS framework, and discuss the results (Chapter 8).  

5. Conclusion: provide a summary of research conclusions, limitations and 

future work (Chapter 9) 
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4.5. Case Study Selection and Justification 

According to Eisenhardt in [125, p. 534], case study research is defined as ña 

research strategy which focuses on understanding the dynamics present within single 

settings.ò In accordance with this definition, the case study method is often said to be 

mainly suitable for research seeking to answer ñhowò and ñwhyò questions [126]. 

This corresponds well with the nature of this projectôs research questions (Section 

1.2).  

 

In the context of this project, the Carbon Disclosure Project (CDP) case study is used 

to explore the identification process of key DQ issues, and evaluate the proposed DQ 

methodology and QuDeS framework (the case study is explained details in Chapter 

5). 

 

A case study research could be viewed as an empirical inquiry that presents a 

complete description of a contemporary phenomenon within its real-life context 

[127]. The longitudinal setting which tends to discover and explain changes within 

the case study over time [126] is embedded in the case study of this project, 

particularly since the CDP QAR are an annual activity repeated with ~ 3000 

participating companies every year. 

 

The reasons for choosing a case study to support the research approach chosen for 

this project are the following: 

¶ The nature of the project and its context: Yin [126] suggests that the use of 

case study is favourable when contemporary (current and/or synchronous) 

events are investigated and when behaviour cannot be controlled. This 

matches the context and nature of this project, particularly as we investigate 

and analyse a set of datasets that spans a relatively long time horizon up to 

the present, and these datasets are produced continuously on an annual basis. 

In addition, we have no control over the behaviour of the participating data 

providers and data brokers (or the questionnaire designers).   

¶ Nature of research questions: According to Yin [126], case studies are 

suitable when ñhowò or ñwhyò questions are being asked. This corresponds to 

this projectôs research questions.  
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¶ The need for in-depth DQ analysis: Generally, case studies are used when the 

researcher intends to support his/her argument by an in-depth analysis of a 

phenomenon. The case study approach is not limited in value; rather, it 

provides an in-depth analysis of a specific problem. This applies to this 

project, where an in-depth DQ analysis is conducted to identify common DQ 

problems that may be found in this studyôs context as well as in any similar 

context. 

¶ Limited availability of similar cases: generally speaking, there is as yet no set 

of standards on integrated (combined) reporting that can serve the production 

of integrated reports of data of high quality (in particular QAR in the study in 

hand). It is for this reason that various organisations have come together to 

form the Integrated Reporting Committee (IRC) [187]. The IRC aims to issue 

guidelines on good practice in integrated reporting [187].   

 

¶ The accomplishment of several goals: using the case study in the context of 

QAR could help to achieve several goals at the same time, such as the 

possibility of creating new knowledge (from exploration), helping to 

improve/solve some problems (being constructive) and testing the validity of 

the research hypothesis with empirical evidence (being confirmatory). 

 

4.6. Chapter Summary 

This chapter presents an overview of the research method and its application in the 

context of this research. Structured and unstructured data are explained in detail. A 

declaration of what are QAR together with an example is illustrated. The chapter also 

summarises the common approaches used to study DQ, highlighting the main 

disadvantages of each. A description and justification of the chosen research 

methodology is provided, followed by, mapping the design research method to this 

research context. In addition, the chapter explains and justifies the use of case study 

as an integral part of the research method, along with summarising the developments 

presented in the rest of the thesis.  Next chapter describes and explore the Carbon 

Disclosure Project (CDP) case study used in this thesis for in-depth data analysis. 
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Chapter 5 

Case Study (CDP): Data Quality Analysis of QAR  

 

 

This Chapter introduces an overview of the Carbon Disclosure Project (CDP) as the 

selected case study in Section 5.1. Section 5.1.1 illustrates the identified stakeholders 

for the case study. An explanation of CDP QAR is also provided in Section 5.1.2, as 

one of the outcomes of the CDP reporting system, together with an example. We 

modeled CDP data workflow and presents it in Section 5.1.3. Section 5.2 provides 

data description, including questions and answers categories in Sections 5.2.1 and 

5.2.2. The conducted data quality analysis (manual review) for QAR is provided in 

Section 5.3, the chapter presents the identified categories of DQ issues in questions, 

medium and answers and clarify the scope of this project in Section 5.3.1. Following 

this, a detailed description and critique for each of the identified issues with 

examples is provided in Sections 5.3.2 and 5.3.3. The Chapterôs summary is provided 

in 5.4. 

 

5.1. Carbon Disclosure Project Overview 

The Carbon Disclosure Project (CDP) is an independent, not-for-profit organisation, 

a registered charity in the UK and holding US charitable status.  The CDP was 

launched in 2000 to accelerate solutions to climate change by putting relevant 

information at the heart of business, policy and investment decisions. It exploits the 

collective power of corporations, investors and political leaders to accelerate unified 

action on climate change. It acts on behalf of 551 institutional investors, holding 

US$71 trillion in assets under management and some 60 organisations such as Dell, 

PepsiCo and Wal-Mart. Three thousand organisations in some 60 countries now 

measure and disclose their greenhouse gas emissions and climate change strategies 

through the CDP [28].  
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5.1.1. Identification of Stakeholders 

The following groups of stakeholders have been identified in CDP case study: 

¶ Group A: stakeholders who have a ñdirect interactionò with the QAR (see 

Figure 10). These include:  

o Designers (CDP designers group): people who design the data schema 

as well as the annual questionnaires and prepare guidelines for 

participated companies. 

o Data providers (CDP questionnaire participants): people who respond 

to the annual questionnaire and provide answers. 

o Data brokers (CDP technical group): data analysts, data administrators 

and developers. They maintain, analyse and process the data in order 

to produce the final processed reports for data consumers. 

 

The stakeholders in group A are expected to seek data which are as complete, 

accurate, current, consistent, unambiguous and un-contradictory as possible. 

¶ Group B: Other groups with ñindirect interactionò with QAR, including: 

o Third parties: companies or individuals who take the data from CDP 

before and/or after processing for further analysis or a different data 

processing cycle; or 

o CDPôs final report consumers: companies or individuals who deal 

only with the final produced reports from CDP after the appropriate 

analysis and processing have been conducted on the submitted 

responses. 

 Group B deal with CDP data in a different context out of scope of this project; it was 

excluded from the list of interested stakeholders for this project.   

 

In this project context, we consider questionnaire designers due to their vital role in 

producing the required questionnaire with relevant and well-presented and/or 

formatted set of questions. Also, we consider data brokers (analytics) crucial as we 

believe they are in need of a set of absolute guidelines to discover the main problems 

in their data stores. Lastly, we consider the data providers  perspective as we believe 

that this can have a significant effect in reducing much low quality data entering and 

residing in companies  data stores in the first place. 
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5.1.2. Carbon Disclosure Project QAR 

CDP operates the most famous global climate change ñreporting systemò. As climate 

change is not a local problem, CDP harmonises climate change data from 

organisations around the world and develops international carbon reporting 

standards. The reporting process that CDP manages has been functioning since 2002 

on an annual basis. This process, which gathers the required data and information 

from different companies around the world, is made through an ñOnline Response 

Systemò (ORS). Then, the data are made available for use by a wide audience 

including institutional investors, corporations, policymakers and their advisors, 

public sector organisations, government bodies, academics, and part of the data is set 

for the public to access. Participating companies (data providers) have the right to 

request to keep their disclosed data ñprivateò; thus, such responses are blocked to 

public access. The main aim of CDP is to accelerate carbon reporting and emission 

reductions, reaching a unified response to climate change [28].  

CDP offers three programs, one or more of which companies may opt to through the 

use of their ORS [28] : 

¶ Investor CDP: a request for information from companies issued on behalf of 

institutional investors. 

¶ CDP Supply Chain: a request for information from companies issued on 

behalf of their private sector customers; and 

¶ CDP Public Procurement: a request for information from companies issued 

on behalf of their public sector customers. 

There is a tremendous amount of data and information available from CDP, which 

vary between information requests sent to data providers (participated companies), 

annual questionnaires, annual submitted responses (answers) and a huge number of 

final reports about climate change the CDP produces annually - after processing the 

submitted answers/ responses - to investors and other stakeholders. More than 3000 

companies from divers industries and sectors participate in responding to CDP 
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questionnaires8. The companiesô responses (i.e. answers) collected through CDP are 

in the form of QAR. QAR are the output of what are called ñreporting systemsò. 

These reports are in the form of questions and answers (see Figure 1); i.e. the 

reporting system provides a pre-designed questionnaire to a number of participants 

(data providers). Then, the participantsô main aims are to understand what each 

question means, and specify the required information in order to provide an answer 

that is as relevant as possible to each question. At the end, these answers 

(participantsô responses) as well as all the questions, form QAR and are stored in 

data store(s) for further analysis and processing (e.g. by data brokers). In this project, 

we are focusing on exploring and identifying the main potential DQ problems in 

QAR. In particular, we focus on identifying Multi-Focal Questions (MFQs) as a 

potential source of DQ issues in these reports.  

Many DQ issues are involved in the process of mining QAR, in which structured and 

unstructured data reside together (see Figure 1 in Chapter 1). We argue that the DQ 

problems in QAR are aggregated to combine DQ problems involved in structured 

data and unstructured data coupled with problems resulting from the references 

between them, as well as problems resulting from the medium (the data input 

space/answer area)  as well as the questions format.  

In general and based on the results of the conducted analysis on the collected CDP 

datasets (see Section 5.3), some of the most common potential DQ problems found in 

the context of QAR include incompleteness, inaccuracy, incorrect, and inconsistency, 

among others. The main sources of such DQ problems are schema level problems 

and instance level problems; i.e., problems on the attribute level, record level and 

source level. General examples of these are: data item errors, such as keying - data 

entry - errors, selecting errors, formatting errors, extra and unwanted data errors, 

numeric errors, combinational errors such as duplications and problems of relevance 

between structured and unstructured data, and data source problems.  

Another output the CDP offers are ñfinal reportsò. These provide a detailed analysis 

of the information supplied each year to the CDP and indicate important trends and 

                                                           
8 Carbon Disclosure Project, https://www.cdproject.net 

 

https://www.cdproject.net/
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developments. In general, the vital use of CDP reports (either QAR or final reports) 

is to find out how organisations and public sectors bodies around the world are 

responding to climate change by taking a look at the individual corporate responses 

to CDP or by reading their final produced reports [28]. However, CDP reports are 

outside the scope of this project.  

 

5.1.3. Carbon Disclosure Project Data Workflow 

We have modeled the CDP data workflow as understood from the case study 

exploration and analysis (see Figure 10). Understanding CDP data workflow 

facilitated identifying the potential main places/sources of DQ issues that might 

occur in practice in similar business contexts later on.  

The workflow starts when the questionnaire designer uses the CDP data schema and 

interact with the CDP data store(s) to produce a corresponding questionnaire that 

reflect the CDP requirements for each year (steps 1, 2, and 3). Normally, every year 

the questionnaire changes due to additional requirements or to resolve some potential 

quality issues identified by previous year(s) data analysis or due to other private/ 

organisational reasons. The resulting questionnaire is then entered in the formulation 

process in order to be prepared for publication on the Web, for data providers to 

collect the required information from them. During formulation, the questions and 

the ñmediumò are designed and formatted and the data input spaces (answers areas) 

are defined. When ready, the questionnaire is published on the Web (step 4). After 

that, CDP sends information request for all participated companies/ data providers 

(step 5). The companies access the questionnaire (step 6) through the CDPôs Online 

Response System (ORS). The data providers read, understand and respond to the 

questionnaire (step 7). Final produced answers/responses are submitted through the 

website to the CDP where it is saved in their data store(s) (steps 8 and 9).  

At any point in time after data reside in CDP data store(s), the data analysis stage 

could start. The CDP data brokers make the required analysis (steps 10 and 11). They 

might need to contact some of the participated companies in order to amend some of 

the submitted data for specific reasons or organisational policies (step 12). Finally, 
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after CDP takes the required approvals from companies on all amends and changes, 

QAR (companies responses) and final reports are produced as they are the most 

common expected output of the CDP data workflow (step 13).  

Both types of reports should serve two kinds of data consumers (step 14), the first 

being the private end- users (third parties). Normally, the approval of the data 

providers needs to be obtained in such cases in order for certain QAR to be accessed 

by any third party such as Bloomberg9, for instance. The second type of data 

consumers is the public end users; both type of reports with public access permission 

are published on the web for all public stakeholders to access and read. Users in this 

category includes: public sector, organisations and communities, individuals etc.  

Furthermore, all produced reports from CDP are accessible by the participating 

companies who took part in responding to the annual CDP questionnaire, and each 

company can access its own submitted data as well as all public data and reports 

(step 15).  

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                           
9 See http://www .bloomberg.com/ 

14. 

Questionnaire 

Designer 

Data Schema Questionnaire 

& Medium 

Data Store(s) 

 

5. CDP sends 

information request to 

companies 

9. Answers submitted and 

saved in  

1. Access 3. Design 

Data Brokers 

Data providers 

(companies) 

11. Analyse, amend and might 

go back to data providers for 

change or approval 

6. Access 

10. Access 

2. Access 

Questions Answers Final 

Reports 

QAR 

12. Communicate 

15. Access 

8. Produce 

7. Companies read, 

understand and then 

respond to questions 

13. Produce 

Private end user 

(data consumer) 

Public end user 

(data consumer) 
Public and / or 

Private access 

4. Publish online 

Figure 10: The Carbon Disclosure Project Data 

Workflow (numbers are the flow of the diagram) 

 



78 

 

                                                    

5.2. Data Description 

To analyse DQ of QAR, we collected annual questionnaires for the period from 2008 

to 2010, along with the corresponding responses. Overall, 600 QAR (200 companiesô 

responses per year) were randomly collected for multiple randomly-selected sectors 

in industry. Additionally, 2011 and 2013 questionnaires were used for evaluation 

purposes of the proposed QuDeS framework (Chapter 8). 

 

The reason behind choosing 2008 as a starting year for data collection is due to the 

lack of data availability before 2008, with a very small number of participating 

companies responding each year up to 2008; i.e. the available published data before 

2008 is limited to a degree that would not benefit the research purposes.  

 

The data was collected and stored comprehensively and systematically, in formats 

that can be referenced and stored; thus subsequent analysis and evaluation was 

facilitated in a more straightforward manner. The collected answers are stored in 

three formats: hardcopy dataset, HTML pages dataset, and Excel files dataset.  

 

5.2.1. Description of Questionnaires 

As mentioned in previous section, CDP has three programs for companies to respond 

to, based on each companyôs industrial sector and the companyôs preferences. In the 

context of this project, the ñInvestor CDPò program questionnaires and its responses 

submitted by companies for the specified period have been selected for collection 

and quality analysis. The collected questionnairesô description and questionôs basic 

characteristics from 2008 to 2010 is summarised in Table 6. Since 2011 and 2013 

questionnaires are used for evaluation of this project, they were not manually 

analysed.  

 

In general, a CDP questionnaire is organised in a hierarchal format; i.e. it is divided 

into a number of modules/pages, each of which is divided into one or more 

section(s). A section consists of one or more sub-section, questions are grouped 

under sub-sections. Most questions vary between open-ended or closed-ended, 
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however, starting from 2010 tables started to be introduced in CDP questionnaires 

(see Table 6)   

 

Table 6: Summary of the basic characteristics of CDP Questionnaires 2008, 2009, 2010, 2011 and 2013 

Year 
2008  2009  

 

2010  

 

2011 2013 

Feb May 

Questionnaire 

Type 
Voluntarily Voluntarily Voluntarily Voluntarily Voluntarily 

Questions 

type 
Open-ended questions 

Open-ended 

questions for 

the entire 

questionnaire 

Less use of 

open- ended 

questions; 

More use of 

closed- 

ended 

questions; 

More use of 

tables with 

fields that 

had drop-

down 

menus and 

fields that 

accepts 

numerical 

values only  

Less use of 

open- ended 

questions; 

More use of 

closed- 

ended 

questions; 

More use of 

tables with 

fields that 

had drop-

down 

menus and 

fields that 

accepts 

numerical 

values only 

Less use of 

open- ended 

questions; 

More use of 

closed- 

ended 

questions; 

More use of 

tables with 

fields that 

had drop-

down 

menus and 

fields that 

accepts 

numerical 

values only 

Modules 5  9  8  

5 modules 

(the core 

modules); 

4 additional 

modules 

(the sector 

specific 

modules) 

 

 

 

 

3 

 

 

 

 

3  
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Despite the fact that all CDP programs are completely voluntary to join, the ñCDP 

Supply chainò and ñCDP public procurementò programs have been excluded from 

the study because it has been noticed that: 

¶ These programs are ñmoreò optional; i.e. the companies that join by 

responding to them are rare because these programs ask for ñvery specificò 

information that is related to supply chain and procurement. On the other 

hand, the ñInvestor CDPò program serves a wider range of customers, who 

are investors worldwide; more companies are eager to join this program. This 

has resulted in ñbigò datasets. Also, we realised that focusing on achieving 

benefits for this wider audience could have a higher priority.  

¶ Additionally, it has been observed that companies responses to the ñCDP 

Supply chainò and ñCDP public procurementò programs have many gaps in 

the content of the submitted answers, as well as in the time horizon these 

responses scan. This results in a lack of synchronisation in the provided 

answers. We believe this could have limited the scope of this project.  

 

2008 Questionnaire 

In 2008, questions were open-ended; i.e. the used medium was free text fields to 

answer all questions. This resulted in all the collected companiesô responses/ answers 

being unstructured in 2008. It was optional for the companies to respond to 

questionnaire.  

 

Main 

Questions 

18 

sections 

include 

49 main 

questions. 

 

25 

sections 

include 

57 main 

questions 

28 sections 

include 28 

main 

questions. 

23 sections 

(sections 

called 

ñpagesò in 

2010) 

 

15 sections 

called 

ñpagesò in 

2011) 

 

14 sections 

called 

ñpagesò in 

2013)  

Sub-

Questions 

Very few sub-

questions 
75 100 

11 14 

Optional/ 

Mandatory 

Questions? 

All questions are 

optional  

All questions 

are optional  

Only 2 

mandatory 

questions 

and the rest 

are optional. 

Only 2 

mandatory 

questions 

and the rest 

are optional. 

Only 2 

mandatory 

questions 

and the rest 

are optional. 
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2009 Questionnaire 

In 2009, questions were the same type as Feb 2008; i.e., open-ended questions were 

used. Questions were still all optional for companies to respond to. In addition, 

companies participating in CDP 2009 were able to identify any questions that were 

not relevant to their business and to explain why (also optional). 

 

2010 Questionnaire  

In 2010, the questionnaire had changed and evolved slightly more from the previous 

yearsô, and the questions became more structured. The questionnaire had the 

following features: 

¶ Less use of open-ended questions;  

¶ More use of closed-ended questions, where only a ñyesò/ñnoò answer is 

needed, such as example 5.1 below. Further free text fields were also added 

in case further explanation and justification were needed.  

Example 5.1: 

 

 

 

 

¶ More use of tables with fields that had drop-down menus and some fields that 

accepted numerical values only (see tabulated answers in Section 5.3.2). 

 

The changes in questionnaire features in 2010 were expected to lead to a dataset with 

a clearer application of the QAR. Such a dataset was expected to hold a range of 

structured and unstructured data combined within the same submitted response for 

any company. 

 

More details about each yearôs questionnaire for the selected dataset (2008-2010), 

including corresponding modules and sections in each year can be found in 

Appendix D. 

 

It is important to identify the categories of the questions in the collected dataset as it 

had been argued that if a good analysis for the questionsô types is produced this will 

Q: ñAre you participating in the Walmart Sustainability Assessment?ò 

The answer: άNoέ 
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build a better idea about the type of expected answers [188]. The main concern of 

this project is the analysis of questions in QAR to identify the ones that could act as 

potential sources for DQ problems.  

 

For the purpose of this research, a question can appear in the form of an interrogative 

sentence; i.e. an explicit question, such as: ñHow does climate change present 

general opportunities for your company?ò or a request to provide information; i.e. 

an indirect command or instruction, such as: ñPlease state the methodology and 

data sources you have used for calculating these reductions and savingsò.  

Further examples for indirect command or instruction can be found below (see 

examples 5.2). 

 

 

 

 

From reviewing the literature and through the data collection and analysis, questions 

could mainly fall into one of three categories: 

o Questions distinguished by the expected answer type: this type of 

question could have either: a) a factual answer (single -or multi- fact 

answer) such as example 5.3: ñPlease provide the total global scope 1 

activity in metric tonnes co2-e emitted.ò (CDP-2008 questionnaire), or b) 

Opinion or summary answers (in the form of short paragraph with more 

contexts; give more information), such as example 5.4: ñwhat is your 

overall strategy for complying with any schemes in which you are 

required or have elected to participate, including EU ETS?ò (CDP-2009 

questionnaire). 

o  ñYes/Noò questions such as example 5.5: ñDo you provide incentives 

for the management of climate change issues, including the attainment of 

targets?ò(CDP-2010 questionnaire) 

Examples 5.2- CDP ï 2010 questionnaire: 

Q. Please give a general description and introduction to your organisation. 

Q. Please break down your total gross global Scope 1 emissions in metric tonnes CO2-e by   

country/ region. 
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o Multiple choice and selection questions such as example 5.6 (CDP- 

2009 questionnaire): ñ (é) please indicate which of the following apply 

(é):  

 The companyôs Annual Report (é). 

 Voluntary communications (other than to CDP), such as (é)ò  

 

5.2.2. Description of Answers/Responses 

The collected companiesô responses consisted of 600 QAR.  The reports span various 

business industries and sectors such as telecommunication services, electric utilities, 

commercial services supplies, airlines industry, software systems industry and more. 

The collected responses/answers can fall in one or more of the following categories:  

 

¶ "Long" answers in free text: they usually contain sufficient context and 

justification (such as summaries, plans, strategies description, detailed 

comments, further information, etc.)  such as shown in example 5.7:  

(Example 5.7: CDP questionnaire 2009) 

¶ Restricted/ fixed answers: these are usually single and specific responses 

(such as factual answers, ñyesò/ñnoò statements, specific numeric values, etc.)  

and could be combined with short sentences; i.e. factual or ñyesò/ ñnoò 

answer with text or numeric values with text, such as in example 5.8: 
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(Example 5.8: CDP questionnaire 2009) 

¶ Tabulated answers:  such as examples 5.9 and 5.10 

(Example 5.9: CDP questionnaire 2009) 

(Example 5.10: CDP questionnaire 2010) 

 

¶ Attachments: attachments could be links to other WebPages, uploaded files 

and documents on websites, such as example 5.11, or links to ñdownload 

attachmentsò, such as example 5.12. In all cases, attachments are usually 

provided by companies as part of further description or further information; 

thus, as part of a long answer within an attachment area such as in example 

5.13. Attachment files and links are out of the scope of this project. 


