Investigating Data Quality in

Question and Answer Reports

A thesis submitted to the University of Manchester for the degree of Doctor of

Philosophy in the Faculty of Engineering and Physical Sciences

2016

Mona Hussein Mohamed Zaki Ali

Schod of Computer Science



Table of Contents

s 7z z

Chapter 1Introductioné é e é é éé ééeéeéeéeéeé

[N
=
a1

1.1 Motivatiore é e é e ééeéeéeéeéeéeééeeéeée
1.2. Hypothesis, Research Questions and Objeétigeé € € € é

1.3 Summary oResearch Gntributiong é é € € € € é

([N
([N
([N
N
o

D
D
D
D
D~
D~
N
[

s 7

(¢}
(¢}
D
D
D
D
D
D
D
D
D
D
D
D
D
D
N
N

14. Thesis Structue é é é é é é

Chapter 2 Overview of Data Qualityé é é € é
é

21. DataQuality e € € € € € é € e e é

2.1.1. Definitone e e é é ¢ eeeéééeeceéééeeeeé. 2.

([N
([N
o D
([N
([N
o D
([N
([N
o D
([N
([N
([N
8

s 7 1z £ z £ £ 7z £ z z

2.1.2.Dimensioisé é e é e éeéeéeeeéeéeéeéeé 27
2.1.3 Methodologieé ¢ é é é é e e e éééééééeeceeé
2.1.4. Frameworksand Modélg é é é é é e e e e éééééé .32
2.2 The CommonKADS Methodology for Knowledge Engineering and
Managemerd é € é é € € éééééeéééeeééeéée.dl

(¢

7

2.3 Chapter SummaryeéeéeéeéeéeééééecceqBece

Chapter 3 Automated QuestionAnalysisandC| assi fi cat eém4 é

3.1. Overviewof TextMinng é e é é e ééééeééeé

3.1.1.Text Mining in SPSS Modeléré ¢ ¢ ¢ é é é é é € € € é é 48

[N
[N
nN
D

s 7

3.2 Question Classificatiané ¢ ¢ € € € é é é é é é é

N
N
N
(0]

~
(o6}

s s s

3.2.1 MachineLearning ¢ ¢ ¢ é € € é € € é é

D
o)
o)
D
~
©

322Question Classificati onre..bdi

323 Question Classificati épébti

s s

3.3 Question Answering Systetn® ¢ ¢ é € € é € € é é e é é .56

7 7

3.4.ChapterSummaé/é é é é e eeeeeéeééé

-
-
-
-
-
a1
0o

Chapter 4 ResearchMethodologyé ¢ ¢ ¢ é é é € € € € € € é é é é é 59
4.1Structuredvs.dstructur ed

2

s s

eee

ng
ng

é

é

é

Ma
Hy

sz

Dat aéeéced.hbBéeeéee



4.2 Question and Answeré&fkedpodéedés. § DAR)

6.2. The Question Desighu pport Fr amewor.k.e.6.88éé.

Chapter 7 Development: Identification of Multi -focal Questionsin QAR
7.1. Domainindependent Profiling for MFQ Identificatich é é

7.1.3.1. Extraction Methods for Languagecused Featurésé é ......113
7.1.3.2. Feature Extraction Methods for Questrmtused Features..116

3



//////

721.Creating concept hier aé¢.d30i es ¢éeé
722 Measuring Term Specifid#dty/ Comm

7.3 Chapter Summaryéeéeeeeeééeée e1d4sb

,,,,,,,,,

82DomaintDependent Profilingé&&ad 058t i onééeé

8.2.1. Measuring Term Specificity/CommonaliRe s u lé e £ .6é155

//////

8.4 Chapter Summaé¢égéeeeeeeeééé 160

//////////////////////
/////////////////
,,,,,,,,,,,,

///////////////////

//////////////////////////

Referencs e e € 6 €66 eééeeeeeceeceeeeeeeeeeee. . 170

////////

Appendix E: List of Extracted terms in 2013 Concept Hierarchyé é é ...202
Word count:49207 words



List of Figures

,,,,,,,,,,,,,,,,,,,,,

/////

Figure 3: The structuref @ general purpose methodology for®@ € é é € . 30

Figure 4: Summary for Moodyds Daitib

///////

""""""

/////////

////

Figure 12: Instancesf VariousMediumPr e s ent at ieereeé&é&e .89

Figure 13: Overview of the proposed DQ methodologyfaR é ..é é € é ..104

,,,,,,,
""""""""
,,,,,,,,,,,,,,

,,,,,,

Figure 18: Feture Exraction Method............ccuuviiiiiiiiiiiiiiiiiees 117.
Figure 19: Categorisatigorocess for feature extraction................cccceeeeeeen 119

Figure D: Concept Hierarchy Automatically Generated2609 CDP

(@ T8 1=ES (0] ] = 1T = PRSP 135....

Figure 2: Concepts Hierarchy Automatically Generated for 2013 CDP
QUESHIONNAIIE......ceitiiiee et ee e e e et e e e e e e eab e e e e e eesreeeeeaneeesaannns 140
Figure 22: Distribution of question readability and level of text understanding
difficulty acroSs 150 QUESTLIONS........uuuiiiiiiiiiiieieeee e e e e 152
Figure 23: A example of extracted terms from a CDP 2009 MFQ showing the
correlation between terms specificégd corresponding idf measure............. 156
Figure 24: Sample from the MFQ identification results from the testing.se159
Figure 25: Phases of the CRIBI ProCess.........ccuuvviiiiiiiiiiiiiiecceiiiee e 195

Mo d e |

Mo d el



List of Tables

Table 1: Summary of research quéeé&20ons |
Table 3 The Product and Service Performancedeldor Informatian Qualityé ...40

Table 4: Comparing three machi réeé .b®arni n
Table5: Mapping the Design Research Method for this Préjecté € é é é ...68

Table 6 Summary othe basic chareristicso f CDP QuestéénfBaireéé
Table 7 Example highlighting the evolution of question presentation and me2ium

Table 8 Sample of dictionary types and their corresponding libraries .. . 120

,,,,,,,,,,,,,,,,,

/////////////////

"""""

,,,,

Table 15 Repeated subamplingvalidation: accuracy results for 5 runs......... 151

Table 16 The average accuracy results for 5 runs usif@dkcross validation

//////////

Tablel7: The average accuracy results fauis using Kold cross validationwith
the original fEAtUIE SET.o.....uiiiiiiiiiieeee e e 152

Table 18 Correlations between MFQ and the features set using associatioh53iles

Table19: The testing results for MFQ identification usidgmain dependent

rrrrrrrrrrrrrrrrrrrrrrrrrrrrr

///////////////////////////

rrrrrrrrrrrrrrrrrrrrrrrrrrrr



List of Abbreviations

AMEQ Activity -based Measuring and Evaluating of Product Information Quality
ATR Automatic Term Recognition

Al Artificial | ntelligence

CDP Carbon Disclosure Project
CDQ Complete Data Quality

COLDQ CostEffect of Low Data Quality
CDA Complete Data Quality

DQ Data Quality

DQA Data Quality Assessment

DWQ Data Warehouse Quality

DQA Data Quality Assessment

DM Data Mining

DT Decision Tree

df document frequency

E/R Entity-Relationship

IAA Inter Annotator Agreement
IP-MAP Information Production Map

@) Information Quality

IIRC International Integrated Reporting Committee
IRC Integrated Reporting Committee
IR InformationRetrieval

IE Information Extraction

idf inverse document frequency

KR Knowledge Representation

K Kappa

MFQ Multi-Focal Question

NLP Natural Language Processing
NER Named Entity Recognition



NN Nearest Neighbors

NB Naive Bayes

ORS Online Respose System
PoS Partof-Speech

QAR Question and AnswedReports
QuDeS Question Design Support

QuDeSMFQ Question Design SuppeNlulti-Focal Question

QA Question Answering

™ Text Mining

RBF Radial Basis Function

SVM Support Vector Machim

SNoW Sparse Network of Winnows

UML Unified Modelling Language

TIQM Total Information Quality Methodology
TDQM Total Data Quality Methodology



Abstract

Data Quality (DQ) has been a lestanding concerfor a number oktakeholdersn

a varety of domains. It has become a critically important factor for the effectiveness
of organisations and individualBrevious work on DQ methodologies have mainly
focused on either the analysis of structured data or the bugiresss level rather
than analysing the data itself.

Question and AnsweReports(QAR) are gaining momentum as a way to collect
responses that can be used by data analysts, for instance, in business, education or
healthcare. ¥rious stakeholders benefit fro@AR such as data broke and data
providers, and in order to effectively analyse and identify the common DQ problems

in these reports, the various stakeholders' perspectives should be taken into account
which adds another complexity for the analysis.

This thesis investigate®Q in QAR throughan in-depth DQ analysis and provide
solutions that can highlight potential sources and causes of problems that result in
Al qwmal i tyo c drhel thesis proposed aat Q. methodology that is
appropriate for the context @AR. The methodology consists of three modules:
question analysis, medium analysis and answer analysiaddition, a Question
Design Support (QuDeS) framework irtroducedto operationalise the proposed
methodology through the automatic identification of Pf@blens. The framework
includes three components: question donrmadlependent profiling, question
domaindependent profiling and answers profiling. The proposed framework has
been instantiated to address one example of DQ issues, namehFbhdtiQueson

(MFQ). We introduce MFQ as a questiaith multiple requirements; iasks for
multiple answersQuDeSMFQ (the implemented instance of QuD&8mework

has implemented two components of QuDeS for MFQ identification, these are
question domakindepemlent profiling and question domaitdependent profiling.

The proposed methodology and the framework are designed, implemented and
evaluated in the context of the Carbon Disclosure Project (CDP) case Shely.
experiments show that we can identify MFQs wifl§®accuracy.

This thesis also demonstrates the challenges incluben¢ack of domain resources

for domain knowledge representation, such as domain ontology, the complexity and
variability of the structure oRQAR, as well as the variability andrdiguity of
terminology and language expressions and understanding stakeholders or users need.
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Chapter 1

Introduction

1.1 Motivation

We | ive i n a hdare the ambuatmhdata gvailable hazsablyw h e
increased; the range of data producers is increasing every day, with data produced in
diverse formats, within diverse fields and usagariety of data environments [1]

Data are seen as an essential componerthe support of business processes,
customer relationship management, market/stock predictions, human resource
management, and so forfB, 3] as well as activities in science, government and
healthcare. However, as the quantity of available data increas the level of
Agual ityo varies significantly, and this

effectiveness of organisations and individyédls

Data quality (DQ) has been a lestanding concern from a number of approaches in
a variety of @mains, with the primary concern for the provision of the accurate
information in the appropriate format and quantity, at the appropriate time, to the
appropriate person, and at a reasonable[dhstiBad/ lowo  [xf@atesa barrierfor
providing greater isibility to increase revenue, reduce costs, increase customer

satisfaction, optimise business processes appast better decision making.

The majority of research conducted to date has investigated various aspects of DQ
such as data model quality, D&pd knowledge engineering, and the measurement
and assessmeant data and information qualifyl] [3] [5-15]. Dataquality has been
investigated from diverse perspectives, such as dimensions, characteristics,
methodologies, frameworks, models and techriqu@] [14] [16-24]. Investigated

DQ problems have ranged from the negative effect of DQ in information overload
and in inhibiting decision making, to the waste of time and effort, and personnel

malaise (frustration, stress, fatigue and depres§idi9) .
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It is now widely accepted thddQ is a multifaceted issue that typically includes
accuracy, completeness, structure and consistency of data. The presence of duplicate
records, the lack of data standards, the timelines of updates and humaarerror
exanples that canllasignificantly impact on the usefulness of more complex data

resources, in particular when these are used for data njifShg

A number of different forms are used to represent data, including structured, semi
structured and unstruckd data. Structured data has an associptedlefined
format and meaning26], and usually correspond to elementary data types of
programming languages, such as numeric values or text strings. Relational tables and
statistical data represent the most camrype of structured dat8tructured data is
often used for aggregations or generalisations of items described by elementary
attributes defined within a domaif24]. Semistructured data ioften used to
represent data that has a structure with someedegi flexibility. They are often
referred-descraRd.ilssguetired data has no specific structure or
domain types. Typical examples include: ftegt answers for open questions
contained in a questionnaire, free text documents, repans;acts, blogs, news or

the body of an-enail [24] [27].

Most business and scientific data is represented in unstructured anstiserired
formats; some estimates put 80%basiness data as unstructured [2@]addition, a
combination of structed and unstructured data (e.g. questionnaires, Web forms,
etc.) is often used to collect direct input from various sources (e.g. from clients,
customers, etc.). Question and Ans\Reports(QAR) in particular arean example
wherestructured and unstructutelataexists in the same docume@AR area way

to collect responses that can be useddfodata brokers (analytics), for instance, in
business (customer satisfaction reports and FAQ) or education (multiple choice
tests).QAR typically contain a seriesf questions that can be answered either by
providing a structured answer from a {oiefined set of values (e.g. multipt@oice

test answering; dredown menus, mukselection checkboxes, etc.) or by

unstructured (typically textual) responses writtea imatural language.

16



An example ofQAR is the annual collection of company responses for the Carbon
Disclosure Proje¢t(CDP). The CDP is an organisation that operates a global climate

change reporting systemith the main aim is to accelerate carbogporting and

emission reductions by collecting responses from a wide range of companies and

industries (currently, more than 3000 companies participate in responding to CDP

guestionnaires) on their footprint and emission reductions, in order to readied u

response to climate chanf8]. An example of how &DP QAR looks is shown in

Figure 1.

12.1

12.2

EMISSIONS SCOPE 2 CONTRACTUAL

XA stion 8.3 reflect the
Do you consider that the prid average factors used tQ in Question & ec

111
cantractual arrangements you have with electri
Mo
ovide 1al global
1112 You may report a total contractual Scope 2 ( U nStru Ctu red ovide your total g
contractual Scope 2 GHG emissions figure In
63658 Data
11.1b  Explain the basis of the alternative figure (p#e guidance
We purchased and retired two (Ween-e” Renewable Electricity Certificates (RECs) in 2011 OnO_R[C
accounted for 3150 MT CO2e of our emissions (or a little over 9 million kWh) and the other REC
accounted for 9000 MT CO2e of our emissions (almost 12 million kWh). We subtracted 12,150 metric
tons CO2e from our Scope 2 emissions to calculate the above figure.
11.2 Has your organization retired any certificates, e.g. Renewable Energy Certificates, ascoclated with zaro or low
carbon elactricity within the reporting year or has this been done on your behalf?
Yes
11.2a Please provide details including the number and type of certificates:
Type of certificate Number of certificates Comments
Combined, the two Green-e certificates reduced
Racewelile Sahigy Caniniste . our emissions by 12,150 metric tons CO2e.

ENERGY

What percentage of your total operational spend in the reporting year was on energy?
More than 0% but less than or equal to 5%

Please state how much fuel, electricity, heat, steam, and cooling in MWh your organization has consumed
during the reporting year:

Energy type MWh
Fuel 21578
Electricity 127613
Heat 1605
Steam 68282

Cooling

Structured

Please complete the table by breaking down the total "FuelMpure entered above by fus! type

Fuels
Natural gas 14218
Distiliate fuel 0il Mo 6 3425
DRirsel/Gas oil 39
Liquetizd petroleum gas (LPG) 3336

Figure 1: Example of QAR( an exampl e of a companyés

! https://www.cdp.net/en-US/Pages/HomePage.aspx

17
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Each year, CDP produces a questionnaire with ~60 questions, and invites companies
worldwide to participate in reporting to them. The questionnaires aid the collection

of thousands of sef eport ed dat a about t he parti
emissions/reductions strategies, and how these strategies become an integral part of
their businessto impact financial, environmental, social and governmental
performance. Our data collection and analysis reveals that over the years, CDP
guestions have =evolved, mo st l i kely as
quality. For instance, Figure 2 illuates how one question's phrasing has evolved
where the question gets more specific and less ambiguous, so that more accurate,

consistent and complete answers could be collected.

CDP 2008:fiDo the emissions reported for your last accounting year \

significantly compared to previous years? If ptease explain the reasons f

t he variations. o

CDP 20091 Do emi ssi ons for the reporti

previous years? 1§0,please explain why, and estimate the percentage bvvx
emissions vary compared with the previous reporting pear. |
CDP 2010:7 Do abdolete emissions (Scope 1 and Scope 2 combimethe
reporting year vary significantly compead to the previous year? If sBlease

explain why they have varied and why the variation is significant

CDP 2011fiHow do your absolute emissid

reporting year compare to the previous yedf?emissionshave increased

decreased or remained the same overall: Please complete the t@able

fHow do vyour absolute Scope 3 emi s

previous year? If emissions have increased, decreased or remained the

overall: Please comlete the table 0

Figure2: An example showing thevelution of a questin phrasingover yearstheunderlinedparts in
the question example represents the changed part(s) in the question where one or more phrases has

been added, deleted or rephrased to improve the question semantics.

18



In general QAR suffer from many DQ issudbat affect performance and efficiency

in their use. However, there is a lack of literaturarestigating or identifyind>Q
problems in the context @AR where structured and unstructured data are together
in one document Most current methodologiesask solely on structured data (e.g.
relational data) witta lack of consideration for unstructured or combined structured
and unstructured daf24] [26]. Some ofthese methodologieasre developed on a
conceptual and abstract level that tends to classpydinensions and criteria, and
where the mapping into practice is mostly uncldd [16] [29] [19]. On the other
hand, others operate to serve -@isérs (data consumers) without considering other
DQ stakeholders perspectivasich as those of data proerd [16].Moreover, most

of these suggest solving DQ problems by considering the data entry level and making
recommendations of different training approaches for employees who work in data

entry.

The main focus of this thesis DQ of QAR; i.e. how to highlight potential DQ

issues in the (questions and answer§)xing faulty data once stored in a datare

is an extremely difficult task30]. Therefore, we focus on solutions that can help
identify places (e.g. questions @AR) that might lead to poteinta | | yq ufall a w y o
data being entered into a da@mre. As a case study CDP has been used for
exploration and evaluation tiie proposed solutionsor example, one possible DQ

i ssue is a gquestion that requestkFscalmul t i
Qu e s ) whixmmight result in low quality datas users might respond only to a
subset of the questioBelow is an examplef Multi-Focal Question (MFQ)As can

be seen in the exampléhe question requests multipl&ormation, including:fithe
estimated avoided emissi@nsthe fanticipated timescale over which the emissions

are avoided , the fimethodology and assumptions eniission factors (including
sourcesd, a n dylobél warming potentials (including sourcéssimilar questions

increase the gential of low quality data.

19



Example of MultiFocal Question (MFQ)

E aLT edsdridior3d&vices enable GHG emissions to be avoided by a third party, |
I provide details including the estimated avoided emissions, the anticipated timescalg
i which the emissions are avoided and the methodology, assumptions, emission f:
. (including sources), and global warming potentials (including sources) used for:
V SAGAYLGA2Y AE !

_____________________________________________________________

1.2. Hypothesis,Research Questiongnd Objectives

We hypothesise that DQ @JAR can beidentified by syntactically andsemantically
analysing them in order thighlight the prolbems found both before and after the
data/answers are enterefthe aim of this project is to design and develop a DQ
methodology and a generic Question Design Support (QuDeS) framewddARr

that contain structured and unstructured data. Moreover, wé¢oailamonstrate the
utility of the proposed methodology and framework by implementing an instantiation
of QuDeS for the identification of a particular DQ issuegirestion and answer
datasets. We aim for the methodology and the framework to provide sutpoet
guestionnaire designers, data brokers and data providers in improving the quality of

data before it is deployed into a data store system or used for data analysis.

The main researchquestions addressed in this thesisd the corresponding

objectives are illustrated in Table 1.

Table 1. Summary of research questions linked to research objectives

Research Questions Objectives
Wh a 't Adat a qual i|ldentify and analyse a kdyQ issues in
different stakeholders perspectives| QAR,  including for  example

the context 0QAR? What kinds o completeness,consistencgntradictions
DQ issues thy are affected by? Hoy accuacy, currency and timeliness, e
the fAmedi umod (t h|Usethe CDP as a case studipr
questiods format and presentatiol exploration and identification dhe key
affects the quality oflata supplied irl data quality issues.

QAR?

20



What are the main features to supp
identifying DQ issues iMQAR? What
is a key subset of DQ issues QAR?
What would be an appropriate
methodology to identify and monit(

those DQ issues?

Design and develop a data qual
methodology to analyseQAR and
identify DQ
stakeholders

issues, and

their

guid
in correctio
Specifically, design a methodology
aid the identificabn of questions tha
have multiple information request
making them potential source of answ

of lower quality.

How can QAR be linguistically
analysed to identify DQ issues? Wk
kinds of knowledge are necessary to
able to monitor DQ and to ideftiDQ
issues in combined rsictured ang
unstructured data?oF example, how
can we identify questions IQAR that
are potentially ambiguous or requirit

multiple answers.

Design and implement a framework tf
linguistically analyseQAR to identify
data aality issues automatically.

Evaluate the proposed DQ methodold
and the framework in the automa
identification processof one of the
frequent issues and identify the m4

contributing features.

1.3. Summary of ResearchContributions

This thesisprovides the following contributions to the area of DQ methodologies and

frameworks:

1. A set of frequent DQ problems for a specific type of reports, namely
QAR, has beenidentified and quantified through a case study analysis
that explored and highlighted common issuesThrough data analysisew

have identified that the design of questions is one of the primary safrces

21



DQ problemsin QAR. We have foll awed appiibathomt
from an indepth DQ analysis focusing on real life data throughaexgd the

CDP case study in particular. Moreover, we observe how questions had
changed ovetime and explorethe potential impact of this evolution on the

DQ issuesThe analysisreflected ondifferent sakeholders perspectives.

guestionnaire designermata providers and data brokers.

2. A generic DQ methodologyhas been designetbr addressingpossibleDQ
problems in QAR. Existing DQ methodologiesdo not providea quantified
analysis and validatioof DQ issuesln this project we have critically exanmed
the proposed methodology and evaluate it for one of the identified ig3usss
achieved through designing, implementingand evaluatingthe QuDeS
framewor k. An i nME®eOEe bhsibeemnQdbde s

on automatically identifyindFQs asone of the frequent DQ issues in QAR

3. Features used in the MFQ classification task that significantly contribute
to the prediction quality has been explored The main contributing
characterises (features) that can be used to assess the qualipstdrmaires
have been identifiedEvaluation and results analysisvealedwhich features
are key for improving accuracy. For example, question nestedness and

conditionality were identified as dominant.

1.4. Thesis Structure

Thethesis has been orgaadsintonine chapters (including the introduction). A brief
summary of each chapter is given below.

Chapter 2- Overview of Data Quality

This chapter provides an-otepth survey of DQ definitions, dimensions, methodologies,
framewoks and models in the étature A summary identifying the gaps and what is
missing in the existing DQ methodologies, models and frameworks in the literature is
presentedFinally, the adopted knowledge representation and management method in
this research is highlighted.
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Chapter 3- Automated Question Analysis and Classification

This chaptereviews some of the common text mining definition and techniques which
are used in the implementation part of this thesis. Atfmmon machine learning
algorithmsused forquestion classifidgon are discussedFinally, areview of Question
Answering (QA)systems is provided as well as thifferentiation between QA systems
andQAR is explained.

Chapter 4 - Research Methodology

This chapter presents an overview of the used research methad application in

the context of this research. summarise the commonapproaches used to study

DQ, highlighting the main disadvantages of eadthen, a description and
justification of the chosen research methodol@rggearch design3 provided along

with mappingof the design research method to this research comtexddition, he

chapter explains and justifies the use of case study as an integral part of the research

method.

Chapter 5- Case Study (CDP): Data Quality Analysis of QAR

This Chepterexplains structured and unstructured data in detail. Also, it expluges
Cabon Disclosure Pject (CDP) case study in detaproviding an overview othe
main stakeholders in the case studgd modelling CDP data workflow,and the
representationfdCDP QAR. The collected data set is describedi@tail Then the
chapterinvestigatesand quantifysome of the main DQ issues discovered by data
analysis One example of these issues is what weroduced asii M u-Facal
Questionso ( MF @a havewrulépte equiremgnts éhaittneed to be
provided by data providers. It has been observedtlimtype of question leads to

Al owd quality answers

23



Chapter 6- Design (Suggestion): The Proposed Solution for DQ Analysis of
QAR
In this chapter wintroducethe propose®Q Methodology folQAR, and present the

proposed Question Design Support (QuDeS) Framework in details.

Chapter 7- Development: Identification of Multi-Focal Questionan QAR

This chapter introduces the development ofirstance ofthe QuDeS framework,
QuDeSMFQ, to identify MFQs as a common source of DQ problen@AR. Two
proposed solutions for identifying MFQs are suggested question domain
independent profilingwhich relieson linguistic analysis for questionsdaguestion
classification using machine learning and +odsed classifiejs and qieston
domainrdependent profilingwhich exploit domain knowledge for question analysis
The two categories of features (languggeused features and questidiocused
features) are explained and extracted within the question dantkependent
profiling approachThe chaptealsoexplainsthe feature extractiomethods, and the
process oMFQ classificationThe question domaidependent profiling approach is
described dgether with the corresponding methotts generatea knowledge
representation model for the case study domexal, to calculate a likelihood of a

guestion being MFQ.

Chapter 8- Evaluation and Discussion

Chapter8 introduces thalataannotation and goldtandardused in this research.
Also, it presents theevaluation and analysis of the resuti§é the conducted
experiments on each of the approachssented in Bapter 7.The chapter
concludeswith an overall discussiorabout the development methods for ®@IF

identification.
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Chapter 9- Conclusion
This chapter provides a summary tbe achievements madduring the course of
research and discusses thsearch limitations. Finally, the open areas for future research

areoutlined
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Chapter 2

Overview of Data Quality

This chapter provides an -olepth survey of DQ definitions, dimensions,
methalologies, frameworks and modefs summary identifying the gaps and what is
missing in the existing DQ methodologies, models and frameworkisscsissd.
Finally, the adopted knowledge representation and management method in this

research is presented.

2.1 Data Quality

There has been a great deal of investigatiothenl i t er at ur e about A
diverse perspectives,including dimensions, charaetistics, methodologies,
frameworks, models and techniques. In this sectimndiscuss definitions alata

quality (DQ), the common DQ dimensiorand tke main DQ problemsA review of

DQ methodologies, frameworks, and modslpresented.

2.1.1 Definitions
The term data quality was widely adopted
which revealed that the concept of DQ is relafi@ [23] [31, 32]. Additionally,
different approaches to defil&) have been presented in the literature. For exampl
1 From the user/customer perspectiveDQ is a characteristic of data to meet
or exceed customexpectation$l0]; meetng specifications or requireents
[18]; a characteristic of data that are of high valugh&r userg10]; andthe
degree to whichnformation has content, form, and time characteristics which
give it value to specific endisers [3334].
T From The admi ni st r apgespedive ®Q dis thex per t s
"characteristic of data to meet functional, technical, cognitive, and aesthetic
requiranents of information procedures, administrators, consumers and

e X pe[tdf s o
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1 From an information system perspective DQ has been defined as
measure of the agreement between data views presented by an information

system and that same data in the reald&5].

I n this thesis we adopt the widely/ mo s t
use", giventhaiqu alyo i s not an assureptidnaurteed toche n c e p |
made aboutvhat aspects apply to a particular situatif86]. For DQ, it may be

necessary to take into account only specific attributes or dimensions with some

specific relevance, depending on the particular comteatparticular use

2.1.2 Dimensions

The quality of data depends on several asgéatsensions). Based on the corttek

data analysis (auditing) one or more of these aspects could create a DQ issue if found
missing in a datasetherefore, in order to obtain an accurate measure of the quality
of data, one has to choose which attributes to consider, and how much each on
contributes to the quality in totalhere isno universallyagreed definition existsf

dimensions and they depend on the confBx¢ most common DQ dimensions are:

1 Completenesgefers to the extent to which information is not missing and is
of sufficient breadth and depth for the task at hfi@ [32] [37, 38]. It
measures the depth and scope of information contained in thEl@hté is
defined as the degree to which a given data collection includes data

describing the corresponding set of re@lrld objectg24].

1 Accuracy refers to the extent to which data are correct, reliable, and free of
error [16] [24] [32]. Also, accurate data need to be consistent and correct;

data values are correct and vdB@].

1 Timeliness and Currencyrefer to theage of éta. They measure the extent
to which the information is sufficiently ufp-date for the task at harjdO]
[32]. Also, adata value is upo-date if it is current for a specific point in
time. It is outdated if it was current at some preceding tieténcorrect at a
later time[40].
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71 Consistencyrefers to the absent ebntradiction betweerhé datg36]. It is
oftenidentified by capturing the violation of semantic rules defined over a set
of data itemg24] [38].

1 Reliability depend on reputatiamistworthinesg14] [35] it is the degree to

which the user can trust the informati@9].

1 Relevancerefers to the extent to which information is applicable and helpful
for the task in hanfiL0] [32] [37].

1 Granularity refers to the correct level of dédtdnat attributes and data values
should be defined witf%0].

1 Value-added refers to the degree of benefit the use of the information
provides [29]. The extent to which data are beneficial and provides
advantages from their uge7].

1 Interpretability (e ase of interpretation) refers to the extent to which data
are in appropriate languages, symbols, and units, and the definitions are clear
[37].

1 Accessibility refers to the extent to which data are easily obtainable gat le
to collect[40], as well aghe extent to which data are available, or easily and
quickly retrievablg37].

In [7] Redman introduced a number of DQ issue types
T Il ssues associated with data Aviewso (

the data), such as relevance, and granylaritevel of detail.

1 Issues associated with data values, such as consistency, accuracy, currency

and completeness.

1 Issues associated with data presentation, such as the ease of interpretation and

appropriateness of data format.

1 Other issues, such asyacy, security and ownership and so forth.
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2.1.3 Methodologies

Several methodologies have been developed in the last few fgeassessing or
improving DQ. ADQ met hodol ogy i s fna set of guid
from the input of informatin concerning a given reality of interest, [and] define a
rational process of using the information to measure and improve the quality of data

of an organisation throughggivn phases and dd&li si on poi nt

Assessment and improvement activiiesDQ are interrelated because only when a

DQ measurement is availabldastpossible for techniques to be applied and priorities

to be established; thus, the boundary between them is vague. Measurement is used
when addressing the issueasitablishinghe values of a set of DQ dimensions in a
database. Assessment is used when measurements are compared to reference values
to enable a diagnosis of the quality of the dataf28)d26].

General purposanethodologies cover a wide spectrum of phases, dimesind
activities, while aspecial purposanethodology is focused on a specific activity,
domain or application domain. FiguBeshows the structure of a geakpurpose
methodology for DQ [26]

Regardless of whether a DQ methodology is developed forssmsat or
improvement, or it is designed for general or special purpose, it normally falls in one
of four common categorid24J:

1 Complete methodologiesconsider both the assessment and improvement
phases and address both technical and economic isstesples include
Complete Data Quality (CDQ) methodology and the Total Information
Quality Methodology (TIQM)41].

1 Audit methodologies focus on the assessment phase and provide limited
support to the improvement phase; examples are the Data QualityrAeséss
(DQA) methodology and a methodology for information quality assessment
(AIMQ) [42].
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1 Operational methodologies focus on the technical issues of both the
assessment and improvement phases but do not address economic issues.
Examples include the Totaldba Quality Methodology TDQM, the ISTAT
(Italian National Bureau of Census) methodology and the Data Warehouse
Quality (DWQ) methodolog43].

1 Economic methodologiesocus on the evaluation of costs; an example is the
CostEffect of Low Data Quality (CODQ) methodology44].

Inputs Outputs
1 Internal Databases and Flo 1 Activities andtechniques
1  External Sources 1 Controlled/ reengineered
I  Organisational structure an processes
rules 1 Optimal improvement proce
9  Processes and maero 1 Measure/improved databast
and flows

processes
I Data quality dimensions
I Budget

9 Costs and benefits

DQ
Methodology

Figure3: The structure of a gersd purpose methodology for DQ [26]

Common General Purpose Data Quality Methodologies

A summary of the most common general DQ methodoldgipsovided by focusing
on two parts:

1) A general @scription highlighting the focus of each methodology, and;

2) Themain goal of each methodology.

A. The Total Data Quality Methodology

This methodologyappears to béhe first general methodology published in the DQ
literature [45]. The Total Data Qualiy Methodology (TDQM) proposes the
Information Production Map (HMAP) model[10] [46]. The main goal is to support

the entire endo-end quality improvement process, from requirements analysis to

2 See http:www.istat.it/dati/pubbsci.contributi/Contr_anno2005.htm
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implementation.It consists of four phases that are combirtedimplement a
continuaus quality improvement procef34] [26]:
1. Definition: data analysis and DQ requirement analysis and process modelling

are defined.

2. Measurement: information quality metrics (criteria) are used to measure

quality dimensions and idefyt information quality problems.

3. Analysis: the data analysis is carried out in this phase in order to identify the
causes of errors and then a modelling process is conducted in the form of
actions needing to be performed to improve DQ.

4. Improvement: degn improvement solutions for data processes aittbsegn

processes if necessary by selecting suitable strategies and techniques.

This methodology shifted the focus of reengineering activities from efficiency to
effectiveness by eliminating discrepandietween the output of operating processes

andc u s t orageireraedts [24]

B. The Data Quality Assessment Methodology

The Data Quality Assessment (DQA) methodology provides the general principles
guiding the definition of DQ metrics, and aims to identife theneral quality
measurement principle$37]. The methodology makes a distinction between
subjective and objective quality metrics. Subjective metrics measure the perceptions,
needs and experiences of the stakeho|dende objective metrics are then skified

into taskindependent and taslependent categorieBhe formerassess the quality of
data without contextual knowledge of the application, while-tieggendent metrics

are defined for specific application contexts and include business rulesargomp
regulations and constraint37]. The methdology consists of three phases:
subjective and objective DQ measurement, comparisonjgmovement [24]

C. The Complete Data Quality Methodology
The Complete Data Quality (CDA) methodology sde® measuremdn and
improvement activities as being highly related to business processes and to the costs

of the organisation[26]. It provides support in selecting optimal quality
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improvement process that maximises benefits within given budget limits. Moreover,
it emphasises the initial requirement of an elicitation phase, whereas other
methodologies implicitly assume that contextual knowledge has previbegly
gathered and modelled [26The methodology is conceived to be at the same time
complete, flexible and simplto apply. Completeness is achieved by considering
techniques and toolstegratedn a framework that can be applied to both in&mad
inter-organisational contexts and to alpgs of datastructured, sermstructured and
unstructured. It is flexible,sathe methodology considers the user in the selection of
the most suitable techniques and tools within each phase and in any context. The
methodology consists of three phasestate reconstruction, assessment and

improvemen{24] [26].

Other speciapurpsse methodologies had been developed, such as the Canadian
Institute for Health Information (CIHI) Methodolodg47], the ISTAT Methodology

[26] [48] the Activity-based Measuring and Evaluating of Product Information
Quality (AMEQ) Methodology49], and theCOLDQ Methodology44].

In general DQ methodologies aim to find causes of errors. Some of a&imeno
design improement solutions for data (e BDQM and CDA methodologig¢sand/or
processes that produce the data (process redesign or process eapt@DLDQ
and ISTAT methodologigs

2.1.4 Frameworks and Models

More than twentyDQ frameworks and models have been proposed to investigate
different ways of constructing a structure and a classification and/or assessment
method for the various data andformation quality dimensions (critejialsee
Section 2.12). They share a number of characteristics and dimensions, discuss
conceptualising data and information quality identification, and exploring the
development of data and information quality mod&f. In this sectionyve review

five of the most common DQ frameworks, models and classibns proposed in
literature. A brief comparison of previous research in DQ methodologies and our
study is provided in Section 9.1.1. Also, details of paénts d similarity and a

comparison to our work is provided Appendix A
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A. Information Quality (IQ) Model

Naumann and Rolker (2000) proposed a new assessmented classification for
Information Quality (IQ) criteria. They noticed that most approaches gseg in

|l iterature to measure |1 Q | acked f@dAmethod:
quality scores initially. They identified three sources for 1Q scores, and thus three
information quality classes, each with a different set of possible dersseament

methodsIn general, the model proposes a way of assessing 1Q from subjective (such

as understandability), objective (such as cost and completeness) and query process
(such as response time) dimensions. However, the classification process and
resultig structure are very conceptual as a way for assessing quality scores and
classifying the various 1Q dimensions based on this classificafiorally, they
considered confidence measures for these methods. By confidence, they meant the
accuracy, durabilityand credibility of the individual assessment methddhe idea

behind their model is that the quality of information is influenced by three main
factors: the perception of theusérhe fAsubj ectiveo factor; t
Aobj ect i wethe pfoesx df accessingthe informatiothe predicate of a

query. These three factors were considered to be the main three sources for IQ
metadata. The three metadata sources correspond to three classes of assessment

methods for IQas shown in Tablg.

B. Framework for Evaluating the Quality of Data Models

In [17] Moody proposed an empirical evaluation for his conceptual data model
quality framework (see Figur®. His argument is that the quality factors alone are
not enough to ensure the qualitypractice, since different people will have different

i nterpretations of the same concept (t he
and depends o mpretatibneanduneesls 6f squalityHe suggested
considering the different dimensions guiality factors and their quality metrics and
weightings respectively, then incorporating them with the needs of all involved
stakeholders as well as the improvement strategies (the techniques for improving the
quality of data models with respect to onenmore quality factors). All this should
present a complete qiure of the data model qualityfhe empirical evaluation
concluded that the most effective solution to the problem of evaluating the quality of
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data in general and data models specifically isil®/i n g

fisofto [

nf or mat

i on

(metrics,

a combinati on

subjective

They also suggested using a more quantitative measurement of quality. The study

resulted in approving only 3 out of 29 originally propdsquality metrics, such as

completeness, flexibility, etc.

Table 2 Summary of Naumann and Rolker's Model for 1Q [29]

IQ Classes 1Q assessment 1Q Criterion Assessment Method

classes
The User Subijective Criteria 1 Bélievability User experience
(the perception of the | An information 1 Interpretability User sampling
usersubjective) quality criterion is 1 Relevancy Continuous user
It is most important, subjective if only it 1  Reputation assessment
particularly in subjective| can be determined 1  Understandability
criteria such as from personal 9 Valueadded
understandability views, experience 1 Concise representatio

and background;

thus has no

objective globally

accepted score.
The Source Objective Criteria 1 Completmess 1 Continuous
(the information itself) | It can be 1 Reliability assessment
Information sources determined by 9 Timeliness Parsing
supply criterion scores | careful analysis; 1  Objectivity Sampling
voluntarily, sich as price thus sources of T Security Expert input
or involuntarily, such as| scores are the 1 Verifiability
completeness. They are| information itself. T Price
used as information 1 Documentation
quality scores because 1 Customer support
normally it provides
metadata.
The Query Process Process Criteria 1 Accuracy Sampling
(the process of accessir| It can be 1  Amount of data Cleansing
information) determined by the 1 Availability techniques
E.g. response time can | query processing, 91 Consistent Parsing
automatically be scores are actual representation Continuous
assesed without input | query processes. 9 Latency assessment

from the user or

information source.

They cannot be
fixed and may vary|
from query to

query.

Response time
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A Data Model Quality Evaluation Framework

Improvement strategies

y
I
| |

Quality Metrics

11

Technical Business
Dimensions Dimensions Stakeholders
For data admin: Completeness, Weightings
> Integration Integrity, Flexibility

and Understandability

For developer:
#  Implementability

For data analyst:
+ Correctness and
simplicity

Figure4: Summary for Moodyébés Data Madel Qual

C. Conceptual Framework for Data Quality Dimensions

In [16] Wang and Strong conducted an empirical study and proposed a conceptual
DQ framework that captures the aspects of DQ dimensions that are important to data
consumers, as shown in Figuse They conducted a twstage survey and a two

phase sorting study to develop a hierarchical framework for organising DQ
dimensions. Four main categories were suggested: intrinsic DQ (holding the data that
have quality in their own right), contextual DQ (holding the dimensions tleat a
required and must be considered within the context of the task at hand),
representational and accessibility DQ (holding the dimensions that emphasise the
importance of the role of systems). An empirical research method approach was used
for this researttt. The results of the study related positively with their argument that
high quality data should be intrinsically good, contextually appropriate for the task,
clearly represented and accessible to the user. One of the strong points of this
framework is tha quality attributes of data were collected from data consumers
instead of being defined theoretically or based on researchers' experience, such as the
Information Quality (IQ) Model described eatrlier.
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On the other hand, although they generalised theefrark for any and all data
consumers, the subjects in the study were not representative of the various data
consumer categories, as they surveyed only some end data consumers in limited
industrial sectors and some MBA students; thus, the study coverechitadli
spectrum in the data consumers and evaluation by practitioners. Moreover, it
represents another attempt to structure the category, particularly as using students as
subjects for research does not reflect the real world effectively, but is more like a
laboratory experiment [16]. The authors' argument that this framework can be
generalised for all and any data consumer may not be entirely accepted. In addition,
thetwost age survey conducted and oheemtepaos
classificatons for DQ); this is not sufficient to generalise a framework for application

in practice as they argued, since other aspects (such as the data source and the query
process dimensions) were not considered in their framework. Although Wang and
Strong used raempirical approach to design and develop the framework, there was

no attempt at practical testing DQ dimensions without considering the main problems

in real data residing in reéife data sources.
" Data Quality |
|
v ' v v

Intrinsic Contextual Representation Accessibility
Believability Value added Interpretability Accessibility
Accuracy Relevancy Representation Access
Objectivity Timeliness Consistency security

Reputation Completeness Concise
Amount of data .
Representation
Ease of
understanitg,

Figure5: Conceptual Framework for BQuality Dimension§l6]

D. Framework of Data Quality Dimensions in a Software Quality Model
The framework shown in Figu@presents a business perspective for assessing DQ;

i.e. it assesses DQ dimensions focusing on how data supports the bLigtheEke
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authors argue that the framework can be used as a complement to software
architecture analysis and evaluation in order to understand fully the complex nature
of DQ. Within the framework, the structure of the DQ dimensions was provided in a
software gality model, i.e. a tree structure where the components of each level are
defined in terms of its constituent compond@®]. The framework consists of three

main branches; each branch represents one dimension of the parent node. The three
branches arene system quality dimensions, the data model dimensions and the data
value dimensions. Various DQ dimensions are then structured under each branch as

shown in Figure.

The framework had been customised for an insurance company by weighting the
dimensionof DQ and by relating DQ to the effect it imposes on the business. It was
used for an assessment on an application that has two user interfaces. The assessment
showed that the users perceived the DQ differently for the two interfaces, although
they were ging the same datdihe assessment had been made on a large scale, for a

mediumsized enterprise.

The authors produced this framework to assess DQ dimensions with considering the
viewpoints of people who work in business. In order to identify the mgsbriant

DQ dimensions, e authors considered the usggse r specti ve as beir
They argue that usually users have proposals as to what needs to be done to improve
DQ or the processes that assure high DQ. Analytical techniques that mix software

tools with knowledge on the business need for data are good attempts; however, rules

for all occasions cannot be made and tested by a software tool. Systematic faults at
input are hard to identify for software tools, since the value could be correct, but the
actual data can be useless for the users and the business. Based on the above, they
asked the users, managers and developers to take part in defining the right grading

scale and prioritising the dimensions in order to obtain the business perspective on

DQ.
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Figure6: Framework of Data Quality Dimensions in a Software Qualibgdel T Business Perspective [22]
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E. The Product and Service Performance Model for Information Quality
PSP/1Q

The Product and Service Performance model for tharmation Quality (PSP/IQ)

[10] presented in Table8 is a twoeby-two conceptual model for describing
Information Quality (IQ). The columns capture two views of quality as conformance
to specification and exceeding consumer exceptions, and the rows ogypdlite

from its product and service aspects. The authors proposed integrating the IQ
dimensions with the model to provide the basis for IQ assessment and benchmarks.
They demonstrated the efficacy of the model in three lacgée healthcare

organisations

Through the model, they showed that producers and custodians favour the
conformance to specification definition of quality as it can usually be defined and
measured. Specifications are established to ensure products and services are free of
deficienciesthat may interfere with their use. On the other hand, exceeding the
consumer specifications definition of quality assumes that simply conforming to
specificity is inadequate, and the product or service must meet or exceed consumer
expectations; informatio must be useful to add value to the tasks of information
consumers. On the row level of the model, the product quality includes dimensions
related to product features; it involves accuracy, completeness and freedom from
errors. Service quality includesnadensions related to the service delivery process, as
well as addressing dimensions like ease of manipulation, security and added value of

the information consumers.

One of the strong points about this model is that it takes into account the perspectives
of most information quality stakeholders (information providers, custodians and
consumers). The model provides a basis for assessing how well organisations
develop sound and useful information products and deliver dependable and usable
information serviceso information consumers. Thaygue that their model provides a

way to compare information quality across organisations, and to develop IQ

benchmarks.

39



Table3: The Product and Service Performance Model for Information Quality PSP/IQ [10]

Conforms to specification Meet or exceed customer expectations

Product Sound Information Useful Information
Quality The characteristics of information Information supplied meet consumer tasl
supplied meet 1Q standards needs
Dimensions Dimensions
1 Concise representation 1 Appropriate amount
1 Completeess 1 Relevance
1 Consistent representation 1 Understandability
1 Free of error 1 Interpretability
1 Objectivity
Service Dependable Information Usable Information
Quality The process of converting data into The process of converting data into
information meeting standards information exceeding consumer needs
Dimensions Dimensions
1 Timeliness 1 Believability
1 Security 1 Accessibility
1 Ease of manipulation
1 Reputation
9 Value-added

2.1.5.Recommendations othe Application of DQ Methodologies

For nost DQ methodologies that have been proposed in the literétemnmle is to

guide the complex decisions to be mabieey need to be adapted to any application
domain which is not always straightforwardprocedure in practice. Interpreting a
methoalogy as an absolute set of guidelines that have to be applied as they are,
without critical examination, is one tife typicalerrors that angesigner or manager
could make [26] | t i's advised to use these met
single piece could be used and adapted in particular situations and according to
particular circumstages [26] In addition, in order for these methodologies to be
effective, they need to be used in connection with tools to autdimatassociated
steps, and there &clearlack of literature on the availability of robust DQ assistant

toolsthat couldsupportthese methodologies.
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Moreover, some of the previously described DQ methodologies are suitadpler
specific organisations or information products sucifiR®M. In addition, although

the methodologies aim to find causes of errors, they mainly focus on poroess
strategiesand suggest ralesigning the processes that produce datmw quality.

This is costly and timeonsuming. Further, the decision winer to apply a process
driven approach or not @ftenin thehands of the top management,nsanagerand
decision makers need to be involved for such an action to be approved, as it may

have a crucial effect on their overall business strategies anesjgesc

2.2 The CommonKADS Methodology for Knowledge Engineering

and Management

A variety of definitions has been given to knowledge, but generally it can be defined
as information with purpose [100]. The primary elements of knowledge are concepts
and thé relationships [101]. New knowledge is being constructed with the use of
new propositions between connected concepts with a linking relationship. This is
called a semantic unit [100]. Knowledge Representation (KR) is defined as the use of
formal represetations to transfer knowledge between at least two individuals [102].
Several KR approaches have been developed, including concept[108dK04],

mind maps [102][108.07] semantic networkgL08-111], ontologie$102][115117].

and Entity-Relationship (BR) diagramfl12-114]. In this projectfocus onone the

used KR approach which is CommonKADS method.

CommonKADS is one of the common techniques used to model knowledge with
multi-perspective modelling. It incorporates an obmi¢nted development process

and uses the Unified Modelling Language (UML) notations such as class diagrams,
usecase diagrams, activity diagrams and state diagrams [120] [122]. CommonKADS
also has its own graphical notations for task decomposition, inference structures and

domain sbhema generation [120].

The CommonKADS knowledge engineering methodology incorporates a suite of

models at its core, including: the organization model, the agent model, the task
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model and the knowledge model [118] [120,121]. These models support the
modeling of the organisation, the tasks that are performed, and the agents that are
responsible for carrying out the tasks, the knowledge itself, the means by which that
knowledge is communicated, and the design of the knowledge management system
[120, 121].

The knowledge model of CommonKADS which has three categories of knowledge
[118] [119, 120]:task knowledgehat describes the order of execution for the
reasoning (inference) stepsference knowledgéhat describes the reasoning step
(inference) perforrad using the domain knowledge ahé domain knowledgeself
including its properties, concepts, relations, and so on in the application domain. For
the purpose of this thesis context we focus on the domain knowledge of

CommonKADS, in particular we focum the concept notation and use.

Concepts are usually the starting point for modelling a domain [118]. A concept
describes a set of objects or instances which occur in the application domain and
which share similar characteristics [120]; thus, conceptsesponds to classes or
categories or objects in other approaches. A concept can be defined either by listing
all the objects that belong to it or by listing all common attributes shared by the
object(s) in that concept [120]. A reason to define "somgthes a separate/
independent concept and not as an object (or attribute) of another concept is that it
deserve to have its own "existence" independent of other concepts [118].

Overall, CommonKADS supports structured knowledge engineering techniques,
provides tools for corporate knowledge management and includes methods that
perform a detailed analysis of knowledge intensive tasks and processes [119].
CommonKADS has become the de facto standard for knowledge analysis and
modeling, as well as knowledgmatensive system developméntand it has been
adopted as a whole or has been partly incorporated in existing methods by many
major companies in Europe, as well as in the US and Japan, as well as used

extensively in European research projects [119].

% http://commonkads.org/
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2.3 Chaper Summary

This chapter presented a survey of DQ definitions, methodologies and frameworks.
Gapes and possible issues of each has been discussed. Finally the CommonKADS
methodology has been explained as the adopted knowledge presentation and
management ntieod in this research.
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Chapter 3

Automated Question Analysis and Classification

This chapter reviews some of the common text mining definition and techniques
which are used in the implementation part of this thesis. Also, common machine
learning algorithms used for question classificataomd their relevancy to this study
arediscussedFinally, a review of Question Answering (QA) systems is provided as
well as the differentiation between QA systems and QAR.

3.1 Overview of Text Mining

There has been notable work on the automatic analysis for questions and answers
where Data Mining (DM), Text Mining (TM) and Natural Language Processing
(NLP) approach(es) are used. Before we move further, ihportant to define TM,

DM terms and NLP as a related term to TM. In addition, define some of the main
tasks of TM such as Information Retrieval ([8}#] [66] and Information Extraction

(IE) [59] [64] [66]. Moreover, an overview of some of the main TM &askich as
Partof-Speech (PoS) tagging and Named Entity Recognition (NER) because it is
vital to recognise specific terms / entities and extracting their relationships when
needed as well as extracting useful and meaningful patterns in this project.context
Finally, a common terrweighting measure in IR systepmamely Inverse Document
Frequency i(if) is provided. Idf measure is used in this research to measure term
specificity/commonality in question (Section 7.2) as an integral part of the proposed

doman-dependent profiling approach (Section 6.2).
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Data Mining and Association Rules

DM is concerned essentially with the extraction of interesting patterns from (large)
structured databases [58]; i.e. it focuses on mining structured ldatgeneral,
assaiation rules are iffthen statements that help uncover relationships between
seemingly unrelated data. It is concerned witldihg frequent patterns, associations,
correlations, or causal structures among sets of items or objects in transaction
databaseseglational databases, anther information repositories [169].

Given a set of transactions, where each transaction is a set of items, an association
rule is an expression X>Y, where X and Y are sets of items. The intuitive meaning

of such a rule is tit transactions in the database which contain the items in Xdend
also contain the items in.Y An example of such a rule might be that 98% of
customers that purchase tires and auto access®@ebwal some automotive services
[170].

By analysing dat association rules are created for frequent if/then patterns using two

criteria namelysupportandconfidenceo identify the most important relationships.

For instancein the previous example the 98% is caltbé confidence of the rule
which indicatethe number of times the if/then statements have been found to be true
[170]. It denotes the percentage of transactions contaXiadnich contain also;

thus t is an estimabn of conditioned probabilitj169]. The support of the rul¥ =>

Y is the perentage of transactions that contain both X arjdA0]; in other wordsit

denotes the frequency of the rule within transactj69].

In data mining association rules are useful to aid analysing and predicting customer
behaviour, for instance they playvital role in analysinghoppingbasket data In

this project association rules are used within the proposed domo@pendent
approach (Section 6.1) to explore the dominant features for MFQ identification
(Section 8.1.2).

4 http://searchbusinessanalytics.techtarget.com/definition/associatimtesin-data-mining.
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Natural Language Processi(gLP)

NLP is a subfield of Artificial Intelligence (Al) and Linguistics [57is general aim

is to achieve a better understanding of text with the support of computers. It is
concerned with all the aspects atdges of analysing as well as examining spoken,
written or printed textual informatiof68, 59]. Although a difference between the
human and computer languages exists, state of the art technbladiances
produced by NLP have begun to close that gap [60]

Text Mining (TM)
TM is a multidisciplinary field involving various other sfields such as IR and IE

[61]. It is a relatively new area of computer science and hasgstronnections with

NLP and DM [62] It shares the same techniques with DM, althoigh a much

more complex task due to the unstructured fuzzy data level it operates with.
Formally, TM involves the automated discovery of new previously, unknown
information through an extraction process from various resources which contain data
in textualform by using automatic or serautomatic system1] [63]. These data

are characterized as unstructured and fuzzy since thegvai@able within natural
language text documents [64]M performs the extraction of hidden links among
various types of data which may teto the discovery of new knowledge [6A]so,

it connects together all the parts of the extracted information, hence creating new
facts, setting new hypotheses and reaching new conclusions, all of whidie can
explored in detail with further research [63]. This distilled knowledge is presented to
users in a coherent form [59]. A vast difference from the field of NLP is that NLP is
focused only in the understanding of the document as a whole whereas text isini

dealing with a specific problem in a specific domain [65]

Partof-Speech Tagging

PoS tagging is the process of marking up the words in a text as corresponding to a
particularpart of speechbased on both its definition, as well as its context
i.e.relationship with adjacent and related woirds phrase sentenceor paragraph

The most common set of tags widelgntainsnouns verbs adjectivesprepositions

adverbs and so forth [66]. To perform PoS tagging, there are a number of
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approaches that can be implemented as well as existing tools that support it, of which
Text Mining for Clementine is one.

Recognition of Termand Named Entities

NER (also known as entity extraction) has been an area of interest in NLP for many
years [58]. It is a subtask offormation extractionhat £eks to locate and classify
atomic elements in text into predefined categories such as the names of persons,
organisations, locations, expressions of times, quantities, monetary values,
percentages, etc. It identifies entities in structured and unstrdctizeuments
[65][67]. The main goal of NER is locating and classifying entities into predefined
categories of interest [57INER relies on that the process of extracting relationships

or other information of interesivhen they are represented in a consistent form,

should be quite easier if the entities are known [65].

Inverse Document Freqguen(idf)

Idf is a commonterm weightingmeasure of term specificittimportance) in IR
systems it is based on counting the nuerbof documents in the collection being
searched which contain (or arel@xed by) the term in question [171]

Previous research highlighted document frequency({ioé) number of documents in
a collection in which a term occurghd idf as efficient in imestigating similar
problems.Salton in [162] suggested an approach to use df to order terms in a
hierarchy and to use to determine term specificity; whereby the term of lower df was
selected to be more specific. Sparck Jones [163] conducted a similgr astdd
argued that specificity should be measured by df, where a less frequent term was
considered as more specific. She concluded that this way of determining term

specificity was useful for retrieval systems in the form of idf.

Similarly, in [164] Sandeson and Croft used df to determine term specificity for
building topic/concept hierarchies. Furthermore, Joho and Sanderson in [165]
investigated the relationship between df and term specificity; i.e. how much

information a term provides (common or rageass all documents).They concluded

that the frequent assumption of df repre
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very specific levels (in a concepts hierarchy) where the majority of vocabulary are

covered.

3.1.1 Text Mining in SPSS Modeler

In this project we are using SPSS Modelas the implementation platform. Text
Mining for SPSS Modeler is a fully integrated aold for SPSS Modeler. It uses
advanced linguistic technologies and NLP to process unstructured text data and
extract and organisine key concepts. Furthermore, it can group these concepts into
categories. SPSS Modeler is delivered with a set of linguistic resources, such as
dictionaries for terms and synonyms, libraries and templates Fas8jher details

about how Ext Mining for SPSS Modeler has been used in this project can be found

in AppendixB.

Text mining in SPSS Modeler methodology supports CRI®&P[69] which enables
analysts to focus on business problems. It enables merging structured and
unstructured datduring the CRISHDM process. Also, it offers a robust environment

for concept extraction, category model building, cluster exploration in addition to an
independent text mining editor to findune linguistic resource templates and
libraries [68] Furthermore, it uses proven combination of NLP techniques and
predictive analysis to extract meaningful information from unstructured data. It relies
on linguisticbased text analysigurtherdetails about CRISBPM process for SPSS
Modeler can bedund in AppendixB.

3.2 Question Classification

Question classification is considered a crucial process in question processing for
various applications, mainly faQuestion Answer (QA¥ystems [5, 6{Section 33),

and is considered of vital importance serve query generation and answer
extraction; thus, improving the efficiency and accuracy of the overall QA systems
[89]. In a typical QA system, a question classification process analyses a given

5 http://www -03.ibmcom/software/products/en/spssnodeler
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guestion to determine its type; i.e., question asks for a person, location, product, etc.;
or for definition, descption, reason, etc. [6]; or determines the focus of the question
[7]. In the context of QA systems evaluation, the answer type and cardinality were
used to determine the mber of expected answers to be returned for a set of
questions using deep linguistic analysis of questions and answers [8]. On the other
hand, andn the interest of this thesis, questions classification is used to identify
MFQs in order to support the identification of potential searof problems within

QAR.

Existing classification of questions approaches can be divided into two groaps:
classification based on hawdafted rules[84, 85][90-92], and classification using
machine learning6, 87] [93-95]. A review machine learning can be found172].

Although the thesis aim is no¢lated to QA systems, related research to questions
classifications techniques using machine learning is reviewed in the following

sections to contextualise our study.
3.2.1 Machine Learning

In[173] Kot si ant i s upsantsadtneachine ldaming isficenoed with the
search for algorithms that reason from externally supplied instances to produce
general hypotheses, which then make predictions about future ingtaimcesher

words, thetarget of supervised learning is to build @ompact model of the
distribution of class labels in terms of predictor features. The resulting classifier
(mapping fromunlabelledinstances to classes)then used to assign class labels to

the testing instances where the values of the predictor features are known, but the
value of the class label is unknowWh73]. Every instance in any dataset used by
machine learning algorithms is represented using the same set of features. The

features may be continuous, categorical or biffarg].

In the classification proceskée choice ofvhich specific learning algorithm to use is
a critical step. Oncéhe initial testing isfound to be satisfactory, the classifier is
available forrepeateduse[173]. The <cl assi fierds evaluati ol
prediction (classification) accuracyi,e. the proportion of the correctly classified

guestions among all test questions [86].
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A commonapproachfor comparing supervisethachine learninglgorithms is to
perform statistical comparisons of the accuracies of trained classifiers on specific

datasets.In this study we followed this approach (see Sections 7.1.4 and 8.1.2).

Three machine learning algorithms are commonly used for question classification:
Support Vector Machine (SVM), Decision Tree (DT) and Baysian Network (BN).
The remainder of thisection present each of these algorithms in more details,
followed by a comparison of their performance. Lastly, a review of previous research

in question classification using machine learning is provided.

Support Vector Machine

The Support Vector MachingSVM) is a stateof-the-art classification method
introduced in 1992 by Boser, Guyon, and Vapmk[174]. SVMs belong to the
gereral category of kernel methofls75]. They are a class of algorithms for pattern
analysis, the general types of pattern asialys to find and study general types of
relations in datasets, such as classifications and correl§lidby Kernal methods
have two advantages: First, the ability to generate nonlinear decision boundaries
using methods designed for linear classifi&@econd, the use of kernel functions
allows the user to apply a classifier to data that have no obviousdixezhsional
vector space representation. When training an S&¥Nymber of decisionseed to
be made, includinghow to pre-processthe data, whakernel to use, and finally,
setting the parameters of the SVM and the ketdeinformed choices may result in

severely reduced performand& 6].

Threepopular kernels are used with SVM: polynomial, Radial Basis Function (RBF)
and linear A polynomial lernel represent thesimilarity of training samples in a
feature space ov@olynomialof the original variables; thus provide learning of hon
linear models. Ideally, it looks not only thet given features of the input set to
determine their similarity, lualso combination of therfil77]. The idea ofRBF
derives from the theory of function approximation, it performs vesil at
interpolation. RBF consists of twlayer feedforward networks, the hidden nodes

implement a set of radial basis functions (e.gu&ian functiorf}, and theoutput

8 http://pages.cs.wisc.edu/~matthewb/pages/notes/pdf/svms/RBFKernel.pdf
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nodes implement linear summation functions asiMalti-Layer PerceptronLP)
[178]. RBF training is divided into two stages: first the weights from the input to
hidden layer are determined, and then the weights frarhidden to output layer
[179-181],the linear kernel is a special case of HB82].

In related work SVM achieved high performance in text categorisation, [&6,in

97], as well as in question classification. In this project, we have chosen SVM for
guestions classification motivated by the fact that it consistently outperformed other
machinelearnirg techniques in text classification in general [98hd question
classification specifically[86, 87] [95] [99] Moreover, in comparison with
conventional text classificatn methods, SVM has proved to be robust, eliminating
the need for expensive parameter tuning.[97]

Decision Tee

The DecisionTree (DT) is a logical machine learning algorithrA. DT classifies
instances by sorting them based on feature values. Each nod@Timepresents a
feature in an instare to be classified, and each branch represents a value that the
node can assume. Instances are classified starting at the root node ahthasmte

on their feature values [173]The DT uses conditieaction rules, or similar
knowledge structures. Theni@mance element sorts instances down the branches of
the decision tree or finds the first rule whose conditions match the instance, typically
using an ahlor-none match process. Information about classes or predictions are
stored in the action sides dfet rules or the leaves of the tree. Usually carry out a
greedy search is carried out through the space of DTs or rule sets, typically using a
statistical evaluation function to select attributes for incorparatioto the

knowledge structure [183].

The mast commonalgorithm in the literature for buildin®Ts is the C4.5 [184]
Previous researchhows that C4.5 has a very good caomaltion of error rate and
speed [185]n general one of the strong characteristics about DTs is their
comprehensibility.DTs ae easy to understand by people wdy a decision tree
classifies an instance as belonging to a specific ¢lia&3. Decision trees tend to

perform better when dealing witlategorical featurdd.73].
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Bayesian Network

TheBayesian Network (BN) is a grajll model for probability relationships among
a set of feature®\ BN structureis aDirected Acyclic Gaph (DAG) and the nodes in
that structureare in oneglo-one correspondence withe featuresThe arcs represent
casual influences among the featuresilevthe lack of possible arcs ithe BN
structureencodes conditional independencigkso, a feature (node) is conditionally
independent from its nedescendants given its parefitz3].

Typically, the task of learning BN can be divided into two sulsks: first, the
learning of the DAG structure of the network, ssetondthe determination of its
parameters. Probabilistic parameters are encoded into a set of tables, one for each
variable, in the form of local conditional distributions of a variablegiits parents.
Given the independences encoded into the network, the joint distribution can be
reconstructed by simply multiplying these tables. Within the general framework of
inducing BNs, there are two scenarios: known structure and unknown structure
[173]. The most interestingharacteristiof BNs, compared t®Ts, is that it takes

into account prior information about a given problem, in terms of structural
relationships among its featuredthough BNs haveemarkable power, thesuffer

from theconputational difficulty of exploring a previously unknown netw¢ik'3].
Additionally, BN classifiers are not suitable for datasets with many featthes
reason for this is that trying to construct a very large network is simply not feasible
in terms of tne and spacfl86]. One last problenms that before the induction, the

numerical features need to be discretized in most ¢4g8k

Discussiorand Comparison

Previous research show tHa¥Ms tend to perform much better when dealing with
multi-dimensionsand continuous featur¢d6] [181]. On the other handTstend to
perform better when dealing with categorical featy4]. SVMs, achieve its
highest prediction accuracysing large datasetd81] whereasBN may need a
relatively small datas¢185, 1&].

Most DT algorithms cannot perform well with problems that require diagonal

partitioning. The division of the instance space is orthogonal to the axis of one

52



variable and parallel to all other axgs3] [185] Therefore, the resulting regions
after patitioning are all hyperectangles. The SVMs perform well when
multicollinearity is present and a nonlinear relationship exists between the input and
output featuref96, 97] [185]

BN requires little storage space during both the training and classificsitges: the
very stict minimum of memory is needed to store the prior and conditional
probabilities[179]. Also, BN is usually robust to missing values since these are
simply ignored in computing probabilities and hence have no impact on the final
dedsion[179] [185]

DTsandBNs generally have different operational profiles, when one is very accurate
the other is not and vice versa. On titeer handDTs and SVMshave a similar
operational profileOverall, ro single learning algorithm can uniformbutperform
other algorithms over all datasef&73]. Table 4 illustrates a comparison of
performance between SVM, DT and BN.

Table4: Comparinghree machinéearning algorithms (**** stars represent the best and * star the
worst performanceL 73]

DT BN SVM
Accuracy in general b * ook
Speed of learning with respect to number of| *** Fekk *
attributes and the number of instances
Speed of Classification ik ok Kk
Tolerance to missing values il ok o
Tolerance to irrelevant attributes Frx ok *kkk
Tolerance to redundant attributes ** * *kk
Tolerance to highly interdependent *x * Hxx
attributes (e.g. parity problems)
Dealing with discrete/binary/continuous | **** ***(not **(not
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attributes continuous) | discrete)
Tolerance to noise ok ok o
Dealing with danger of overfitting *x ok *k
Attempts for incremental learning *x okkk *k
Explanation ability/transparency of ok Rk *
knowledge/classifications
Model parameter handling i Hohokk *

3.2.2. Question Classification Using MachinelL earning

In related work in [86], the authors compared five macleaening algorithms:
Nearest Neighbors (NN); Naive Bayes (NB); Decision Tree (DT); Sparse Network of
Winnows (SNoW); and SVM to present automatic English questions classification.
Two kinds of feattes were selected: Bag-words and Bagf-n-grams. They
considered opedomain factual questions and followed the vk@lbwn TREC (Text
Retrieval Conference) taxonomy of question classes proposed inTfgSJobtained
result showed that SVM outperformed the other four algorithms using stiefdce
features only. In addition, the authors proposed the use of a kernel function, called
“tree kernel", to enable SVM to take advantage of syntactic structures of questions,
and classification accuracy rate reached 90%. Although the paper showed that
syntactic struttres are really helpful to question classification, the authors did not
exploit any semantic knowledge of questions classification, leaving it for future work

in addition to investigating other machitearning algorithms.

Hacioglu and Wardn [89] performed opewlomain English questions classification
using SVM, which selects the features of words, includiggaln, 2gram, 3-gram

and named entity. Then, they compared their approach with related work that uses
relatively complex syntactic/semantic processing to create features for questions

classification. The classification accuracy rate reached 80.2%
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In [95] the authors deonstrated the classification of opended questions using
SVM, with the aim of achieving accurate classification, which, in turn, leads to more
appropriate responses from QA systems; thus, leading to better human/computer
interaction. The classifier yigéd some poor results, which the authors argued are
due to ambiguous terms appearing in some classifications, where the accuracy rate
was 50%. Better results were obtained in classes containing keywords that were
uncommon in the other categories, where lighest accuracy rate reached was
92.9%. They concluded that propettgined SVM is able to achieve the task
accurately; however, common/ambiguous keywords that appear frequently across

question classifications result in lowered accuracy.

In [88] Xiao-ming and Liproposed a method for question classification based on
extracting question focus. The authors defined the question focus as the unity of
guestion type and conterAlthough they claim that their method can be applied to
any language, the study was demonstrated using the Chinese language only. They
proposed an automaticalbpnstructed question taxonomy supported by domain
ontology, instead of using the wédhown TREC taxonomy. They argue that the
categories in TREC suffer from different human understanding because the
categories are haratafted. Furthermore, Chinese question classification has no
uniform category standard. Automaticafignerated multilayered eagories
according to frequency question set were constructed. The generated categories were
divided into three | evel s, and only one
level has been exploited in that study. The authors useebaskd methods to
extract question focus, and then applied statistical methods in implementing and
evaluating the proposed method of classification. The proposed classifier using
guestion focus was implemented in a practical QA system in the restricted domain of
computer falts diagnoses, and they manually selected ~6700 questions for their

experiment. The overall precision for classification reached 70.92%.

Loni et al. n [87] developed a learniFgased, featurdriven question classifier
using SVM. The classifier tries fwedict the entity type of possible (factual) answers
to a given question. The authors investigated the combination of lexical (unigram,
bigram, Whwords and worgphrases), syntactic (tagged unigram and headwords)

and semantic features (related word g@md head hypernyms) to improve the
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classification accuracy. The classifier accuracy was measured using TREC taxonomy
of question classes proposed in [93]. The accuracy rate reached 89%, increasing to
93.6% by introducing the concept of weighted combamatf features on question

data.
3.2.3. Question Classification Using #rid Approach

In general, rachinelearning techniques have proved to be better and more efficient
than using handrafted rules, since the latter requires extensive effort and usually
suffers from poor portability. Machidearning techniques overcome these issues,
especially Support Vector Machine (SVM), as they have been used successfully in a
number of benchmark problems and achieve high performance and more accurate
guestion classitation [86, 87] [89] [95] Recent research results have shown that
using a combination of machine learning and -hdsed techniques could combine

the advantages of both [88NVe believe that, in some cases, embedding-beaited

rules with machine learninghybrid approach)could achieve better results and
enable the extraction of more representative features from text; this inguiolve

the accuracy of the questionkssification process overall. For the context of this

project hybrid approach has been used.

3.3.Question Answering Systems

In IR and NLP, QA is the task of automatically answering a question posted in a
natural languageln the process of finding a relevant answer to a question, a QA
computer program may use either a-gpireictureddatabas®r a collection of natural
language documents taxt corpussuch as theNorld Wide Webor some local
collection). QA concerns with developing computer systems capable of answering
questions automatically open domain answering questions [70]. Hirshman and
Gaizauskas (2001) also defined a QA system as a system that allows theaskex to
guestion in everyday language and receive an answer quickly and precisely, with

sufficient context to validate the answer.

Much research had been done in the area of QA. One of the most attractive,

challenging and strong points about question arisgesystems is that they
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encompass psychology, philosophy, linguistics, education, computer and library
science [71]thus stimulating the interchange of ideas between researchers in diverse
research areas such asmUR and Al and assisting them to benefit from knowledge

acquired in other disciplines [72]. For instance, philosophy and psychology provide

insights into modelling the question answering progé3s74].
QA systems have two main categories:

1 Open domain question answering systedeal with questions about nearly
anything, and can only rely on general ontologies and world knowledge. They
usually have much more data available from which to extract the answer
[70][72][75]. An example is AnswerBus [76]

1 Closed domain question answering systems deal with questions under a
specific or restricted domain (such as transpamatiourism, medicine etc.),
and can also use a closed document collection restricted in size and subject
[72]. The task of these systems can be seen as being easier because NLP
systems can exploit domaspecific knowledge frequently formalised in
ontologies[77, 78]. Example systems include as BASEBALL [79], LUNAR
[80, 81] and Bell Canada [82, 83].

Although QA systems are the only type of question anagéhat had been explored

in the literature, here we focus on investigating DQ problems within (IR is
explainedin Section4.2) which is different than the above defined QA systems.
Thus, in contrast to the definition of QA systems, QAR are neithéevaloped
computer system that is capable of answering questions automatically (allowing a
user to ask a question and receive an answer quickly and precisely with sufficient
context), nor concerned with searching a set of free text documents to find the
relevant answers; rather, the answers are submitted by the participants after
providing their responses to the questionnaire, and we aim to explore the QAR and to
discover the types of quality problems within the questions or answers that can act as

potental sources of low quality data to enter a data store(s) at the end.
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Since we focus on investigating DQ witfQAR, and the case study mainly focuses
on financialandnoh i nanci al data that measure the

we classify the QAR wter the closed domain category.

3.4. Chapter Summary

This chapter provided review for text mining definition and some of its techniques.
Also, a review ofxisting question classification research including with the common
used machine learning algthins are discussedh addition, a review of Question
Answering (QA) systems is provided, and the differentiation between QA systems and

QAR is explained.
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Chapter 4
Research Methodology

This chapter outlines the research methodology vi@tb in this thesisFirst,
Structured and unstructured data is illustrated in Section 4.1. Then, a declaration of
what are Question and Answer Reports (QAR) is provided in SectioAld@® we
summarise the approaches used to study DQ, highlightingrifaeir disadvantages

in Section 43. Then, a description and justification of the chosen research
metlodology is provided in Section.44 demonstrating its mapping to our project
context, along with summarising the developments presented in the restloddise t

The chaptethenexplains and justifies the use of case study as an integral phe of
research method in Sectiorb4Finally, a summary for the chapter is provided i

4.1 Structured vs. Unstructured Data

Structured data are data that eepresented in tables, rows, columns, attributes, and
so forth (see Figur@), and where the meaning of each attributes and its values etc.
are well defined and wambiguous; i.e. the meaning is explicitly clear. They are
made up of data types that aregated; i.e. the same data types are found in almost
every transaction, even in those with values that are different. They are usually
disciplined, weHlbehaved, predictable and repeatable. In general, numeric and
demographic data such as name, age, gemdetact information and addresses
formulate structured data. Although text can be found in structured data, they serve
mainly to identify and describe some numeric data. Therefore, numbers are the heart

of structured data and they are used extensiveipatysis [27].

Unstructured data are data that have no specific format and no structure or
repeatability and the meaning is typica
anything nortextual (images, colours, sounds and shapes). Unstructured textual dat

(the focus of this project) are found innwils, reports, contracts, documents,

medical records and so forth (see Figgikg~urthermore, they are mainly widespread
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and distributive with so many variations that they are hard to classify. They are also
of an unpredictable nature and can mean different things in different contexts; i.e., in
one place they can have one set of characteristics and in another place, a completely
different set. Because of this, coupled with the complexity of the languageeityis

difficult to generalise a way of approaching unstructured textual2/ak&1].

Normally, structured data are mostly shaped by numbers and transactions and can be
found in either a spread es#t or a relational database that organises the data into
rows and columns; this make its analytical processing less challenging than that of
unstructured textual data [51]. On the other hand, there are number of challenges to
be faced in the analysis ofistructured data, such as the difficulty of physical access
(stored in a variety of formats), terminology (people call the same thing different),
thevariety and ambiguity of languages, the volume of data (they can be found with a

vast amount of text), pdifficulty of searching [27].

A B c D E F G H J
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NORTHEAST 25563 25336 09%| 26785 26,583 0.8 43 47
NEW ENGLAND 7.017 6,955 0.9 7.318 7.252 093 47 46
CONMECTICUT 1891 1673 [ 1777 1753 1452 42 44
Eridgeport-Stamford-Marwalk CT 433 436 03 451 484 153 28 23
Hartford-West Hartford-East Hartford T 626 620 072 &00 582 145 43 45
Mew Haven-Milford ST aat ara 043 423 417 13m 45 47
TAZINE 616 613 043 682 675 1054 44 44
Fortland-South Portland-Biddeford ME 266 264 04 284 280 1 34 36
MASSACHUSETTS 3,265 3252 3 3237 3225 0.3 53 48
Erarnstable Town Ma 6 £ 0.2 1is 116 083 57 44
Eioston-Cambridge-Guincy MA-MH 2434 2407 L 2,280 2265 072 48 45
Springfield M, 238 292 123 334 334 00z 56 652
Warsester Ma 333 227 195 273 377 0.3 57 62
MEW HAMPSHIRE 642 633 052 7 703 1054 37 24
Manchester-hlashua H 202 208 06 221 21 1] a7 28
RHODE ISLAND 436 431 105 55+ 545 1754 44 52
Providence-hlew Bledford-Fall River RIMA 723 7 093 a2+ 815 125 52 56
WERMONT 308 307 02 343 347 04 33 36
MIDOLE ATLANTIC 18,545 18,381 09x| 19467 13331 07x 4z 48
MEW JERSEY 4,085 4,066 043 4334 4289 [ 41 47
Arlantic Ciy MJ 151 153 3 [E] 132 0.5 56 55
Ocean City 1 45 [ 23 56 55 202 53 13
Trentan-Ewing hJ 248 241 23 135 131 22 8 41
EW YORK 8671 8577 L 3,078 9,036 (123 44 47
Albany-Schenectady-Tray Y 447 447 [ 436 440 105 B 38
Buifalo-hliagara Falls My 550 546 04 553 555 04 47 51
Hew York-hio. hlew Jersey-Long Island hY-hlJ-P 2 501 8413 11 880 8513 07 43 43
Foughkeepsie-Newburgh-Middlerown My 253 255 13 3l 34 [ EE] 38
Fiochester MY 515 5id 0.2 505 511 -3¢ 45 45
Syracuse MY 322 321 043 313 36 0.8 45 47

Figure7: Example of Structured Data
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ANNOUNCEMENT FOR STUDENT SERVICES CONTRACT
FOR STUDENTS OR RECENT GRADUATES
U.S. Environmental Protection Agency
Office of Research and Development
National Exposure Research Laboratory

RFQ-RT-11-00084

The Environmental Sciences Division, 944 E. Harmon Ave., Las Vegas, NV. of the National
Exposure Research Laboratory (NERL), Office of Research and Development (ORD) at the U.S.
Environmental Protection Agency (EPA) is seeking a Masters in Science student(s) to provide
services under a contractual agreement to serve on a research group in environmental geophysics.
The work will include the use of geophysical methods in characterizing and monitoring oil spills
or leaks in the environment. This work will include laboratory and field work and require travel.

The student contractor must be enrolled in and have completed one year of a M.S. program of
study in geology, geophysics, environmental science, or geosciences at an accredited
college/university, or have graduated within the last 12 months at the time of contract start. The
student must be familiar with basic laboratory and field health and safety.

The contract is projected to begin on or around May/June 2011. The initial contract will be for
12 months, not to exceed 1739 hours, with two 1-year option periods, also not to exceed 1739
hours each. Tt is anticipated that the student contractor will work up to 40 hours per week during
the contracted year. The majority of the work will be Monday through Friday between the hours
of 8:00 am to 5:00 pm. The duty location is at Oklahoma State University, Stillwater, OK.
Stanley Paxton (spaxton@usgs.gov) of the U.S. Geological Survey is co-located with Oklahoma
State University and will serve as a co-mentor. The EPA co-mentor, Dale Werkema, will be
located at Las Vegas, Nevada. Work will be performed in both the laboratory and field and will
require travel.

The hourly rate is commensurate with the minimum required level of education and experience,
as follows: $25.87 per hour for a M.S. student with 1 year of graduate school completed at the
time the contract starts. The listed rate is for the 2011 calendar year. Student contractors will be
paid the basic hourly rate only for the number of hours worked and do not receive overtime
premium for any hours worked beyond a 40-hour week. Student contractors do not accrue leave
or holiday benefits and are not paid for any non-work days, regardless of the reason. Federal,
State, Local, and Social Security taxes will not be withheld; student contractors are responsible
for reporting income to authorities and paying all taxes.

The student contractor is responsible for all costs of transportation to and from the principal duty
station location. EPA does not provide housing, meals or other living expenses while working at
the principal duty station. If performance of the contract requires overnight travel, the
student/recent graduate contractor will travel under the rules and procedures established for
Federal employee travel. Candidates must be enrolled in a M.S. program from a recognized
educational institution and completed one year of study at the time the contract starts.

Figure8: Example of Unstructured Textual Data

4.2.Question and Answer Reports QAR)

In a typical enterprise, around 20% of the data that exists is well formed (e.g.
residing in relational databases or legacy mainframe transactional systems). The
remaining 80% of thelata that exists often has no structure and lives in files rather
than being in an organised database.[®Xfje sirvey shows that around 85% of all
business information exists as unstructured data in the foramaiils, reports, user

groups, letters, chats, etc. [51].

Enterprises are increasingly interested in accessing unstructured data and integrating
them withstructured data, since handling structured and unstructured data as distinct
information entities often results in decision management failure T2¥$ can be

due to structured data typically representing the basic, core knowledge that is heavily

used for analytical purposes, while at the same time, in most organisations the
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majority of data and information reside an unstructured format. Organisations are
becoming aware that if the structured data hold the valuable basic factual data, the
unstructured data hold the intellectual capital. Therefore they are aware that they
have an excellent opportunity to make bettecisions when they incorporate
unstructured data into the decisioraking process, as the combined access to
integrated structured and unstructured data should produce real power, add
significant value and provide an organisation with true insights, ghaducing better

business opportunities and more robust business manag@mht, 52].

One example of bringing structured and unstructured data together in one place is
Aintegrated reportingo. Il ntegrated repor
O r g a n issstaategyp godernance and financial performance and the social,
environmental and economic context within which it operates. By reinforcing these
connections, Integrated Reporting can help business to take more sustainable
decisions and enable investoradaother stakeholders to understand how an
organization is really performidgThus, an integrated report provides readers with a
complete picture of how an organisation is performing by includingfinancial
information on environmental, social and goance performance together with
financial information. It provides a wider context for performance data, clarifies how
sustainability fits into operations or a business, and may help embed sustainability

into company decision making.

The development ohtegrated reporting is being driven by the failures of the current
financial and sustainability reporting frameworks accurately to reflect an
organi sationds full spectrum of risks, i
management practice whosesaming is not yet well defined [53, 54}s yet, no
institutionally recognised framework exists, although the International Integrated
Reporting Committee (IIRChas beemworking on developing the first draft of one,

and it aims to issue guidelines on good practice in integrated rep¢ii®7g

Similarly, there is no global set of standards for measuring and reporting en non
financial performance, although important work thegen done and the practice of

integrated reporting is very much a work in progress [55, 56].

7 See http:/fwww.theiirc.org/.
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As the above definition of integrated reporting states, what make these reports vital is
that they serve two key stakeholders above others: primarily, thearvegto need

to understand relative corporate performance in order to make their investments, and
secondarily, corporations themselves (data providers), who can take advantage of the
reporting process to understand their own strengths and weaknessesPusdtlier
regulation exists to ensure that the information is sufficient for its purpose, and
accurate, while accounting conventions are intended to ensure that the information is

usable.

The Carbon Disclosure Project (CDP) (s®ection 5.1) is one exampleof an
organi sation that produces this sort of
systemo; which takes form of QAR. These
answers; i.e. the reporting system provides adpstgned questionnaire to a number
ofparticipants (data providers). Then, t h
what each question means, and specify the required information in order to provide

an answer that is as relevant as possible to each question. At the end, these answers

(pat i ci pants®6 responses) as wel |l as all t

data store(s) for further analysis and processing (e.g. by data brokers).

In this project, we are focusing on identifying and monitoring DQ problems in QAR.

An example of how AR looks is shown in Figure ib Chapter 1

Many DQ issues are involved in the process of mining QAR, in which structured and
unstructured data reside together. The DQ problems in QAR are aggregated to
combine DQ problems involved in structuredtadand unstructured data coupled

with problems resulting from the references between them, as well as problems

resulting from the medium and the data input data space/answer area used.

In general, some of the most common DQ problems to be found in thextont

QAR include incompleteness, inaccuracy, incorrect, and inconsistency, among
others. The main sources of such DQ problems are schema level problems and
instance level problems; i.e., problems on the attribute level, record level and source
level. Gemral examples of these are data item errors, such as kegatg entry-

errors, selecting errors, formatting errors, extra and unwanted data errors, numeric
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errors, combinational errors such as duplications and problems of relevance between

structured ad unstructured data, and data source problems.

4.3. Approachesto Studying Data Quality

Studies on DQ have followed three main approadhé$ intuitive, theoreticabnd

empirical.

Intuitive Approach

With this approach, the selection of DQ attrémifor any particular study is based on

the researchersdo experience and their un
advantage of this approach is that each study can select attributes that are intrinsic to

a data product. Although most researchsfall this category[16], this approach
suffers from its focus on a small set of

may not necessarily reflect quality needs in the real Waag

Theoretical approach

This approach focuses on how data may becataécient during the data
Amanufacturingo process. Few examples ha
the literaturd16]. The main advantage of this approach is its potential for providing

a comprehensive set of DQ attributes that are intrinsicdataproduct. On the other

hand, this approach share with other approaches the same common disadvantages
explainedat the end of this section

Empirical Approach

This approach captures the DQ attributes that are important to data conflL6hers

It analyses data collected from them to determine key characteristics they use to
assess whether data are fit for use in their tasks. However, applications of this
approach for research on DQ have been virtually absdhtiiterature. In addition

to capturingh e consumersdé Vvoi ce, the main adva
would reveal DQ characteristics that researchers had not previously considered as
part of DQ metrics/dimensions. On the other hand, the main disadvantage of this
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approach is that the acaary or completeness of results cannot be adequately proven
[16].

The above approaches have some common disadvantages including [16]:

1 None of the studies following any of them have empirically collected DQ
attributes from data consumers.

1 The approaches€us on the product in terms dévelopmentharacteristics
instead ofuse characteristics; thus, it fails to capture the voice of the
consumer.

{1 Evaluations of each approach have shown that it is not an adequate basis for
improving DQ.

Due to the clearidadvantages of the standard approaches described above and the
nature of this project context, an alternative research methodology was chosen and
explained in the following section.

4.4. The Design Research Method

Design research is a set of analytitethniques and perspectives for performing
research on information systems. It involves the analysis of the use and performance

of designed artefacts (such as computer interfaces and system design methodologies)

to understand, explain and improve the banavof aspects of information systems

[123]. Design research holds both @Ai magina
cannot be simply empirical because Atypi
understand are rarely able to articulate their needss Trvolves an act of
imagination because the researcher shgaldoeyond what he/she can find [124]

However, it must also be grounded in empirical eviddth@d]. Figure9 illustrates

the general methodology of the design resefr23].
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Flows Steps
» Awareressof | Proposal i
—— Problem : |
Suggestion E Tentative design §

Results

Figure9: The Step®f DesignResearch Methodolod23]

As shown in Figur®, the Design Research Process Steps

1. Awareness of Problem
In this phase, a relevant problem is recognised and reporteduffhe of this phase

is a fAproposal o, formal or informal, for

2. Suggestion

The suggestion phase immediately follows the proposal and is strongly connected

with it, as the dotted | DasignouftdhéPoop|
the suggestion phase) indicates

3. Development
The ATentative Designo i s thexopnbtreananathee d i n
artefact.

4. Evaluation
Once constructed, the artefact is evaluated. The evaluation phasg aesul
additional information gained in the construction and running of the artefact are

brought together and fed back to another round of suggestion.
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5. Conclusion

This phase is the final one of a w®wpecifi
up o, and the knowledge gained 1is report
research.

4.4.1. Mapping the Design Research Process to this Research

Context

The mapping of the design research metiodtie context of our research include the

following steps (Tabl& illustrates the mapping summary

1. Awareness of Problem

In the context of this project, a number of DQ problems witQAR will be

identified and exploredAlso, the importance oQAR and the potential negative

impact of DQ problems oa number of stakeholders (particularly on data brokers

and decision makers) wil!/l be conmdRQder ed.
methodologyis provided Also, data collection and preparation for analysis is
performed for the relevant data to thi®ject in order to:

(1) Show evidence for the existence of the DQ problems WQ®AR.

(2) Use the collected data and the results of the DQ analysis in the development
phase of the proposed DQ methodology.

2. Suggestion

An in-depth DQ analysis on ¢hcollected data (a set of annual questionnaires and
corresponding answers) is performed, and the main DQ problems fo@#Rrare

highlighted (Sections 5.2 and 53) As a resul t, the propose
this project includes proposing a DQ timedology(Section 6.1}o help:

1) Identify potential DQ issues in a giv@AR; and

2) Improve the quality of submitted data where structured and unstructured data are

in one report, byocusing ora pilot DQ issue to be addressed in detail (for thesco

of this projectMulti-FocalQuestions (MFQs) have been selegted

3. Development
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In the context of this project, the proposed DQ methodology (the construct) is
developedSection 6.1) Then, an instantiation in the form tbfe QuDeS framework
(Sectim 6.2) (the artefact) is implemented to operationalise the proposed
methodology (Chapter 7) Text and data mining approaches, Natural Language
Processing (NLP) and statistical techniques will be used to perform linguistic
analysis on questions IQAR to st a given problem (MFQ for this context),

potentially with the aid of a knowledge representation model for the domain.

4. Evaluation

In this project, this phase will include testing, evaluating and discussing the
performance of the QuDeS framework usitige CDP case studyChapter 8)
Finally, based on the results, anotheggastion round could take place depending on

the findings of the evaluaticstep.

5. Conclusion
In this phase not only are the results of the éfforc ons ol i dat e,dutand
alsothe knowledge gained in the effortaategorised as either [123]

1 A Fi r-rfaots that have been learned and can be repeatably applied or

behaviour that can be repeatable invoigections 9.1 and 9.2)r as

T ALoose ends oo an o mdefies axplandtienhaadvmayp well t h a

serve as the subject of further reseg@®éction 9.3)

Table5: Summary of Mapping the Design Research Method for this Project including the design
research process steps, the corresponding tasks and their outputriesparaling chapter(s) for
each task iwighlighted

Design _
Corresponding
Research Tasks and Outputs
Chapters
Process Steps

Data collection and recognition of a set of [
1. Awareness of _
issues in the context of QAR. A proposal scope Chapter 1
problem o _
the resemch project is provided.

In-depth DQ analysis is performed and quantif

2. Suggestion Chapters 5 and €

(using the CDP case study) and a common s¢
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DQ issues is identified in the context QAR.
Propose and design a DQ methodology to act
guideine for the corresponding stakeholder(s).

3. Development| implement QuDeS framework (the artefact) Chapter 7

Develop the DQ methodology (the construct), tf

instantiate and operationalise the methodology.

4. Evaluation Chapter 8

Test and evalate the effectiveness of the QuD
framework (through the CDP case studggport
findings and discuss results that mig
prove/disprove the research hypothesis

5. Conclusion Chapter 9

Reportknowledge gained from the study throu
state and justify theesearch contributions, list th
research limitationsand outline open area®r
future research directions

Following the summarised mapping procelswnin Table5, our project steps are:

1.

Awareness of problem: the output of this step h& tresearch project
proposal.
Suggestion: the conducted-depth DQ analysis (Chapte) Eesults in two
suggestions which include modelling for:

1 The proposed DQ methodology QAR analysis (Chapter)pand

1 The deived QuDeS Framework (Chapter 6
Developnent: the implementation of an instance of @>namelyQuDeS
MFQ (Chapter Y.
Evaluation: test QuDe®IFQ to evaluate the performance of the DQ
methodolog and QuDeS frameworland discuss the results (Chapter 8).
Conclusion: provide asummary of researcleonclwsions limitations and

future work(Chapter 9)
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4.5. Case Study Selection and Justification

According to Eisenhardin [125, p. 534, case study research
research strategy which focuses on understanding the dynamics presensinian
settings. o0 I n accordance with this defin
mai nly suitable for research sedlgdlng to
This corresponds well with the nature ofte pr oj ect 6 s resear ch
1.2).

In the context of this project, the Carbon Disclosure Project (CDP) case study is used
to explore the identification process of key D&uiss, and evaluate the proposed DQ
methodology and QuDeS framework (the case study is expldetadsin Chapter

5).

A case study research could be viewed as an empirical inquiry that presents a
complete description of a contemporary phenomenon witisirraallife context

[127]. The longitudinal setting which tends to discover and explain changes within
the case study over timg26] is embedded irthe case study of this project,
particularly since the CDRQAR are an annual activity repeated with ~ 3000

participating companies every year.

The reasons for choosing a case study to support the research approach chosen for
this project are the follown
1 The nature of the project and its context: Y126] suggests that the use of
case study is favourable when contemporary (current and/or synchronous)
events are investigated and when behaviour cannot be controlled. This
matches the context and naturetlug project, particularly as we investigate
and analyse a set of datasets that spans a relatively long time horizon up to
the present, and these datasets are produced continuously on an annual basis.
In addition, we have no control over the behaviouthef participating data
providers and data brokers (or the questionnaire designers).
1 Nature of research questions: According to Yir26], case studies are
suitable when fihowo or Awhyo question:

this projquedtadns research
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1 The need for irdepth DQ analysis: Generally, case studies are used when the
researcher intends to support his/her argument by-depth analysis of a
phenomenon. The case study approach is not limited in value; rather, it
provides an irdegh analysis of a specific problem. This applies to this
project, where an hdepth DQ analysis is conducted to identify common DQ
problems that may be found in this st
context.

1 Limited availability of similar cases:egerally speaking, there is as yet no set
of standards on integrated (combined) reportimat can serve the production
of integrated reports of data of high quality (in partic@#R in the study in
hand). It is for this reason that various organisatimage come together to
form the Integrated Reporting Committee (IHC37]. The IRC aims to issue
guidelines on good practice in integrated reportir8y].

1 The accomplishment of several goals: using the case study in the context of
QAR could help to daieve several goals at the same time, such as the
possibility of creating new knowledge (from exploration), helping to
improve/solve some problems (being constructive) and testing the validity of
the research hypothesis with empirical evidence (beingroasifory).

4.6. Chapter Summary

This chapter presents an overview of the research method and its application in the
context of this researclstructured and unstructured data are explained in detail. A
declaration of what are QAR together with an exampl#ustrated. The chapter also
summarises the common approaches used to study DQ, highlighting the main
disadvantages of eaclA description and justification of the choseasearch
methodology is providedpllowed by, mapping the design research metiwothis
research context. In addition, the chapter explains and justifies the use of case study
as an integral part of the research method, along with summarising the developments
presented in the rest of the thesidext chapter describeend explorethe Carbon
Disclosure Project (CDP) case study used in this thesis-depth data analysis
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Chapter 5
Case Study(CDP): Data Quality Analysis of QAR

This Chapteiintroduces aroverview of the Carbon Disclosure Project (CDP) as the
selected case studly Section 5.1Section5.1.1 illustrates the identified stakeholders

for the case study. An explanation of CRQRR is also provided in Sectidhl.2, as

one of the outcomes of the CDP reporting system, together with an example. We
modeledCDP data workflav and presents it in Sectidnl.3. Sectiorb.2 provides

data description, including questions and answers categories in Séc#dhsand

5.2.2. The conducted data quality analysis (manual reviewQAR is provided in
Section5.3, the chapter preserttse identified categories of DQ issues in questions,
medium and answers and clarify the scope of this project in Séc8dn Following

this, a detailed description and critique for each of the identified issues with
examples is provided in Sectioh82and5. 3. 3. The Chapterds sur
in 5.4.

5.1. Carbon Disclosure Project Overview

The Carbon Disclosure Project (CDP) is an independenfongirofit organisation,

a registered charity in the UK and holding US charitable status. The CBP wa
launched in 2000 to accelerate solutions to climate change by putting relevant
information at the heart of business, policy and investment decisions. It exploits the
collective power of corporations, investors and political leaders to accelerate unified
action on climate change. It acts on behalf of 551 institutional investors, holding
US$71 trillion in assets under management and some 60 organisations such as Dell,
PepsiCo and Wallart. Three thousand organisations in some 60 countries now
measure and siclose their greenhouse gas emissions and climate change strategies
through the CDR28].
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5.1.1 Identification of Stakeholders
The following groups of stakeholders have been identified in CDP case study:
T Group A: stakehol der st iwvwhnodo higphR éeeat hfed i 1
Figurel0). These include:

o Designers (CDP designers group): people who design the data schema
as well as the annual questionnaires and prepare guidelines for
participated companies.

o Data providers (CDP questionnaire participanpgpple who respond
to the annual questionnaire and provide answers.

o Data brokers (CDP technical group): data analysts, data administrators
and developers. They maintain, analyse and process the data in order

to produce the final processed reports for datssumers.

The stakeholders in group A are expected to seek data which are as complete,
accurate, current, consistent, unambiguous artbutradictory as possible.
T Group B: Other groups WHAR,imcludngndi rect I
o Third parties: comanies or individuals who take the data from CDP
before and/or after processing for further analysis or a different data
processing cycle; or
o CDP6s final report consumer s: C O My
only with the final produced reports from CDP aftke appropriate
analysis and processing have been conducted on the submitted
responses.
Group B deal with CDP data in a different context out of scope of this project; it was

excluded from the list of interested stakeholders for this project.

In this project context, we consider questionnaire designers due to their vital role in
producing the required questionnaire with relevant and -pveBented and/or
formatted set of questions. Also, we consider data brokers (analytics) crucial as we
believe they ee in need of a set of absolute guidelines to discover the main problems

in their data stores. Lastly, we consi de
that this can have a significant effectreducing much low quality data entering and

residing n compani es data stores in the firs
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5.1.2 Carbon Disclosure ProjectQAR

CDP operates the most famous global clim
change is not a local problem, CDP harmonises climate change data from
organisations arowh the world and develops international carbon reporting
standards. The reporting process that CDP manages has been functioning since 2002

on an annual basis. This process, which gathers the required data and information
from different companies around theo r | d is made through al
Systemo (ORS). Then, the data are made
including institutional investors, corporations, policymakers and their advisors,
public sector organisations, government bodies, acadernd part of the data is set

for the public to access. Participating companies (data providers) have the right to
request to keep their disclosed data Apr
public access. The main aim of CDP is to acceleratgooareporting and emission

reductions, reaching a unified response to climate ch@8je

CDP offers three programs, one or more of which companies may opt to through the
use of their OR$28] :

1 Investor CDP: a request for information from companies issued on behalf of

institutional investors.

1 CDP Supply Chain: a request for information from companies issued on

behalf of their private sector customers; and

1 CDP Public Procurement: a request for infation from companies issued

on behalf of their public sector customers.

There is a tremendous amount of data and information available from CDP, which
vary between information requests sent to data providers (participated companies),
annual questionnaisg annual submitted responses (answers) and a huge number of
final reports about climate change the CDP produces annuailgr processing the
submitted answers/ response®e investors and other stakeholders. More than 3000

companies from divers induss and sectors participate inspending to CDP
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questionnairds The companiesd responses (i.e. a
in the form of QAR. QARar e the output of what are ¢
These reports are in the form of questiomsl answers (see Figur®; i.e. the

reporting system provides a pdesigned questionnaire to a number of participants
(data providers). Then, the participant :
guestion means, and specify the required informationrderao provide an answer

that is as relevant as possible to each question. At the end, these answers
(participantsd responses)QARand aveedtoredins al |
data store(s) for further analysis and processing (e.g. by data Dradkeinss project,

we are focusing on exploring and identifying the main potential DQ problems in

QAR. In particular, we focus on identifying Muliocal Questions (MFQs) as a

potential source of DQ issues in these reports.

Many DQ issues are involved ihe process of mininQAR, in which structured and
unstructured data reside together (see Figure 1 in Chapter 1). We argue that the DQ
problems INQAR are aggregated to combine DQ problems involved in structured
data and unstructured data coupled withbpgms resulting from the references
between them, as well as problems resulting from the medium (the data input

space/answer area) as well as the questions format.

In general and based on the results of the conducted analysis on the collected CDP
dataset (see Sectioh.3), some of the most common potential DQ problems found in
the context oQAR include incompleteness, inaccuracy, incorrect, and inconsistency,
among others. The main sources of such DQ problems are schema level problems
and instance levgbroblems; i.e., problems on the attribute level, record level and
source level. General examples of these are: data item errors, such as kiatang
entry - errors, selecting errors, formatting errors, extra and unwanted data errors,
numeric errors, cobinational errors such as duplications and problems of relevance

between structured and unstructured data, and data source problems.

Anot her output the CDP offers are dfinal

of the information supplied each ydarthe CDP and indicate important trends and

8 Carbon Disclosure Projedtttps://www.cdproject.net
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developments. In general, the vital use of CDP reports (@At or final reports)

is to find out how organisations and public sectors bodies around the world are
responding to climate change by taking a labkhe individual corporate responses

to CDP or by reading their final produced repd8]. However, CDP reports are

outside the scope of this project.

5.1.3 Carbon Disclosure Project Data Workflow

We have modeled the CDP data workflow as undersfooch the case study
exploration and analysis (seeigure 10). Understanding CDP data workflow
facilitated identifying the potential main places/sources of DQ issues that might

occur in practice in similar business contexts later on.

The workflow starts wén the questionnaire designer uses the CDP data schema and
interact with the CDP data store(s) to produce a corresponding questionnaire that
reflect the CDP requirements for each year (steps 1, 2, and 3). Normally, every year
the questionnaire changdseto additional requirements or to resolve some potential
quality issues identified by previous year(s) data analysis or due to other private/
organisational reasons. The resulting questionnaire is then entered in the formulation
process in order to be prepd for publication on the Web, for data providers to
collect the required information from them. During formulation, the questions and
the fAimedi umod are designed and formatted
are defined. When ready, the questiana is published on the Web (step 4). After

that, CDP sends information request for all participated companies/ data providers
(step 5). The companies access the quest
Response System (ORS). The data providerd, readerstand and respond to the
questionnaire (step 7). Final produced answers/responses are submitted through the

website to the CDP where it is saved in their data store(s) (steps 8 and 9).

At any point in time after data reside in CDP data stord(s)data analysis stage
could start. The CDP data brokers make the required analysis (steps 10 and 11). They
might need to contact some of the participated companies in order to amend some of

the submitted data for specific reasons or organisational golisiep 12). Finally,
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after CDP takes the required approvals from companies on all amends and changes,
QAR (companies responses) and final reports are produced as they are the most

common expected output of the CDP data workflow (step 13).

Both types of eports should serve two kinds of data consumers (step 14), the first
being the private endusers (third parties). Normally, the approval of the data
providers needs to be obtained in such cases in order for c@A&o be accessed

by any third party sth as Bloombery for instance. The second type of data
consumers is the public end users; both type of reports with public access permission
are published on the web for all public stakeholders to access and read. Users in this

category includes: publiestor, organisations and communities, individuals etc.

Furthermore, all produced reports from CDP are accessible by the participating
companies who took part in responding to the annual CDP questionnaire, and each
company can access its own submittecadeg well as all public data and reports
(step 15).

Data Schema 1. Access Questionnaire 3. Design Questionnaire
' Designer % & Medium Al
4. Publish online
2. Access
10. Access l
Data Brokers ——— Data Store(s) 5. CDPsends

l T information request to
l 9. Answers submitted anc
11. Analyse, amend and migh saved in

go back to data providers for

change or approval —— o\ = = —
9 bp 4-12. Communicate e

—
- -
%ch&ii == ~ 15. Access 6. Access
— -
- -~ - v

-
QAR Final o~ = Answers Questions

Reports
| | 8. PI’Od&\ /

7. Companies read,

Data providers
(companies)

—> PublicienEi understand and then
14.Public and / or (data consumer) respond to questions
Private accss
Private end user Figurel0: The Carbon Disclosure Project Data
— jiata consumer) Workflow (numbers are the flow of the diagram)

% Seehttp://www .bloomberg.com/
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5.2. Data Description

To analyse DQ 0QAR, we collected annual questionnaires for the period from 2008

to 2010, along with the correspding responses. Overal, 6QAR( 200 compani e
responses per year) were randomly collected for multiple randesidgted sectors

in industry. Additionally, 2011 and 2013 questionnaires were used for evaluation
purposes of the proposed QuDeS framewQtkapter 8).

The reason behind choosing 2008 as a starting year for data collection is due to the
lack of data availability before 2008, with a very small number of participating
companies responding each year up to 2008; i.e. the available publishéefdata

2008 is limited to a degree that would not benefit the research purposes.

The data was collected and stored comprehensively and systematically, in formats
that can be referenced and stored; thus subsequent analysis and evaluation was
facilitated in a more straightforward manner. The collected answers are stored in

three formats: hardcopy dataset, HTML pages dataset, and Excel files dataset.

5.2.1 Description of Questionnaires

As mentioned in previous section, CDP has three programs for compamespond

t o, based on each companyd6és industrial S
context of this project, the Alnvestor C
submitted by companies for the specified period have been selected |éatiaol

and quality anal ysi s. The collected ques
characteristics from 2008 to 2010 is summarised in Téb&ince 2011 and 2013
questionnaires are used for evaluation of this project, they were not manually

analsed.

In general, a CDP questionnaire is organised in a hierarchal format; i.e. it is divided
into a number of modules/pages, each of which is divided into one or more
section(s). A section consists of one or more-setdiion, questions are grouped

under subsections. Most questions vary between epeded or closednded,
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however, starting from 2010 tables started to be introduced in CDP questionnaires

(see Tabl&®)

Table6: Summary of the basitharacteristicef CDP Questionnais2008 2009,2010 2011 and 2013

(the sector
specific

modules)

2008 2009 2010 2011 2013
Year
Feb May
Questionnaire ) ] ] ) .
T Voluntarily Voluntarily | Voluntarily | Voluntarily | Voluntarily
ype
Less use of | Less use of | Less use of
open ended | open ended | open ended
guestions; | questions; | questions;
More use of | More use of | More use of
closed closed closed
ended ended ended
questions; | questions; | questions;
Openended
_ ) More use of | More use of | More use of
Questions ) guestions for _ ) )
Openended questionsg ) tables with | tables with | tables with
type the entire ] _ ]
) | fields that | fields that fields that
guestionnaire
had drop had drop had drop
down down down
menus and | menus and | menus and
fields that | fields that fields that
accepts accepts accepts
numerical numerical numerical
values only | values only | values only
5 modules
(the core
modules);
4 additional
Modules 9 8
modules 3 3

79




Main

Questions

18
sections
include
49 main

questions.

25
sections
include
57 main

questions

28 sections
include 28
main

questions.

23 sections
(sections
called
Aipages
2010)

15sections
called
ifpages
2011)

14 sections
called
ipages
2013)

Sub

Questions

Very few sub

guestions

75

100

11

14

Optional/
Mandatory
Questions?

All questions are

optional

All questions

are optional

Only 2
mandatory
guestims
and the rest

are optional.

Only 2
mandatory
guestions
and the rest

are optional.

Only 2
mandatory
guestions

and the rest

are optional.

Despit
Supply

e the

c ha

f a

i no

ct

t hat

al |

CDP

progr ams

a nrde niieChDtP0 ppurbd g rca npsr ohcauv e

the study because it has been noticed that:

T The

S e

progr ams

responding

to the

ar

e Aimor eo

m ar e

rar e

opti

onal ;

because

information that is relatedo supply chain and procurement. On the other

hand,

t he i

are investors worldwide; more companies are eager to join this program. This

has

resul

t ed i n

l nvest

or

Abi go

CDPO

program

8
be

t

d a naoh edhisving Al s o,

benefits for this wider audience could have a higher priority.

T Addit i
Supply
the content of the submitted anssjeas well as in the time horizon these

responses scan. This results in a lack of synchronisation in the provided

onal |l

chai

Y, it

no and

has
AnCDP

been

publ

i C

answers. We believe this codldve limitedthe scope of this project.

2008 Questionnaire

In 2008, questions were opended; i.e. the useshedium was free text fields to
answerallguesti ons.
being unstructured in 2008. It was optional for the companies to respond to

questionnaire.

Thi s
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2009 Questionnaire

In 2009, questions werdd same type as Feb 2008; i.e., epaded questions were
used. Questions were stall optional for companies to respond to. In addition,
companies participating in CDP 2009 were able to identify any questions that were

not relevant to their business awdexplain why (also optional).

2010 Questionnaire

In 2010, the questionnaire had changed and evolved slightly more from the previous
year so, and the guestions became mor e
following features:
1 Less use of opeandedquestions;
1 More use of closeé nded questions, where only
needed, such as exam@éd below. Further free text fields were also added
in case further explanation and justification were needed.

Example5.1:

The answerdNcé

1
QAiAre you participating in the Wa
1
:
1
1

1 More use of tables #h fields that had dreplown menus and some fields that

accepted numerical values only (see tabulated answers in Se8ti®n

The changes in questionnaire features in 2010 were expected to lead to a dataset with
a clearer application of th@AR. Sucha dataset was expected to hold a range of
structured and unstructured data combined within the same submitted response for

any company.

More details about each year 6s -g0a®,sti onr
including corresponding modules arsgctions in each year can be found in

AppendixD.

It is important to identify the categories of the questions in the collected dataset as it

had been argued that i1 f a good anal ysi s
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build a better idea aboube type of expected answdfs38]. The main concern of
this project is the analysis of questionsQAR to identify the ones that could act as

potential sources for DQ problems.

For the purpaos of this research, a question can appear in the form of an interrogative

sentence; i.e. aexplicit question such asiHow does <cl i mate ch:
gener al oppor tuni tdrarequektdorprowde imformatianimp any ? 0
an indirect commandor instruction, such asi Pl ease state the me

data sources you have used for calcul ati

Further examples for indirect command or instruction can be found b@leev

examples 2).

Examples 52- CDPi 2010 questionnaire:

Q. Please give a general description and introduction to your organisation.

Q. Please break down your total gross global Scope 1 emissions in metric tonneskyC

country/ region.

From reviewing the litetare and through the data collection and analysis, questions

could mainly fall into one othreecategories:

o Questions distinguished by the expected answer typ¢his type of

question could have either: a)factual answel(single -or multi- fact

answer) ach as example.3: fiPlease provide the total global scope 1
activity in metric tonnes ce2 e mi (CDP£2008 questionnaire), or b)

Opinion or summary answe(s the form of short paragraph with more

contexts; give moreénformation), such as example45 fiwhat is your
overall strategy for complying with any schemes in which you are
required or have el ected (CDP2p0Qr t i1 ci t
guestionnaire).

o NYes/ NooO sgch asexampe®msi Do you provide |1 n
for the management alimate change issues, including the attainment of
t ar g @EDP2010 questionnaire)
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o Multiple choice and selection questionsuch aexample % (CDR
2009 questionnaireji ( €é) pl ease i ndicate which
(€)
M The companyorst Anénu.al Repo

M Vol untary communications (other t

5.2.2. Description of Answers/Responses

The coll ected compani e@AB. Therepprts spane/&ious o N s i
business industries and sectors such as telecommunicatioreseglectric utilities,
commercial services supplies, airlines industry, software systems industry and more.

The collected responses/answers can fall in one or more of the following categories:

1 "Long" answers in free text: they usually contain sufficiéncontext and
justification (such as summaries, plans, strategies description, detailed

comments, further information, etc.) such as shown in exasriple

Question 1{b)(iv) Maximzing Opportunities

Do you invest in, or have plans to invest in products and sexvices that are designed
to minimize or adapt to the effects of climate change?

Climate change has led to investrent or planned investraent in order to maxiraise climate change opportunities.
Air France - KLM is cunrently investing around EUR 2 billion a year to renew its fleet with more fuel efficient airplanes. As a result, fuel
efficiency irproved by 13% those past 7 years. In addition, to keep on improving its performance, Air France - KLM insistently dereands
aircraft raanufacturers to improve their airplanes fuel efficiency. Actually manufacturers have achieved higher fuel efficiency in newest long-haul
aircrafts such as the 777-300ER and the 4380, but shortimediurm-haul aircrafts are no longer up to date in tenms of new technologies. Even if
Air France - KLM short/mediura-haul flights represent only about 20% of the corapany’s Scope 1 emissions, Air France - KLM sees that new
generation high fuel efficient short/mediur-haul aircraft is needed.
This is also an opportunity to the corapany to introduce a fuel saving plan by optimizing operational procedures, optimizing routes, optirizing
fuel quantities in aircraft tanks and reducing aircraft's weight.

(Example5.7: CDP questionnaire 2009

1 Restricted/ fixed answers these are usually single and sfiecresponses
(such as factual answers, fiyeso/ Ainoodo
and could be combined with short sen

answer with text or numeric values with text, such as in exabn®le

20.6. What is the total amount in MWh of renewable energy, excluding biomass, that is self-generated by your company?

Please use whole numbers only.
2400 MWh
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(Example5.8: CDPquestionnaire 2009)
1 Tabulated answers such as examplés9 and5.10

(Exampleb.9: CDP questionnaire 2009)

(Example5.10: CDP questionnaire 2010)

1 Attachments: attachments could be links to other WebPages, uploaded files
and documents on websites, suah examples. 1 1, or l inks to
attachment so, 5%2ulolll casss, atactaners| aee usually
provided by companies as part of further description or further information;
thus, as part of a long answer within an attachment area suoheaample

5.13. Attachment files and links are out of the scope of this project.
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