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Abstract

Existing approaches to data envelopment analysis (DEA) focus mainly on the derivation of the efficiency of the individual decision-making unit (DMU) or on the calculation of the weights of multiple inputs or outputs, but pay little attention to the team interest of all the DMUs. Motivated by the idea of team reasoning, in which the benefit of the team is of higher importance than that of each individual, this paper considers all the DMUs as a team and introduces the team indexes including the overall efficiencies, the variance, the boundaries of all the DMUs, and the relationships between DMUs. Several models are first developed to estimate values of the team indexes based on which decision makers can provide their preferences regarding them. Then, models are established to obtain the interval efficiencies of individual DMUs under the condition that the team indexes are satisfied. Several examples are given to illustrate the proposed approaches and verify their applicability.
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1 Introduction

Data envelopment analysis (DEA), proposed by Charnes et al. (1978), is a non-parametric method for measuring the efficiency of the decision-making units (DMUs) by a set of inputs and a set of outputs. DEA requires no assumption for the functional relationships between inputs and outputs and allows individual DMUs to evaluate their efficiencies by choosing the most favorable input and output weights for themselves. It has been applied in many areas, such as the resource reallocation (Yua and Hsiao, 2015), the hospital assessment (Ghiyasi, 2016), and the assessment of public finance (Morenoá and Lozano, 2016).
However, such an individual evaluation causes more than one DMU to be efficient, leading to them being unable to be fully discriminated (Wang et al., 2011). In addition, the flexibility in weighting multiple inputs and outputs sometimes produces unrealistic weight schemes. To overcome these disadvantages, the cross-efficiency evaluation method has been developed to rank DMUs based on cross-efficiency scores, which are linked to all DMUs (Sexton et al., 1986). Unfortunately, the cross-efficiency evaluations obtained from the original DEA are generally not unique because the optimal solution to the DEA linear programs is not unique. For this reason, Sexton et al. (1986) and Doyle and Green (1994) proposed secondary goals (the aggressive and benevolent formulations) to address this issue. Liang et al. (2008a) extended the model of Doyle and Green by introducing a number of different secondary objective functions, which include minimizing the total deviation from the ideal point, minimizing the maximum efficiency score, and minimizing the mean absolute deviation. Wang and Chin (2008a) proposed a neutral DEA model for cross-efficiency evaluation, which determines one set of input and output weights for each DMU from its own point of view without being aggressive or benevolent toward the other DMUs. Liang et al. (2008b) generalized the original DEA cross-efficiency concept to game cross-efficiency, in which each DMU seeks to maximize its own efficiency under the condition that the cross-efficiency of the other DMU does not deteriorate. Song and Liu (2016) proposed a data DEA cross-efficiency aggregation method based on Shannon entropy.

As a large number of zero weights may still exist among inputs and outputs, Bal (2008) proposed a simultaneous input- and output-oriented weight-determination DEA model for the cross-efficiency evaluation to reduce the number of zero weights. Similar approaches can be found in Ruiz and Sirvent (2012). Simar and Wilson (2015) estimated efficiency confidence intervals by using the bootstrap or other sub-sampling techniques. The weights for inputs and outputs of DMUs are estimated from a random sample of input-output combinations, which are obtained from existing production units operating in the studied activity sector. Salo and Punkka (2011) developed the ratio-based efficiencies (ranking intervals, dominance relations, and efficiency bounds) to compare the relative efficiencies of DMUs for all feasible input-output weights. Yang et al. (2012) considered all possible weight sets in the weight space when computing the cross-efficiency, which produces an interval cross-efficiency for each DMU. Alcaraz et al. (2013) developed a procedure to carry out the cross-efficiency evaluation without the need to make any specific choice of DEA weights. The proposed procedure takes into consideration all the possible choices of weights that all the DMUs can make, and yields a range of the possible rankings for each unit instead of a single ranking. It is necessary to note that the interval efficiencies (Salo and Punkka, 2011) are different from the efficiency confidence intervals (Simar and Wilson, 2015). The interval efficiencies contain all the possible efficiency scores of DMUs, including the best and worst efficiency scores from all possible weights in the weight space. The efficiency confidence intervals are defined from a probability point of view, according to which of the most efficient DMUs lie within an interval with a certain confidence.
level.

Many classical decision analysis methods, including DEA, are based on assumptions of rationality and certainty. However, numerous studies (Kahneman and Tversky, 1979) have demonstrated that these classical methods cannot explain many phenomena (such as Allais’s Paradox and Ellsberg’s Paradox) in real applications. Therefore, researchers have explored decision-making theories based on behavior (Ramos et al., 2014), and many behavioral decision theories have been developed, such as prospect theory (Kahneman and Tversky, 1979), regret theory (Loomes and Sugden, 1982; Bell, 1982), and fairness theory (Rabin, 1993). Colman et al. (2008a) noted that traditional decision and game theories rest on a fundamental assumption that players seek to maximize their individual utilities, but in some interactive decisions, it is observed and seems intuitively reasonable to maximize the utility of the group of players as a whole. Such phenomenon or thinking can be called team reasoning (Colman et al., 2003). Colman et al. (2008a) reported experimental evidence that suggests that team reasoning predicts strategic choices more powerfully than orthodox game theory in some games. Many researchers (Sugden, 2008; Krueger, 2008) commented on such an approach with varying mixtures of agreement and disagreement. In replying to these commentaries, Colman et al. (2008b) emphasized that decision makers sometimes act to maximize the collective payoff for a group, which cannot be explained in terms of standard social value orientations. Therefore, team reasoning is a distinctive and important mode of reasoning, which should be acknowledged in cognitive psychology and be added to the set of social value orientations used in social psychology. Furthermore, based on the experiments on how players use focal points to select equilibria in one-shot coordination games, Bardsley et al. (2009) tested the two alternative explanations, namely, the cognitive hierarchy theory and team reasoning, and found strong support for team reasoning. In addition, Gong et al. (2015a, 2015b) considered all the individuals forming a team, and developed consensus models based on the minimum cost of the team.

From the above literature review, we find that all the existing DEA approaches focus on the individual interest but ignore the team interest. Motivated by the idea of team reasoning, this paper investigates DEA models that put the team interest ahead of the individual interest. In DEA, all the DMUs can be considered as a team, and the interest of the team can be reflected by the team’s indexes, such as the overall efficiency of all the DMUs, the deviations of DMUs, the boundaries of DMUs, and the relationship between DMUs in the team. The first three can be considered the external performance indexes of the team and expressed by interval values, whereas the fourth can be considered the internal performance index of the team, in which the relationship between DMUs is expressed by the interval pairwise comparison matrix (Saaty and Vargas, 1987) \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} = ([r_{ij}^-, r_{ij}^+])_{n \times n} \), where \( \tilde{r}_{ij} \) is the relative efficiency value between each pair of DMUs. Based on such an idea, the following approach is proposed: First, the models are developed to estimate the values of the team indexes. Based on the obtained indexes, the decision makers can express their preferences about the indexes. Then,
the individual models are developed to estimate the interval efficiencies of individual DMUs under the condition that the team indexes of DMUs are satisfied.

Following the approach proposed above, the structure of the paper is as follows: Section 2 gives some preliminaries; Section 3 establishes the models based on the overall efficiency of all the DMUs; Section 4 develops the models based on the variance of all the DMUs; Section 5 focuses on the boundaries of all the DMUs; in Section 6, the models based on the relationship between DMUs are investigated; and Section 7 provides the conclusions.

2 Preliminaries

Consider \( n \) DMUs that are to be evaluated in terms of \( m \) inputs and \( s \) outputs. Let \( x_{li}(l = 1, 2, \cdots, m) \) and \( y_{ri}(r = 1, 2, \cdots, s) \) be the inputs and outputs for DMU \( i \). Then the efficiency of DMU \( i \) can be defined by the following equations:

\[
E_i = \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}}, \quad i = 1, 2, \cdots, n,
\]

where \( u_r \) and \( v_l \) are variable output and input weights, respectively.

According to Charnes et al. (1978), the best relative efficiency \( E_{dd} \) of DMU \( d \) can be measured by the following CCR model:

\[
\text{(MOD 1) } \max \ E_{dd} = \sum_{r=1}^{s} u_r y_{rd}
\]

\[
s.t. \quad \sum_{l=1}^{m} v_{ld} x_{ld} = 1
\]

\[
\sum_{r=1}^{s} u_{rd} y_{ri} - \sum_{l=1}^{m} v_{ld} x_{li} \leq 0, \quad i = 1, 2, \ldots, n
\]

\[
u_{rd} \geq 0, \quad r = 1, 2, \ldots, s
\]

\[
v_{ld} \geq 0, \quad l = 1, 2, \ldots, m
\]

For DMU \( d(d = 1, 2, \cdots, n) \), the group of optimal weights \( u_{1d}^*, u_{2d}^*, \cdots, u_{nd}^* \) and \( v_{1d}^*, v_{2d}^*, \cdots, v_{md}^* \) can be obtained by solving (MOD 1), and its cross-efficiency toward DMU \( i \), namely, \( E_{di} \), can be calculated as follows using the weights of DMU \( d \):

\[
E_{di} = \frac{\sum_{r=1}^{s} u_{rd}^* y_{ri}}{\sum_{l=1}^{m} v_{ld}^* x_{li}}, \quad d, i = 1, 2, \cdots, n
\]
Then, the average of all $E_{di}(d = 1, 2, \ldots, n)$, namely, $\bar{E}_i = \frac{1}{n} \sum_{d=1}^{n} E_{di}(i = 1, 2, \ldots, n)$, can be used as a new efficiency measure, called the cross-efficiency score for DMU $i$.

(MOD 1) may have multiple optimal solutions, which will reduce the usefulness of cross-efficiency evaluation. To resolve this drawback, Sexton et al. (1986) and Doyle and Green (1994) introduced several secondary goals. The most commonly used secondary goals are shown below:

$$\text{(MOD 2) } \max [\min] \quad \sum_{r=1}^{s} u_{rd} \left( \sum_{i=1, i \neq d}^{n} y_{ri} \right)$$

$$\text{s.t. } \sum_{l=1}^{m} v_{ld} \left( \sum_{i=1, i \neq d}^{n} x_{li} \right) = 1$$
$$\sum_{r=1}^{s} u_{rd} y_{ri} - \sum_{l=1}^{m} v_{ld} x_{li} \leq 0, i = 1, 2, \ldots, n$$
$$\sum_{r=1}^{s} u_{rd} y_{rd} - E_{dd} \sum_{l=1}^{m} v_{ld} x_{ld} = 0$$
$$u_{rd} \geq 0, r = 1, 2, \ldots, s$$
$$v_{ld} \geq 0, l = 1, 2, \ldots, m$$

(MOD 2) includes two cases: maximization and minimization of the cross-efficiencies of other DMUs, which are called the benevolent strategy and aggressive strategy, respectively. When the weights are calculated using different strategies, different results may be obtained. Although the aggressive strategy for cross-efficiency evaluation is chosen and utilized in most applications, there is no theoretical evidence to support such a choice (Wang and Chin, 2010b).

Many methods have been developed to improve the above models. For example, Liang et al. (2008a) extended the model of Doyle and Green (1994) by introducing three different secondary goals, which are minimizing the total deviation from the ideal point, minimizing the maximum efficiency score, and minimizing the mean absolute deviation. Wang and Chin (2010a) proposed a neutral DEA model for cross-efficiency evaluation, which determines one set of input and output weights for each DMU from its own point of view without being aggressive or benevolent toward the other DMUs.

As stated in the introduction, although many methods have been developed to improve DEA models, all the methods focus on the efficiencies of individual DMUs rather than the overall efficiency of DMUs. However, quite often decision makers may not only attempt to maximize their individual expected utilities but also try to maximize the collective utility (Hurley, 2005). Decision making based on such collective preferences is called team reasoning (Colman et al., 2003), which is very different from individual utility maximization. Theories of team reasoning generally assume that decision makers are motivated to maximize either collective or individual utilities depending on the circumstances (Gold and Sugden, 2007; Gong, 2017).
Motivated by team reasoning, we will develop team-reasoning-based DEA models in the following sections.

3 DEA models based on overall efficiency of DMUs

If we consider all the DMUs as a team, then the overall efficiency of the team can be represented as

\[ E = \frac{\sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri}}{\sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}}. \]

Therefore, the following model can be established to derive the interval of \( E \):

\[ \text{(MOD 3)} \]
\[ \begin{array}{l}
\text{max}[\min] \quad \frac{\sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri}}{\sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}} \\
\text{s.t.} \quad \sum_{r=1}^{s} u_r y_{rj} - \sum_{l=1}^{m} v_l x_{lj} \leq 0, \quad j = 1, 2, \ldots, n \\
\sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri} + \sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li} = n \\
u_r \geq \frac{1}{(m+s) \max_{j} \{y_{rj}\}}, \quad r = 1, 2, \ldots, s \\
v_l \geq \frac{1}{(m+s) \max_{l} \{x_{li}\}}, \quad l = 1, 2, \ldots, m 
\end{array} \]

In (MOD3), the overall efficiency of all the DMUs is minimized or maximized. The normalization constraint \( \sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri} + \sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li} = n \) is introduced to avoid unbounded solutions for the weights (Wang et al., 2011), and the constraints \( u_r \geq \frac{1}{(m+s) \max_{j} \{y_{rj}\}} \) and \( v_l \geq \frac{1}{(m+s) \max_{l} \{x_{li}\}} \) are included to make sure that \( u_r \) and \( v_l \) are always positive (Sueyoshi, 1999).

Since \( \sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri} + \sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li} = n \), we have

\[ \frac{\sum_{i=1}^{n} \sum_{r=1}^{s} u_r y_{ri}}{\sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}} = \frac{n - \sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}}{\sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}} = \frac{n}{\sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li}} - 1. \]

This implies that the model given in (MOD 3) can be rewritten as the following equivalent model:

\[ \text{(MOD 4)} \]
\[ \begin{array}{l}
\text{max}[\min] \quad \sum_{i=1}^{n} \sum_{l=1}^{m} v_l x_{li} \\
\text{s.t.} \quad \text{the constraints in (MOD 3) are satisfied.}
\end{array} \]

The above models can be solved using the Linear Interactive and General Optimizer 14.
Suppose the obtained maximum and minimum values of the overall efficiency of DMUs are denoted by $E^*$ and $E_*$ respectively.

With the availability of the overall efficiency range $[E_*, E^*]$, a DEA model considering both the overall efficiency and individual efficiency of DMUs can be developed. The detailed approach is as follows: First, the decision makers can select an interval $[E^-, E^+] \subset [E_*, E^*]$ to express their preferences about the overall efficiency of DMUs. Then, the efficiency of each individual DMU can be evaluated under the condition that the overall efficiency is guaranteed to be within the preferred range $[E^-, E^+]$. Such an approach can be formulated by the following model:

\[
\text{MOD 5} \quad \max \left[ \min \right] \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}}
\]

s.t. the constraints in (MOD 3) are satisfied and

\[
E_* \leq E^- \leq \frac{\sum_{r=1}^{n} \sum_{l=1}^{m} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}} \leq E^+ \leq E^*
\]

In (MOD 5), the interval efficiency of each individual DMU is obtained under the condition that the overall efficiency belongs to the interval $[E^-, E^+]$. In particular, if $[E^-, E^+]=[E_*, E^*]$, then there is no requirement on the overall efficiency; if $[E^-, E^+]=[E^*, E^*]$, then the overall efficiency of DMUs should attain its maximum value; if $[E^-, E^+]=[E_*, E^*]$, then the overall efficiency of DMUs should attain its minimum value. For convenience, let $E^- = E^+ = \alpha E_* + (1 - \alpha) E^*$. Then $\alpha (0 \leq \alpha \leq 1)$ can be considered the preferred ratio to be assigned or chosen by decision makers.

To compare interval efficiencies of individual DMUs, we first introduce the following definition. Let $a = [a^-, a^+]$ and $b = [b^-, b^+]$ be any two interval values, where $0 \leq a^- < a^+ \leq 1$ and $0 \leq b^- < b^+ \leq 1$. Then the possibility degree (Facchinetti et al., 1998) that $a$ is superior to $b$, $p_{a \succ b}$, is defined as

\[
p_{a \succ b} = \frac{\max \{0, a^+ - b^- \} - \max \{0, a^- - b^+ \}}{a^+ - a^- + b^+ - b^-},
\]

which can be denoted by $a \succ_{p_{a \succ b}} b$ and should satisfy the following properties:

1) $0 \leq p_{a \succ b} \leq 1$; 2) $p_{a \succ b} \geq 0.5$ if and only if $\frac{a^- + a^+}{2} \geq \frac{b^- + b^+}{2}$, and $p_{a \succ b} = 0.5$ if and only if $\frac{a^- + a^+}{2} = \frac{b^- + b^+}{2}$.

From the second property of the possibility degree formula, it is implied that the bigger the median value of an interval value is, the bigger the interval value is. Therefore, the median value of the interval value can be used to compare interval values for convenience. In the following, we consider the numerical example provided by Wong and Beasley (1990) to
illustrate the proposed methods:

**Example 1** (Wong and Beasley, 1990). Efficiency evaluation of seven departments in a university: Seven academic departments (DMUs) in a university are evaluated in terms of the three inputs and outputs given below, with their input and output data given in Table 1 together with the target efficiencies of the seven academic departments.

Input 1: Total number of academic staff.
Input 2: Academic staff salaries in thousands of pounds.
Input 3: Support staff salaries in thousands of pounds.
Output 1: Total number of undergraduate students.
Output 2: Total number of postgraduate students.
Output 3: Total number of research papers.

Table 1. Data for seven departments in a university

<table>
<thead>
<tr>
<th>DMUs</th>
<th>Input 1</th>
<th>Input 2</th>
<th>Input 3</th>
<th>Output 1</th>
<th>Output 2</th>
<th>Output 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12</td>
<td>400</td>
<td>20</td>
<td>60</td>
<td>35</td>
<td>17</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>750</td>
<td>70</td>
<td>139</td>
<td>41</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>42</td>
<td>1500</td>
<td>70</td>
<td>225</td>
<td>68</td>
<td>75</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>600</td>
<td>100</td>
<td>90</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>45</td>
<td>2000</td>
<td>250</td>
<td>253</td>
<td>145</td>
<td>130</td>
</tr>
<tr>
<td>6</td>
<td>19</td>
<td>730</td>
<td>50</td>
<td>132</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>7</td>
<td>41</td>
<td>2350</td>
<td>600</td>
<td>305</td>
<td>159</td>
<td>97</td>
</tr>
</tbody>
</table>

Note. The data in Table 1 are taken from Wong and Beasley (1990).

By solving (MOD 4), we obtain $E^* = 0.3275$ and $E^* = 0.9066$. If all the DMUs are considered as a team, then the minimum efficiency of the team is 2.2078, which may be adopted by completely pessimistic decision makers, whereas the maximum efficiency of the team is 6.1845, which may be selected by completely optimistic decision makers. Suppose that the decision makers require the overall efficiency of the team to be bigger than 0.9, that is, $[E^-, E^+] = [0.9, 0.9066]$. Solving (MOD 5) under such a condition, the interval efficiencies of individual DMUs and the rankings are given in Table 2.

Table 2. The interval efficiencies of individual DMUs obtained by (MOD 5) with $[E^-, E^+] = [0.9, 0.9066]$

<table>
<thead>
<tr>
<th>DMUs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficencies</td>
<td>[0.8861,0.9499]</td>
<td>[0.9393,0.9593]</td>
<td>[0.7470,0.7623]</td>
<td>[0.5507,0.5892]</td>
<td>[0.9819,1.0000]</td>
<td>[0.9877,1.0000]</td>
<td>[0.9533,0.9851]</td>
</tr>
<tr>
<td>Rankings</td>
<td>6</td>
<td>5</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

In (MOD 5), let $E^* = E^* = \alpha E^* + (1 - \alpha) E^*$, $0 \leq \alpha \leq 1$. When $\alpha$ is assigned different values, the interval efficiencies of individual DMUs can be derived by (MOD 5), which are listed in Table 3.

Table 3. The interval efficiencies of individual DMUs obtained by (MOD 5)
Now the possibility degree formula (Facchinetti et al., 1998) is used to compare the interval efficiencies of individual DMUs and the median values of interval efficiencies, and the resulting rankings of DMUs are listed in Table 4.

Table 4. The median values of the interval efficiencies of DMUs in Table 3

<table>
<thead>
<tr>
<th>DMUs</th>
<th>α</th>
<th>0</th>
<th>0.2</th>
<th>0.3</th>
<th>0.5</th>
<th>0.8</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0.9153</td>
<td>[0.6691,1.0000]</td>
<td>[0.6219,1.0000]</td>
<td>[0.5285,1.0000]</td>
<td>[0.3908,0.8796]</td>
<td>0.4389</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.9543</td>
<td>[0.7662,0.9578]</td>
<td>[0.7123,0.9285]</td>
<td>[0.6050,0.8600]</td>
<td>[0.4453,0.6433]</td>
<td>0.3983</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.7584</td>
<td>[0.6125,0.8177]</td>
<td>[0.5689,0.8386]</td>
<td>[0.4825,0.8981]</td>
<td>[0.3549,0.7568]</td>
<td>0.3816</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.5715</td>
<td>[0.3755,0.6393]</td>
<td>[0.3503,0.5866]</td>
<td>[0.3012,0.4810]</td>
<td>[0.2327,0.3218]</td>
<td>0.2041</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1.0000</td>
<td>[0.8033,0.9769]</td>
<td>[0.7483,0.9099]</td>
<td>[0.6384,0.7722]</td>
<td>[0.4740,0.5466]</td>
<td>0.3755</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1.0000</td>
<td>[0.8305,1.0000]</td>
<td>[0.7705,1.0000]</td>
<td>[0.6515,1.0000]</td>
<td>[0.4749,0.7992]</td>
<td>0.4542</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0.9851</td>
<td>[0.6443,0.9081]</td>
<td>[0.5418,0.8420]</td>
<td>[0.3863,0.7081]</td>
<td>[0.2610,0.5021]</td>
<td>0.2460</td>
</tr>
</tbody>
</table>

Note: The values in parentheses indicate the corresponding overall efficiency of all the DMUs.

From Table 4, it is noted that, as the value of the parameter α changes, the ranking of DMUs also changes, which reflects the impact of the different preferences of the decision makers. Most of the median values of the interval efficiencies decrease as the value of α increases.

Let \([E^-, E^+]=[E_*, E^*]\) and \([E^-, E^+]=[E^*, E^*]\) in (MOD 5), respectively. Then the maximum efficiency of each DMU can be obtained as listed in Table 5. The corresponding overall efficiency of all the DMUs can also be calculated.

Table 5. The maximum efficiencies of individual DMUs obtained by (MOD 5)

<table>
<thead>
<tr>
<th>DMUs</th>
<th>[E^-, E^+]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>([E_<em>, E^</em>])</td>
<td>0.9153(0.9066)</td>
<td>0.9543(0.9066)</td>
<td>0.7584(0.9066)</td>
<td>0.5715(0.9066)</td>
<td>1.0000(0.9066)</td>
<td>1.0000(0.9066)</td>
<td>0.9851(0.9066)</td>
</tr>
<tr>
<td>2</td>
<td>([E_<em>, E^</em>])</td>
<td>0.9153(0.9066)</td>
<td>0.9543(0.9066)</td>
<td>0.7584(0.9066)</td>
<td>0.5715(0.9066)</td>
<td>1.0000(0.9066)</td>
<td>1.0000(0.9066)</td>
<td>0.9851(0.9066)</td>
</tr>
</tbody>
</table>

Note: The values in parentheses indicate the corresponding overall efficiency of all the DMUs.
4 DEA models based on the variance of DMUs

The models developed in Section 3 are based on the overall efficiency of all the DMUs, which can also be interpreted as the average efficiency of the team. In contrast, this section will develop another essential measure: the variance of DMUs. In other words, models based on the variance of the team will be established.

Let \( \lambda_i = \sum_{l=1}^{m} v_l x_{li} - \sum_{r=1}^{s} u_r y_{ri} \). Then \( |\lambda_i - \lambda_j| \) measures the variance between DMU \( i \) and DMU \( j \), and \( \sum_{j=1}^{n} \sum_{i=1}^{n} |\lambda_i - \lambda_j| \) measures the variance of all the DMUs. Then, the following models are given to estimate the interval value of the variance of all the DMUs (i.e., the variance of the team):

\[
\text{(MOD 6)} \quad \max \{ \min \} \sum_{j=1}^{n} \sum_{i=1}^{n} |\lambda_i - \lambda_j| \\
\text{s.t. the constraints in (MOD 3) are satisfied and} \\
\sum_{l=1}^{m} v_l x_{li} - \sum_{r=1}^{s} u_r y_{ri} = \lambda_i
\]

Let \( \varphi_{ij} = \frac{1}{2} (|\lambda_i - \lambda_j| + \lambda_i - \lambda_j) \) and \( \phi_{ij} = \frac{1}{2} (|\lambda_i - \lambda_j| - (\lambda_i - \lambda_j)) \). Then \( \varphi_{ij} + \phi_{ij} \leq \lambda_i + \lambda_j, \varphi_{ij} + \phi_{ij} \leq \max \{ \lambda_i, \lambda_j \} \), and \( \varphi_{ij} - \phi_{ij} = \lambda_i - \lambda_j \). The following model can be given:

\[
\text{(MOD 7)} \quad \min \sum_{j=1}^{n} \sum_{i=1}^{n} (\varphi_{ij} + \phi_{ij}) \\
\text{s.t. the constraints in (MOD 3) are satisfied and} \\
\sum_{l=1}^{m} v_l x_{li} - \sum_{r=1}^{s} u_r y_{ri} = \lambda_i \\
\varphi_{ij} - \phi_{ij} = \lambda_i - \lambda_j \\
\varphi_{ij} \geq 0, \phi_{ij} \geq 0, \lambda_i \geq 0, \lambda_j \geq 0
\]

By solving (MOD 6) and (MOD 7), we obtain the minimum and maximum variances among all the DMUs (i.e., the team), denoted as \( \delta_* \) and \( \delta^* \), respectively. The decision makers can select any subinterval of \([\delta_*, \delta^*]\) to express their preference or constraint on the overall variance among all the DMUs. Certainly, the variance among all the DMUs should be bigger than \( \delta^- \) and smaller than \( \delta^+ \), where \( \delta_* \leq \delta^- \leq \delta^+ \leq \delta^* \). Once the preferred interval of the overall variance is chosen, the model that can derive the interval efficiencies of individual DMUs under the constrained overall variance can be formulated as follows:
(MOD 8) \[
\max[\min] \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}}
\]
s.t. the constraints in (MOD 3) are satisfied and
\[
\sum_{l=1}^{m} v_l x_{li} - \sum_{r=1}^{s} u_r y_{ri} = \lambda_i
\]
\[
\varphi_{ij} - \phi_{ij} = \lambda_i - \lambda_j
\]
\[
\varphi_{ij} \geq 0, \phi_{ij} \geq 0, \lambda_i \geq 0, \lambda_j \geq 0
\]
\[
\delta^- \leq \sum_{j=1}^{n} \sum_{i=1}^{n} (\varphi_{ij} + \phi_{ij}) \leq \delta^+
\]

In (MOD 8), the interval efficiencies of individual DMUs are derived under the condition or constraint that the overall variance of the team should lie in the interval \([\delta^-, \delta^+\]). In particular, if \([\delta^-, \delta^+] = [\delta_*, \delta^*]\), then there is no constraint on the variance of the team; if \([\delta^-, \delta^+] = [\delta_*, \delta_*]\), then the variance of the team is restricted to its minimum value; and if \([\delta^-, \delta^+] = [\delta^*, \delta^*]\), then the variance of the team is allowed to attain its maximum value. For convenience, let \(\delta^- - \delta^+ = \delta_* + (1 - \beta)\delta^*, 0 \leq \beta \leq 1\). Then the decision makers’ preference about the variation can be reflected by \(\beta\).

Now the model proposed above is applied to Example 1 given in Section 3. Suppose that the decision makers focus on the variance of the team. Then, by solving (MOD 7), the minimum and maximum variances of the team can be obtained as \(\delta_* = 2.9114\) and \(\delta^* = 27.3703\), respectively. If decision makers do not mind the big variance, then \(\delta^* = 27.3703\) can be chosen. In contrast, if the smaller variance is regarded as better, then \(\delta_* = 2.9114\) can be chosen. Suppose the decision makers require that the variance of the team be smaller than 3, that is, \([\delta^-, \delta^+] = [2.9114, 3]\). Then the interval efficiencies of individual DMUs under the chosen constraint on the variance can be calculated by (MOD 8), and the results are listed in Table 6.

<table>
<thead>
<tr>
<th>DMUs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiencies</td>
<td>[0.7820, 0.9212]</td>
<td>[0.9448, 0.9853]</td>
<td>[0.7501, 0.7786]</td>
<td>[0.5740, 0.6799]</td>
<td>[0.8853, 0.9908]</td>
<td>[0.9840, 1.000]</td>
<td>[0.8845, 0.9775]</td>
</tr>
<tr>
<td>Rankings</td>
<td>6 ≰ 2 ≰ 5 ≰ 7 ≰ 1 ≰ 3 ≰ 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To make the decision more flexible, a parameter \(\beta\) is defined to trade off between these two extreme situations, that is, \(\delta^- - \delta^+ = \beta \delta_* + (1 - \beta)\delta^*\). The decision makers can interact with the decision process by assigning different values to \(\beta\). Once the value of \(\beta\) is given, the interval efficiencies of individual DMUs can be calculated by (MOD 8), which are shown in Table 7. The median values and the rankings of DMUs are listed in Table 8.

<table>
<thead>
<tr>
<th>DMUs</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Efficiencies</td>
<td>0.7770</td>
<td>0.6549</td>
<td>0.5355</td>
<td>0.8419</td>
<td>1.0000</td>
<td>1.0000</td>
<td>0.8845</td>
</tr>
<tr>
<td>Rankings</td>
<td>6 ≰ 2 ≰ 5 ≰ 7 ≰ 1 ≰ 3 ≰ 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 8. The median values of the interval efficiencies of individual DMUs in Table 7

<table>
<thead>
<tr>
<th>DMUs</th>
<th>0</th>
<th>0.1</th>
<th>0.4</th>
<th>0.7</th>
<th>0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6321</td>
<td>[0.5437,0.7503]</td>
<td>0.3683,1.0000</td>
<td>0.3719,1.0000</td>
<td>0.5621,1.0000</td>
<td>0.8070</td>
</tr>
<tr>
<td>2</td>
<td>0.4650</td>
<td>[0.4402,0.5594]</td>
<td>0.3717,0.8382</td>
<td>0.4424,0.9162</td>
<td>0.6476,0.9668</td>
<td>0.9835</td>
</tr>
<tr>
<td>3</td>
<td>0.5652</td>
<td>[0.4866,0.6676]</td>
<td>0.3284,0.9210</td>
<td>0.3367,0.8481</td>
<td>0.5168,0.8117</td>
<td>0.7763</td>
</tr>
<tr>
<td>4</td>
<td>0.1905</td>
<td>[0.1924,0.2409]</td>
<td>0.1994,0.4081</td>
<td>0.2395,0.5402</td>
<td>0.4000,0.6555</td>
<td>0.6733</td>
</tr>
<tr>
<td>5</td>
<td>0.3918</td>
<td>[0.3862,0.4689]</td>
<td>0.3678,0.7282</td>
<td>0.4636,0.8761</td>
<td>0.7096,1.0000</td>
<td>0.8959</td>
</tr>
<tr>
<td>6</td>
<td>0.5944</td>
<td>[0.5386,0.7032]</td>
<td>0.4063,1.0000</td>
<td>0.4496,1.0000</td>
<td>0.6988,1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>7</td>
<td>0.1951</td>
<td>[0.2093,0.2336]</td>
<td>0.2783,0.3662</td>
<td>0.4489,0.5370</td>
<td>0.6681,0.7619</td>
<td>0.8895</td>
</tr>
</tbody>
</table>

From Table 8, it is found that most of the median values of the interval efficiencies increase as the value of $\beta$ increases.

Consider the cases $[\delta^-,\delta^+]=[\delta_\ast,\delta_\ast]$ and $[\delta^-,\delta^+]=[\delta_\ast,\delta_\ast]$ in (MOD 8). Then, the maximum efficiency of each DMU can be obtained, and the corresponding variance of DMUs can also be calculated. The results are listed in Table 9.

Table 9. The maximum efficiencies of individual DMUs obtained by (MOD 8)

<table>
<thead>
<tr>
<th>$[\delta^-,\delta^+]$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[\delta_\ast,\delta_\ast]$</td>
<td>0.3657(3.9214)</td>
<td>0.3268(2.9114)</td>
<td>0.2712(2.9114)</td>
<td>0.2045(2.9114)</td>
<td>0.3719(2.9114)</td>
<td>0.3585(2.9114)</td>
<td>0.3613(2.9114)</td>
</tr>
<tr>
<td>$[\delta_\ast,\delta_\ast]$</td>
<td>1(14.015)</td>
<td>0.9853(2.9541)</td>
<td>0.9402(19.1327)</td>
<td>0.6799(2.9541)</td>
<td>1(4.1100)</td>
<td>1(14.015)</td>
<td>0.9851(3.0816)</td>
</tr>
</tbody>
</table>

Note: The values in parentheses indicate the corresponding variances.

From Table 9, it is found that if $[\delta^-,\delta^+]=[\delta_\ast,\delta_\ast]$, then all DMUs attain their best performances, but the minimum variances of DMUs are very large; if $[\delta^-,\delta^+]=[\delta_\ast,\delta_\ast]$, DMUs cannot reach their best performances, but the variance of all the DMUs is restricted to its minimum value.

5 DEA models based on the boundaries of the team

In addition to the mean discussed in Section 3 and variance in Section 4, another useful team index is the boundaries of DMUs. For example, decision makers may require that the efficiency of each individual DMU not be smaller (or bigger) than some value. The following model is proposed to derive the maximum lower boundary of DMUs.
(MOD 9) \[ \max \lambda \]

\[ s.t. \ \text{the constraints in (MOD 3) are satisfied and} \]

\[ \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}} \geq \lambda \]

To solve (MOD 9) is to maximize the minimum efficiency across all individual DMUs (i.e., the lower efficiency bound of the team), which is very similar to the payoff matrix in game theory; that is, the bigger the efficiency of each individual DMU, the better. Suppose that the optimal value of (MOD 9) is \( \lambda^* \). Then decision makers can choose a value not bigger than \( \lambda^* \) as the minimum efficiency bound that all individual DMUs need to meet or surpass, i.e., \( \lambda (0 \leq \lambda \leq \lambda^*) \). Under such a condition or restriction on the minimum efficiency for the team, the following model can be constructed to derive the interval efficiencies of individual DMUs:

(MOD 10) \[ \max[\min] \]

\[ \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}} \]

\[ s.t. \ \text{the constraints in (MOD 3) are satisfied and} \]

\[ \sum_{r=1}^{s} u_r y_{ri} \geq \lambda \sum_{l=1}^{m} v_l x_{li} \]

In other words, the above model can be used to derive the interval efficiency of each DMU under the constraint that all DMUs meet the required minimal level of efficiency.

Contrary to (MOD 9), if decision makers consider DMUs from a loss performance point of view, then their aim could be to minimize the maximum value of the efficiency of individual DMUs, that is, the smaller the efficiency of an individual DMU, the better. To address such a situation from the team’s point of view, the following model can be constructed:

(MOD 11) \[ \min \lambda \]

\[ s.t. \ \text{the constraints in (MOD 3) are satisfied and} \]

\[ \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}} \leq \lambda \]

By solving (MOD 11), the minimum upper boundary across all DMUs can be obtained. Suppose that the optimal value of (MOD 11) is \( \lambda^* \). Then decision makers can provide a value not smaller than \( \lambda^* \) as the maximum efficiency bound that no DMU should surpass, i.e., \( \lambda (\lambda^* \leq \lambda \leq 1) \). Under such a condition or restriction on the maximum efficiency for the team, the following model can be constructed to derive the interval efficiencies of DMUs:
(MOD 12) \[ \max \left[ \min \right] \frac{\sum_{r=1}^{s} u_r y_{ri}}{\sum_{l=1}^{m} v_l x_{li}} \]

s.t. the constraints in (MOD 3) are satisfied and
\[ \sum_{r=1}^{s} u_r y_{ri} \leq \lambda \sum_{l=1}^{m} v_l x_{li} \]

If decision makers have some requirements across all DMUs in the team, for example, the minimum (or maximum) efficiency of each DMU should be at a certain value, then (MOD 9) or (MOD 11) can be used to obtain such boundaries for the team of DMUs. (MOD 9) can be used to maximize the minimum efficiency value across all DMUs, from which the biggest value of the lower boundary for all the DMUs, denoted by \( \lambda_* \), can be obtained; (MOD 11) can be used to minimize the maximum efficiency value across all DMUs, from which the smallest value of the upper boundary for all DMUs, denoted by \( \lambda^* \), can be obtained.

Now, the models proposed above are applied to further analyze the case given in Example 1. First, it is obtained that \( \lambda_* = 0.6799 \) and \( \lambda^* = 0.3691 \) by (MOD 9) and (MOD 11). Suppose that the decision makers provide the value \( \alpha \lambda_* \), where \( 0 \leq \alpha \leq 1, \lambda^*(1 + \beta) \), and \( 0 \leq \beta \leq \frac{1}{\lambda_*} - 1 \), to describe their preferences about the boundaries of DMUs. Then the interval efficiencies of individual DMUs can be calculated by (MOD 10) and (MOD 12). The results are listed in Tables 10 and 11, and the median values and rankings of DMUs are listed in Tables 12 and 13.

**Table 10.** The interval efficiencies of individual DMUs obtained by (MOD 10)

<table>
<thead>
<tr>
<th>DMUs</th>
<th>1.000</th>
<th>0.950</th>
<th>0.900</th>
<th>0.850</th>
<th>0.800</th>
<th>0.750</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8001</td>
<td>[0.7633,0.8665]</td>
<td>[0.7267,0.9263]</td>
<td>[0.6903,0.9662]</td>
<td>[0.6540,1.0000]</td>
<td>[0.6179,1.0000]</td>
</tr>
<tr>
<td>2</td>
<td>0.9853</td>
<td>[0.9385,0.9853]</td>
<td>[0.8919,0.9853]</td>
<td>[0.8454,0.9853]</td>
<td>[0.7989,0.9853]</td>
<td>[0.7525,0.9853]</td>
</tr>
<tr>
<td>3</td>
<td>0.7774</td>
<td>[0.7403,0.8142]</td>
<td>[0.7033,0.8236]</td>
<td>[0.6664,0.8343]</td>
<td>[0.6297,0.8450]</td>
<td>[0.5931,0.8544]</td>
</tr>
<tr>
<td>4</td>
<td>0.6799</td>
<td>[0.6459,0.6799]</td>
<td>[0.6119,0.6799]</td>
<td>[0.5779,0.6799]</td>
<td>[0.5439,0.6799]</td>
<td>[0.5099,0.6799]</td>
</tr>
<tr>
<td>5</td>
<td>0.8892</td>
<td>[0.8101,0.9252]</td>
<td>[0.7746,0.9612]</td>
<td>[0.7391,0.9972]</td>
<td>[0.7037,1.0000]</td>
<td>[0.6684,1.0000]</td>
</tr>
<tr>
<td>6</td>
<td>1.0000</td>
<td>[0.9533,1.0000]</td>
<td>[0.9067,1.0000]</td>
<td>[0.8602,1.0000]</td>
<td>[0.8139,1.0000]</td>
<td>[0.7677,1.0000]</td>
</tr>
<tr>
<td>7</td>
<td>0.8940</td>
<td>[0.7056,0.9226]</td>
<td>[0.6451,0.9512]</td>
<td>[0.5892,0.9797]</td>
<td>[0.5439,0.9851]</td>
<td>[0.5099,0.9851]</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.8002</td>
<td>0.9852</td>
<td>0.7774</td>
<td>0.6798</td>
<td>0.8892</td>
<td>1.0000</td>
<td>0.8940</td>
</tr>
<tr>
<td>0.95</td>
<td>0.8249</td>
<td>0.9619</td>
<td>0.7773</td>
<td>0.6629</td>
<td>0.8677</td>
<td>0.9767</td>
<td>0.8141</td>
</tr>
<tr>
<td>0.90</td>
<td>0.8265</td>
<td>0.9386</td>
<td>0.7634</td>
<td>0.6459</td>
<td>0.8679</td>
<td>0.9533</td>
<td>0.7982</td>
</tr>
<tr>
<td>0.85</td>
<td>0.8282</td>
<td>0.9154</td>
<td>0.7504</td>
<td>0.6289</td>
<td>0.8681</td>
<td>0.9301</td>
<td>0.7844</td>
</tr>
<tr>
<td>0.80</td>
<td>0.8270</td>
<td>0.8921</td>
<td>0.7373</td>
<td>0.6119</td>
<td>0.8519</td>
<td>0.9069</td>
<td>0.7645</td>
</tr>
<tr>
<td>0.75</td>
<td>0.8090</td>
<td>0.8689</td>
<td>0.7238</td>
<td>0.5949</td>
<td>0.8342</td>
<td>0.8839</td>
<td>0.7475</td>
</tr>
</tbody>
</table>

Table 12. The interval efficiencies of individual DMUs obtained by (MOD 12)

<table>
<thead>
<tr>
<th>DMUs</th>
<th>$\beta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3204</td>
<td>[0.3007,0.3580]</td>
</tr>
<tr>
<td>2</td>
<td>0.3475</td>
<td>[0.3398,0.3671]</td>
</tr>
<tr>
<td>3</td>
<td>0.2844</td>
<td>[0.2712,0.3083]</td>
</tr>
<tr>
<td>4</td>
<td>0.2083</td>
<td>[0.1905,0.2235]</td>
</tr>
<tr>
<td>5</td>
<td>0.3691</td>
<td>[0.3646,0.3876]</td>
</tr>
<tr>
<td>6</td>
<td>0.3691</td>
<td>[0.3585,0.3876]</td>
</tr>
<tr>
<td>7</td>
<td>0.3368</td>
<td>[0.3039,0.3782]</td>
</tr>
</tbody>
</table>

Table 13. The median values of the interval efficiencies of individual DMUs in Table 12

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>Rankings</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.3204</td>
<td>0.3474</td>
<td>0.2844</td>
<td>0.2084</td>
<td>0.3690</td>
<td>0.3690</td>
<td>0.3368</td>
<td>6 ≻ 2 ≻ 7 ≻ 5 ≻ 1 ≻ 3 ≻ 4</td>
</tr>
<tr>
<td>0.05</td>
<td>0.3294</td>
<td>0.3534</td>
<td>0.2898</td>
<td>0.2070</td>
<td>0.3761</td>
<td>0.3730</td>
<td>0.3410</td>
<td>5 ≻ 6 ≻ 2 ≻ 7 ≻ 3 ≻ 1 ≻ 4</td>
</tr>
<tr>
<td>0.1</td>
<td>0.3415</td>
<td>0.3632</td>
<td>0.2996</td>
<td>0.2199</td>
<td>0.3853</td>
<td>0.3823</td>
<td>0.3406</td>
<td>5 ≻ 6 ≻ 2 ≻ 7 ≻ 3 ≻ 1 ≻ 4</td>
</tr>
<tr>
<td>0.15</td>
<td>0.3532</td>
<td>0.3730</td>
<td>0.3096</td>
<td>0.2263</td>
<td>0.3945</td>
<td>0.3914</td>
<td>0.3422</td>
<td>5 ≻ 6 ≻ 2 ≻ 7 ≻ 3 ≻ 1 ≻ 4</td>
</tr>
<tr>
<td>0.2</td>
<td>0.3648</td>
<td>0.3826</td>
<td>0.3200</td>
<td>0.2829</td>
<td>0.4038</td>
<td>0.4007</td>
<td>0.3450</td>
<td>5 ≻ 6 ≻ 2 ≻ 7 ≻ 3 ≻ 1 ≻ 4</td>
</tr>
<tr>
<td>0.25</td>
<td>0.3765</td>
<td>0.3919</td>
<td>0.3307</td>
<td>0.2393</td>
<td>0.4130</td>
<td>0.4098</td>
<td>0.3489</td>
<td>5 ≻ 6 ≻ 2 ≻ 7 ≻ 3 ≻ 1 ≻ 4</td>
</tr>
</tbody>
</table>

Based on Table 11, it is found that most of the median values of the interval efficiencies increase as the value of $\alpha$ increases. Based on Table 13, it is found that most of the median values of the interval efficiencies increase as the value of $\beta$ increases.

6 DEA models based on the relationships between D-MUs in the team

In Sections 3, 4 and 5, the overall efficiency, the variance and the boundaries of DMUs can be considered as the external performance indexes for DMUs in a team. On the other hand, the DMUs in a team have relationships between each other, and such relationships can be utilized to form an internal performance index for DMUs as a team. In this section, we employ the
interval pairwise comparison matrix (Saaty and Vargas, 1987) to develop the relationship index between DMUs in a team.

Suppose that the efficiency of DMU \( i \) is denoted by \( E_i \). Then for each pair of DMUs \( i \) and \( j \), the relative efficiency value between them can be written as

\[
E_i \quad \frac{E_i}{E_j} = \frac{\sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj}}{\sum_{l=1}^{m} v_l x_{li} \sum_{r=1}^{s} u_r y_{rj}}
\]

As the values of \( x_{li}(l = 1, 2, \cdots, m) \) and \( y_{ri}(r = 1, 2, \cdots, s) \) are given, the interval value of \( \frac{E_i}{E_j} \) can be obtained as \( r_{ij} = [r_{ij}^-, r_{ij}^+] \), in which \( r_{ij}^+ \) and \( r_{ij}^- \) are calculated by the following models:

\[
(MOD\ 13) \quad \max[\min] \quad \frac{E_i}{E_j} = \frac{\sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj}}{\sum_{l=1}^{m} v_l x_{li} \sum_{r=1}^{s} u_r y_{rj}}
\]

\[
\text{s.t. the constraints in (MOD 3) are satisfied.}
\]

All \( r_{ij} \) can construct a matrix \( \tilde{R} = (\tilde{r}_{ij})_{n \times n} = ([r_{ij}^-, r_{ij}^+])_{n \times n} \). Then \( \tilde{r}_{ij} \) can express the preference degree of DMU \( i \) over DMU \( j \). It is easy to find that \( r_{ij}^+ r_{ji}^- = 1 \) and \( r_{ii}^- = r_{ii}^+ = 1 \) for \( i, j = 1, 2, \ldots, n \). Therefore, \( \tilde{R} \) is an interval comparison matrix (Saaty and Vargas, 1987) and can reflect the relationships between DMUs. For Example 1, given in Section 3, \( \tilde{R} \) can be calculated by (MOD 13) as follows:

\[
\tilde{R} = \begin{pmatrix}
[1, 1] & [0.8120, 1.4951] & [0.9677, 1.4459] & [1.1769, 3.9305] & [0.6919, 1.6347] & [0.7432, 1.1709] & [0.8285, 3.2402] \\
[0.6689, 1.2315] & [1, 1] & [0.8223, 1.2687] & [1.4493, 2.6289] & [0.8187, 1.3128] & [0.7768, 0.9853] & [0.8426, 2.4249] \\
[0.6916, 1.0334] & [0.7882, 1.2161] & [1, 1] & [1.1435, 3.0759] & [0.6552, 1.5025] & [0.7370, 0.9509] & [0.6743, 2.8981] \\
[0.2544, 0.8497] & [0.3803, 0.6900] & [0.3254, 0.8745] & [1, 1] & [0.3972, 0.7999] & [0.2979, 0.6799] & [0.4168, 1.1337] \\
[0.6117, 1.4453] & [0.7618, 1.2214] & [0.6656, 1.5262] & [1.2501, 2.5175] & [1, 1] & [0.6257, 1.1249] & [0.9928, 2.1327] \\
[0.3086, 1.2070] & [0.4124, 1.1867] & [0.3450, 1.4829] & [0.8821, 2.3991] & [0.4689, 1.0073] & [0.3274, 1.0934] & [1, 1]
\end{pmatrix}
\]

Based on \( \tilde{R} \), the decision makers can provide their preferences about the relationship between each pair of DMUs. Suppose that the decision makers provide their preferences about the relationship matrix between DMUs as \( \tilde{A} = (\tilde{a}_{ij})_{n \times n} = ([a_{ij}^-, a_{ij}^+])_{n \times n} \), where \( r_{ij}^- \leq a_{ij}^- \leq a_{ij}^+ \leq r_{ij}^+ \), \( a_{ij}^- a_{ji}^+ = 1 \), and \( a_{ii}^- = a_{ii}^+ = 1 \) for \( i, j = 1, 2, \ldots, n \). If there exists a vector \( w = (w_1, w_2, \ldots, w_n) \) such that

\[
\begin{align*}
& \frac{a_{ij}^- w_i}{w_j} \leq a_{ij}^+, i, j = 1, 2, \ldots, n \\
& \sum_{i=1}^{n} w_i = 1
\end{align*}
\]

and \( \sum_{i=1}^{n} w_i = 1 \), then \( \tilde{A} \) is called a consistent interval pairwise comparison matrix (Arbel and Vargas, 1993). However, the elements of interval comparison matrix are given by the
decision makers based on their experiences and expertise, and may be inconsistent due to the limitations of experiences and expertise as well as the complicated nature of decision problems (Ergu et al., 2011).

Suppose that the efficiency of DMU $i$ is denoted by $E_i$. If the interval pairwise comparison value between DMU $i$ and DMU $j$ is given as $a_{ij} = [a_{ij}^-, a_{ij}^+]$, then it is desired that the following equation hold:

$$a_{ij}^- \leq \frac{E_i}{E_j} \leq a_{ij}^+$$

That is,

$$a_{ij}^- \leq \frac{\sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj}}{\sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li}} \leq a_{ij}^+$$

which can be rewritten as

$$a_{ij}^- \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li} \leq \sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj} \leq a_{ij}^+ \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li}$$

If it does not hold, then we should provide the deviation variances $d_{ij}^-$ and $d_{ij}^+$, which satisfy

$$a_{ij}^- \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li} - d_{ij}^- \leq \sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj} \leq a_{ij}^+ \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li} + d_{ij}^+$$

where $d_{ij}^- \geq 0$ and $d_{ij}^+ \geq 0$.

To minimize the overall deviation variables, the following model is constructed:

$$(\text{MOD 14}) \quad \text{min} \quad \sum_{i=1}^{n} \sum_{j=1}^{n} (d_{ij}^- + d_{ij}^+)$$

s.t. \quad \begin{align*}
a_{ij}^- \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li} - d_{ij}^- & \leq \sum_{r=1}^{s} u_r y_{ri} \sum_{l=1}^{m} v_l x_{lj} \leq a_{ij}^+ \sum_{r=1}^{s} u_r y_{rj} \sum_{l=1}^{m} v_l x_{li} + d_{ij}^+ \\
d_{ij}^- & \geq 0, d_{ij}^+ \geq 0, i, j = 1, 2, \cdots, n
\end{align*}$$

$$(\text{MOD 14})$$ provides the decision makers the minimum value of the deviation variables, denoted by $d^*$, which can be used by the decision makers to choose an acceptable deviation level $d(d \leq d^*)$ for the team of DMUs. Then, the interval efficiencies of individual DMUs under the acceptable deviation level within the team can be calculated by the model below:
Now the above models are applied to Example 1. Suppose that the decision makers provide the following matrix as their preferences about the relationships between DMUs according to \( \tilde{\mathbf{R}} \):

\[
\begin{bmatrix}
\end{bmatrix}
\]

By solving (MOD 14), we obtain the minimum deviation \( J^* = 1.9915 \), which the decision makers can use to provide a feasible and acceptable deviation level \( J(J \geq J^*) \), and then continue to calculate the interval efficiencies of individual DMUs under such a deviation constraint. By (MOD 15), the interval efficiencies of individual DMUs can be found in Table 14, and their median values and rankings are listed in Table 15. Based on Table 15, it is found that most of the median values of the interval efficiencies increase as the value of \( J \) increases. That is, if we relax the deviation constraint (i.e., allow more diversity) within the team, the efficiency for each individual DMU can be improved.

<table>
<thead>
<tr>
<th>DMUs</th>
<th>1.9915</th>
<th>2.1</th>
<th>2.2</th>
<th>2.3</th>
<th>2.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4258</td>
<td>[0.3563, 0.5129]</td>
<td>[0.3211, 0.5862]</td>
<td>[0.3060, 0.6679]</td>
<td>[0.3007, 0.7672]</td>
</tr>
<tr>
<td>2</td>
<td>0.4002</td>
<td>[0.3677, 0.4522]</td>
<td>[0.3499, 0.5057]</td>
<td>[0.3425, 0.5690]</td>
<td>[0.3398, 0.6479]</td>
</tr>
<tr>
<td>3</td>
<td>0.3828</td>
<td>[0.3206, 0.4420]</td>
<td>[0.2886, 0.4966]</td>
<td>[0.2758, 0.5604]</td>
<td>[0.2712, 0.6395]</td>
</tr>
<tr>
<td>4</td>
<td>0.1964</td>
<td>[0.1944, 0.2284]</td>
<td>[0.1935, 0.2561]</td>
<td>[0.1930, 0.2859]</td>
<td>[0.1926, 0.3217]</td>
</tr>
<tr>
<td>5</td>
<td>0.3828</td>
<td>[0.3667, 0.4385]</td>
<td>[0.3646, 0.4959]</td>
<td>[0.3646, 0.5634]</td>
<td>[0.3646, 0.6433]</td>
</tr>
<tr>
<td>6</td>
<td>0.4610</td>
<td>[0.3999, 0.5265]</td>
<td>[0.3725, 0.5942]</td>
<td>[0.3623, 0.6669]</td>
<td>[0.3585, 0.7577]</td>
</tr>
<tr>
<td>7</td>
<td>0.2445</td>
<td>[0.2255, 0.2899]</td>
<td>[0.2183, 0.3304]</td>
<td>[0.2140, 0.3641]</td>
<td>[0.2103, 0.3933]</td>
</tr>
</tbody>
</table>

Table 15. The median values of the interval efficiencies of DMUs in Table 14
In this paper, the DEA methodology based on team reasoning has been investigated. All the DMUs have been considered as a team, and the indexes to measure the team, such as the overall efficiencies of DMUs, the variance of DMUs, the boundaries of DMUs, and the relationships between DMUs, have been defined. The models have been given to calculate the interval values of the team indexes, which can be used by the decision makers to provide their feasible preferences about the team’s performance indexes. Furthermore, the models have been established to derive the interval efficiencies of individual DMUs under the condition that the constraints on the team indexes are satisfied. In the proposed models, the individual DMUs may not attain their maximum efficiencies, but they can make the team indexes attain their maximum values. In addition, the adjustable parameters, which can be used to trade off between the performances of the team and the individual DMUs, are given. A summary of the proposed models can be found in Table 16.

By comparing the proposed methods with existing methods in the literature, we can draw the following conclusions:

The proposed DEA models pay more attention to the team than to the individual, while for the existing ones the opposite is true. In the proposed methods, the constraints on the team indexes, such as the overall efficiency, variance, and boundary among DMUs and the relationships between DMUs, should be satisfied before the interval efficiencies of individual DMUs are derived. This is distinctively different from the existing methods, in which the individual efficiencies are first derived and then the efficiencies of other DMUs are considered to avoid multiple solutions in the first stage.

The proposed DEA models can obtain the interval efficiencies of individual DMUs, taking into consideration all the risk preferences, whereas most of the existing DEA models focus only on the maximum efficiencies or the weights of inputs and outputs (Bal et al. 2008). In the proposed DEA models, decision makers can participate in the decision making by providing their requirements on the overall efficiency, the variance, the boundaries of DMUs and the relationships between DMUs, and can adjust the values of the parameters according to their preferences, which is not possible in the existing DEA models (Wang et al., 2011).

The proposed models do not have to calculate the weight vectors of DMUs, which reduces...
the amount of calculation, whereas in some existing models (Yang et al., 2012), the weight vector should be calculated to obtain the weight matrix and to then calculate the cross-efficiencies of DMUs.

Table 16. Summary of the proposed models

<table>
<thead>
<tr>
<th>Models</th>
<th>aims</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall efficiencies of the DMUs</td>
<td>MOD 3, MOD 4</td>
</tr>
<tr>
<td></td>
<td>MOD 5</td>
</tr>
<tr>
<td>Variance of the DMUs</td>
<td>MOD 6, MOD 7</td>
</tr>
<tr>
<td></td>
<td>MOD 8</td>
</tr>
<tr>
<td>Boundaries of the DMUs</td>
<td>MOD 9</td>
</tr>
<tr>
<td></td>
<td>MOD 10</td>
</tr>
<tr>
<td></td>
<td>MOD 11</td>
</tr>
<tr>
<td></td>
<td>MOD 12</td>
</tr>
<tr>
<td>Relationships between DMUs</td>
<td>MOD 13</td>
</tr>
<tr>
<td></td>
<td>MOD 14</td>
</tr>
<tr>
<td></td>
<td>MOD 15</td>
</tr>
</tbody>
</table>
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