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Abstract: This paper studies the output tracking control of a class of sandwich-like systems with state-dependent deadzone nonlinearity between two cascaded subsystems (e.g., the gear transmission systems). An exact differentiator-based backstepping control for such a sandwich-like nonlinear system is proposed. The proposed controller utilizes the high-order sliding mode robust exact differentiator to compensate the impact of non-strict feedback coupling term due to the sandwiched deadzone. The stability of the closed-loop system is guaranteed to be uniform-ultimately bounded and the output tracking error converges to a residual set. Finally, two simulation examples are provided to demonstrate the tracking performance and effectiveness of the proposed controller.

1 Introduction

Deadzone, as a static ‘memoryless’ nonlinearity which means the insensitivity to small signals, limits the static and dynamic performance of feedback control systems. It is ubiquitous in industrial systems, such as mechanical systems, servo valves and DC motors. The existence of deadzone is inclined to cause instability and oscillation in system responses. Hence, the passion for study on the controlled systems with deadzone has never been reduced in control community.

To address the control problem for systems with deadzone, various methods have been reported in the past decades. Generally, the methods for dealing with deadzone may be divided into two classes. The first one is to construct an inverse deadzone model to cancel the deadzone nonlinearity in control design, which can be traced back to the work due to Tao and Kokotovic [1] where an adaptive inverse deadzone model was constructed. Cho and Bai [2] presented an analytical result on constructing an inverse deadzone to eliminate the effect of deadzone asymptotically based on the assumption that the input and output of the deadzone are available for measurement. Besides, by using fuzzy rules based on state errors, a fuzzy inverse deadzone model was proposed in [3]. Recently, to overcome the nonsmoothness of the inverse deadzone, Zhou et al. [4]-[6] present a new deadzone inverse model by using a smooth indicator function to approximate the classical inverse deadzone, and furthermore, the accuracy of approximation can be improved by adjusting the characteristic parameters of the function. The other class of methods are initiated in [7]. Wang et al. put forward a new description for deadzone which is composed by a linear part and a bounded disturbance part. This method avoids constructing an inverse deadzone model. However, this paper only considers the symmetric case. In [8], Ibrahim extended this method to a non-symmetric deadzone model and an adaptive controller was designed to solve the output tracking problem. These new deadzone descriptions in [7] and [8] have a common assumption that the slope in the linear part is precisely known. To eliminate this requirement, Zhang and Ge [9] introduced an adaptive compensation term for disturbance part and used the integral Lyapunov function to prove the semi-global uniform ultimate boundedness of the closed-loop system. Following the same line, Zuo et al. proposed a novel differentiable deadzone model with a bounded approximation error in [10, 11]. And then the result was expanded in [12] to approximate the asymmetric deadzone. The new differentiable deadzone model significantly facilitates the controller design [10]-[12]. These two classes of methods have been proved to be effective in the overwhelming majority of cases when the deadzone is located at the input.

Only a few results, however, consider the deadzone linearity appears in sandwich-like nonlinear systems. The sandwich-like nonlinear systems are referred to a class of systems with non-smooth nonlinearities (e.g., deadzone, backlash) sandwiched by interconnected subsystems. Many two-mass or master-slave systems can be categorized to these systems, such as the aircraft elevator control system driven by a hydraulic actuator and the gear transmission systems. Related work may be initiated in [13] where Saberi et al. prove the global stability of the cascade system by using smooth dynamic feedback with two constraint conditions and further results can be found in [14, 15]. To address the tracking problem for sandwich-like systems, Taware et al. [16] first proposed an inner-outer loop structured controller with a nonlinearity inverse and in [17], Taware and Tao applied the adaptive technique to the unknown deadzone case. Besides, Zhang et al. [18] studies a class of MIMO nonlinear systems in triangular control structure with input deadzones.

Different from the existing results, this paper focuses on applying the backstepping control approach to a class of sandwich-like nonlinear systems with deadzone. The basic idea of this paper follows the second class method as discussed previously and formulates the cascade subsystems into a compact high-order nonlinear system for controller design. However, the whole system is no longer in strict-feedback or lower-triangular form, which makes the direct application of backstepping [19, 20] inhibitive. Recently, various modified backstepping controllers have been proposed for different systems with deadzone nonlinearity [21]-[23], such as stochastic nonlinear systems, switched nonlinear large-scale systems. In particular, for non-strict feedback systems, the most common existing results usually integrate the fuzzy or neural network techniques to overcome the non-strict feedback terms. For example, Wang et al. [25] decompose the non-strict feedback term into a sum of smooth functions of the error which are approximated by using neural networks. Similarly, the approximation-based adaptive fuzzy tracking controller is proposed in [24]. However, in general, the neural network and fuzzy networks are restrictive in practice due to their heavy computation burden.

Motivated by the above discussions, we put forward an exact differentiator-based backstepping control design for a class of sandwich-like systems with deadzone nonlinearity. The key idea in...
this paper lies in the use of a high-order sliding mode exact differentiator to counteract the impact of non-strict feedback term. The introduction of such an exact differentiator is perfectly integrated into the recursive steps and makes the backstepping control applicable for a class of systems in non-strict feedback form. The uniform-ultimately boundedness of the closed-loop system is proved rigorously within the Lyapunov framework. To validate the proposed design, a gear transmission system with elastic deadzone is employed and the simulation results show the efficacy of the proposed controller. The main contributions of this paper are twofold. (i) A new backstepping controller is firstly proposed for a class of sandwich-like systems with deadzone nonlinearity; (ii) An exact high-order sliding mode differentiator is applied to estimate the non-strict feedback term with fast convergence. The proposed controller is validated by two simulation examples including an academic system and a practical gear transmission system with elastic deadzone.

This paper is organized as follows. Section 2 presents the preliminary results on the higher-order sliding mode differentiator. Section 3 formulates a class of sandwich-like nonlinear systems. In Section 4, an exact differentiator-based backstepping controller is designed and the stability analysis is given. Then, two simulation examples are presented to show the effectiveness of the controller proposed in Section 5. Finally, the paper is ended with a conclusion in Section 6.

2 Preliminaries

In this section, we recall some preliminary results about the exact robust high-order sliding mode differentiator which is useful for the subsequent controller design.

The main objective of the tracking differentiator is to obtain arbitrary-order derivatives of input signals. In this paper, the higher-order sliding mode differentiator will be employed in backstepping procedures, which is proposed in [26] as

\[
\begin{align*}
\dot{z}_0 &= v_0, \\
v_0 &= -\lambda_0 L^{1/(n+1)} \left[ z_0 - f(t)^n/(n+1) \right] \sign(z_0 - f(t)) + z_1 \\
\dot{z}_1 &= v_1, \\
v_1 &= -\lambda_{n-1} L^{1/n} \left[ z_1 - \left( z_0^{(n-1)/u} \right) \right] \sign(z_1 - z_0) + z_2 \\
&\vdots \\
\dot{z}_{n-1} &= v_{n-1}, \\
v_{n-1} &= -\lambda_1 L^{1/2} \left[ z_{n-1} - z_{n-2} \right]^{1/2} \sign(z_{n-1} - z_{n-2}) + z_n \\
\dot{z}_n &= -\lambda_0 L \sign(z_n - z_{n-1}) 
\end{align*}
\]

where \( f(t) \) is the input signal; \( z_i, i = 0, 1, \ldots, n \) are the outputs which represent the tracking results for the arbitrary-order derivative \( f^{(i)}(t) \) respectively; \( \lambda_i, i = 0, 1, \ldots, n \) is positive parameter which provide for the finite-time convergence of the differentiator; \( L \) is a known Lipschitz constant of the \( n^\text{th} \) derivative.

Remark 1. \( L \) is the Lipschitz constant which is usually found by computer simulation [31]. In particular, a common choice of the differentiator parameters, \( \lambda_0 = 1.1, \lambda_1 = 1.5, \lambda_2 = 2, \lambda_3 = 3, \lambda_4 = 5, \lambda_5 = 8 \), is sufficient for \( n \leq 5 \) [26].

Lemma 1. [26] The parameters being properly chosen, the following equalities are true after a finite time of a transient process

\[
z_0(t) = f(t), \quad z_i(t) = v_{i-1}(t) = f^{(i)}(t), \quad i = 1, \ldots, n
\]

Remark 2. Lemmas 1 guarantees that all estimation errors \( \sigma_1(t) \triangleq z_1(t) - f^{(1)}(t), i = 0, 1, \ldots, n \) and \( \sigma_2(t) \triangleq z_i(t) - v_{i-1}(t), i = 1, 2, \ldots, n \) are uniformly bounded, i.e., there exist constants \( \bar{\sigma}_i \) and \( \tilde{\sigma}_i \) such that \( |\sigma_1| \leq \bar{\sigma}_1 \) and \( |\sigma_i| \leq \tilde{\sigma}_i \) for all \( t > 0 \). Furthermore, the errors \( \sigma_1 \) and \( \sigma_i \) converge to zero after a finite time of a transient process.

3 Problem formulation

Consider a sandwich-like nonlinear system with deadzone which consists of two subsystems:

\[
\begin{align*}
\Sigma_1 : \begin{align*}
\dot{\xi}_1 &= p_1(\xi_1) + e_{i+1}, \quad i = 1, 2, \ldots, r - 1 \\
\dot{\xi}_r &= p_r(\xi_r) + b_1 D(\xi_r, \xi_m) 
\end{align*}
\end{align*}
\]

\[
\Sigma_2 : \begin{align*}
\dot{\xi}_j &= \omega_j(\xi_j) + \xi_{j+1}, \quad j = 1, 2, \ldots, m - 1 \\
\xi_m &= \omega_m(\xi_m) + b_2 \left[ u - D(\xi_r, \xi_m) \right]
\end{align*}
\]

where \( \bar{\xi}_r = [\xi_1, \xi_2, \ldots, \xi_r]^\top \in \mathbb{R}^r \) and \( \xi_m = [\xi_1, \xi_2, \ldots, \xi_m]^\top \in \mathbb{R}^m \) are the states of subsystem \( \Sigma_1 \) and \( \Sigma_2 \), respectively, \( \bar{\xi}_i := [\xi_1, \xi_2, \ldots, \xi_i]^\top, \bar{\xi}_j := [\xi_1, \xi_2, \ldots, \xi_j]^\top, i = 1, 2, \ldots, r, j = 1, 2, \ldots, m, u \in \mathbb{R} \) is the control input and \( y \) is the output; \( p_i(\xi_i), \omega_j(\xi_j) \) are smooth functions; \( b_1 \) and \( b_2 \) are constants; \( D(\xi_r, \xi_m) : \mathbb{R}^r \times \mathbb{R}^m \rightarrow \mathbb{R}^r \) represents the coupling term of deadzone nonlinearity between \( \Sigma_1 \) and \( \Sigma_2 \) defined by:

\[
\begin{align*}
D(\bar{\xi}_r, \xi_m) &= \begin{cases} \\
D_r(\ell(\bar{\xi}_r, \xi_m)), & \ell(\bar{\xi}_r, \xi_m) > b_r \\
D_l(\ell(\bar{\xi}_r, \xi_m)), & \ell(\bar{\xi}_r, \xi_m) < b_l \\
0, & b_l \leq \ell(\bar{\xi}_r, \xi_m) \leq b_r
\end{cases}
\end{align*}
\]

where \( \ell(\bar{\xi}_r, \xi_m) \) is a state-dependent function, \( b_r \) and \( b_l \) are the breakpoints, \( D_r(\ell(\bar{\xi}_r, \xi_m)) \) and \( D_l(\ell(\bar{\xi}_r, \xi_m)) \) are dynamics outside the interval \([b_l, b_r]\).

To facilitate the controller design, the two subsystems (3) and (4) are written into a compact form. Let \( \bar{x}_n = [x_1, x_2, \ldots, x_r, x_{r+1}, x_{r+2}, \ldots, x_n]^\top \in \mathbb{R}^{n-r} \), \( x_{r+2}, \ldots, x_n \) are not changing, then the sandwich-like system can be rearranged as

\[
\begin{align*}
\dot{x}_1 &= f_1(\bar{x}_1) + x_2 \\
&\vdots \\
\dot{x}_r &= f_r(\bar{x}_r) + b_1 D(\bar{x}_n) \\
\dot{x}_{r+1} &= f_{r+1}(\bar{x}_{r+1}) + x_{r+2} \\
&\vdots \\
x_n &= f_n(\bar{x}_n) + b_2 \left[ u - D(\bar{x}_n) \right] \\
y &= x_1
\end{align*}
\]

Assumption 1. The deadzone \( D(\bar{x}_n) \) can be written as \( D(\bar{x}_n) = F(\bar{x}_n) + \delta(\bar{x}_n) \) which implies that the deadzone can be approximated by a differentiable function \( F(\bar{x}_n) \) with an approximation error \( \delta(\bar{x}_n) \), bounded by \( |\delta(\bar{x}_n)| \leq d \), where \( d \) is a known constant.

Remark 3. Assumption 1 is quite general in dealing with the deadzone nonlinearity. To show this, consider the following deadzone model in [28]:

\[
\text{Dead}[\theta] = \begin{cases} \\
k_\delta(\theta - \alpha), & \text{if } \theta > \alpha \\
0, & \text{if } |\theta| \leq \alpha \\
k_\delta(\theta + \alpha), & \text{if } \theta < -\alpha
\end{cases}
\]

where \( \alpha \) is the deadzone gap, \( k_\delta \) is the torque coefficient, \( \theta \) is the relative displacement. Then, the deadzone can be rewritten as
Remark 4. Assumption 2 is made to facilitate the backstepping control design, which seems a little restrictive. This restriction on $F_3(x_{r+1})$ requires that $F(x_{r+1})$ is linearly dependent on the first state of $\Sigma_2$, usually a position state of a practical system. However, it holds in general for various backlash models.

Remark 5. It is worth noting that the term $F_3$ extracted from $D(x_n)$ breaks the strict feedback structure in (6) and this makes the direct application of backstepping design infeasible. The assumption on $F_3$ is made for implementation of the robust exact differentiator and the solution of the differentiator can be understood in the Filippov sense [26]. Due to the cascade structure as shown in Fig. 1, the boundedness of $F_2$ in $\Sigma_1$ and its derivatives can be guaranteed in the sense that the responses of $\Sigma_2$ can be made faster than $\Sigma_1$ by proper selection of control gains. In practical applications, the function $F_3$ can be unknown for the differentiator.

Let

$$
\begin{align*}
  a_1 &= b_1 \rho \\
  \varphi_r(x_r) &= F_1(x_r) + f_r(x_r) \\
  \varphi_d(x_{r+2},n) &= F_2(x_{r+2},n) \\
  \varphi_n(x_n) &= f_n(x_n) - b_2 F(x_n)
\end{align*}
$$

where $x_{r+2,n} \triangleq [x_{r+2}, x_{r+3}, \cdots, x_n]^T$. By utilizing Assumption 1, (6) becomes

$$
\begin{align*}
  \dot{x}_1 &= \varphi_1(x_1) + x_2 \\
  \vdots \\
  \dot{x}_r &= \varphi_r(x_r) + a_1 x_{r+1} + \varphi_d(x_{r+2,n}) + b_1 \delta(x_r) \\
  \dot{x}_{r+1} &= \varphi_{r+1}(x_{r+1}) + x_{r+2} \\
  \vdots \\
  \dot{x}_n &= \varphi_n(x_n) + b_2 u - b_2 \delta(x_n) \\
  y &= x_1
\end{align*}
$$

(8)

Based on system (8), the following assumption is made for controller design.

Assumption 3. All the states in (8) are available for measurement, and parameters $a_1, b_1, b_2$ and functions $\varphi_i(x_i), i = 1, 2, 3, \cdots, n$ are precisely known.

The control objective is to design a full-state feedback controller $u$ such that (i) all the closed-loop signals are bounded and (ii) for any given sufficiently smooth reference trajectory $y_d(t)$, the system output $y(t)$ converges asymptotically to the neighborhood of $y_d(t)$.

4 Controller design

This section presents a backstepping control design with a high-order sliding mode differentiator to eliminate the impact of the non-strict feedback term. For simplicity, we denote $\varphi_1(x_1), \varphi_d(x_{r+2,n})$ and $\delta(x_r)$ as $\varphi_i, i = 1, \cdots, n, \varphi_d$ and $\delta$, respectively.

**STEP 1** Introduce two error variables

$$
\begin{align*}
  e_1 &= x_1 - y_d \\
  e_2 &= x_2 - \beta_1
\end{align*}
$$

(9)

(10)

where $\beta_1$ is the first stabilizing function. Choose the Lyapunov function $V_1 = \frac{1}{2} e_1^2$. By taking derivative of $V_1$ along (8), one obtains

$$
\dot{V}_1 = e_1 \dot{e}_1 = e_1 (x_1 - y_d) = e_1 [\varphi_1 + e_2 + \beta_1 - y_d]
$$

(11)

Let

$$
\beta_1 = -(\varphi_1 + k_1 e_1 - y_d)
$$

(12)

where $k_1$ is a positive constant. By substituting (12) into (11), one has

$$
\dot{V}_1 = -k_1 e_2^2 + e_1 e_2
$$

(13)

**STEP r** Introduce the error variable $e_{r+1} = x_{r+1} - \beta_r$, where $\beta_r$ is the $r$th stabilizing function. Choose the Lyapunov function as $V_r = V_{r-1} + \frac{1}{2} e_r^2$. Computing the time derivative of $V_r$ obtains

$$
\dot{V}_r = V_{r-1} + e_r \dot{e}_r
$$

$$
= \sum_{i=1}^{r-1} k_i e_i^2 + e_r \dot{e}_r + e_r \left( a_1 x_{r+1} + \varphi_r + \varphi_d + b_1 \delta - \beta_{r-1} \right)
$$

$$
= \sum_{i=1}^{r-1} k_i e_i^2 + e_r \dot{e}_r + e_r \left[ a_1 (e_{r+1} + \beta_r) + \varphi_r + \varphi_d + b_1 \delta - \beta_{r-1} \right)
$$

(14)

where

$$
\begin{align*}
  \beta_{r-1} &= \sum_{i=1}^{r-1} \frac{\partial \beta_{r-1}}{\partial x_i} (\varphi_i + x_{i+1}) + \sum_{i=1}^{r-1} \frac{\partial \beta_{r-1}}{\partial y_d^{(i)}} y_d^{(i)}
\end{align*}
$$

(15)

By (1) and Assumption 2, the $(n - r)$th order sliding mode differentiator is employed:

$$
\begin{align*}
  \dot{z}_0 &= v_0, \\
  v_0 &= -\lambda_{n-r} L^{-\frac{1}{n-r}} |z_0 - \varphi_d(t)|^{\frac{n-r-1}{n-r}} \text{sign} (z_0 - \varphi_d(t)) + z_1 \\
  \dot{z}_1 &= v_1, \\
  v_1 &= -\lambda_{n-r-1} L^{-\frac{1}{n-r-1}} |z_1 - v_0|^{\frac{n-r-2}{n-r-1}} \text{sign} (z_1 - v_0) + z_2 \\
  \vdots \\
  \dot{z}_{n-r-1} &= v_{n-r-1}, \\
  v_{n-r-1} &= -\lambda_{1} L^{\frac{1}{2}} \left| z_{n-r-1} - v_{n-r-2} \right|^{\frac{n-r-1}{n-r}} \text{sign} (z_{n-r-1} - v_{n-r-2}) + z_{n-r} \\
  \dot{z}_{n-r} &= -\lambda_{0} L \text{sign} (z_{n-r} - v_{n-r-1})
\end{align*}
$$

(16)

where $z_i, i = 0, 1, \cdots, n - r$, are the outputs of the differentiator which are used to estimate all the derivatives of the non-strict
feedback term, \( \varphi_d^{(i)} \), respectively. Applying (16), one has

\[
\beta_r = - \frac{1}{a_1} (\varphi_r + z_0 + (k_r + 1 + b_1^i) \epsilon_r + e_r - 1)
\]

\[
- \sum_{i=1}^{r-1} \frac{\partial \beta_{r-1}}{\partial x_i} (\varphi_i + x_{i+1}) - \sum_{i=1}^{r} \frac{\partial \beta_{r-1}}{\partial y_{i}^d} (i) \right]
\]

(17)

where \( k_r \) is a positive constant, \( z_0 \) is the estimate of \( \varphi_d \). Recalling Remark 2, we have that the tracking error \( |\sigma_0| = |z_0 - \dot{\varphi}_d| \leq \bar{\sigma}_0 \). Substituting (17) into (14) and using the Young’s inequality and Assumption 1, we obtain

\[
\dot{V}_r = - \sum_{i=1}^{r} k_i e_i^2 - b_i^2 e_r - e_r + e_r \sigma_0 + a_1 e_r \epsilon_{r+1}
\]

\[
\leq - \sum_{i=1}^{r} k_i e_i^2 + a_1 e_r e_{r+1} + \frac{d^2}{4} + \frac{\bar{\sigma}_0^2}{4}
\]

(18)

STEP r+1 Define \( e_{r+2} = x_{r+2} - \beta_{r+1} \), where \( \beta_{r+1} \) is the \((r + 1)\)th stabilizing function. Choose the Lyapunov function as \( V_{r+1} = \dot{V}_r + \frac{1}{2} e_{r+1}^2 \). Taking the time derivative of \( V_{r+1} \), we obtain

\[
\dot{V}_{r+1} = \dot{V}_r + e_{r+1}+1
\]

\[
\leq - \sum_{i=1}^{r} k_i e_i^2 + a_1 e_r e_{r+1} + \frac{d^2}{4} + \frac{\bar{\sigma}_0^2}{4}
\]

\[
+ e_r + 1 (\varphi_{r+1} + (x_{r+2} - \beta_r)
\]

\[
\leq - \sum_{i=1}^{r} k_i e_i^2 + a_1 e_r e_{r+1} + \frac{d^2}{4} + \frac{\bar{\sigma}_0^2}{4}
\]

\[
+ e_r + 1 (\varphi_{r+1} + (x_{r+2} + \beta_r)
\]

\[
(19)
\]

where

\[
\dot{\beta}_r = \sum_{i=1}^{r-1} \frac{\partial \beta_{r-1}}{\partial x_i} (\varphi_i + x_{i+1}) + \frac{\partial \beta_{r-1}}{\partial x_i} (a_1 x_{r+1} + \varphi_r + \varphi_d
\]

\[
+ b_1 \delta) + \frac{\partial \beta_{r-1}}{\partial y_{i}^d} (i) \right]
\]

\[
(20)
\]

Let

\[
\dot{\beta}_{r+1} = \sum_{i=1}^{r} \frac{\partial \beta_{r+1}}{\partial x_i} (\varphi_i + x_{i+1}) + \frac{\partial \beta_{r+1}}{\partial x_i} (a_1 x_{r+1} + \varphi_r + \varphi_d
\]

\[
+ b_1 \delta) + \frac{\partial \beta_{r+1}}{\partial y_{i}^d} (i) \right]
\]

\[
(21)
\]

where \( k_{r+1} \) is a positive constant, \( z_1 \) is the estimate of \( \varphi_d \). Recalling Remark 2, we have \( |\sigma_0| = |z_0 - \varphi_d| \leq \bar{\sigma}_0 \) and \( |\varphi_1| = |z_1 - e_0| \leq \bar{\sigma}_0 \).

\[
\dot{V}_{r+1} \leq - \sum_{i=1}^{r} k_i e_i^2 + \frac{d^2}{4} + \frac{\bar{\sigma}_0^2}{4} - [k_{r+1} + \left( \frac{\partial \beta_{r+1}}{\partial x_r} \right)^2 (1 + b_1^i) + \left( \frac{\partial \beta_{r+1}}{\partial y_{r}^d} \right)^2 \epsilon_{r+2}
\]

\[
(22)
\]

STEP r+2 Define \( e_{r+2} = x_{r+2} - \beta_{r+2} \), where \( \beta_{r+2} \) is the \((r + 2)\)th stabilizing function. Choose the Lyapunov function as \( V_{r+2} = \dot{V}_r + \frac{1}{2} e_{r+2}^2 \). Taking the time derivative of \( V_{r+2} \) yields

\[
\dot{V}_{r+2} = \dot{V}_r + e_{r+2}+2
\]

\[
\leq - \sum_{i=1}^{r} k_i e_i^2 + e_{r+1}+2 + \frac{d^2}{4} + \frac{\bar{\sigma}_0^2}{4} + \frac{\bar{\sigma}_0^2}{4}
\]

\[
+ e_{r+1}+2 (\varphi_{r+2} + (x_{r+3} - \beta_{r+1})
\]

\[
(23)
\]

where

\[
\dot{\beta}_{r+1} = \sum_{i=1}^{r} \frac{\partial \beta_{r+1}}{\partial x_i} (\varphi_i + x_{i+1}) + \frac{\partial \beta_{r+1}}{\partial x_i} (a_1 x_{r+1} + \varphi_r + \varphi_d
\]

\[
+ b_1 \delta) + \frac{\partial \beta_{r+1}}{\partial y_{i}^d} (i) \right]
\]

\[
(24)
\]

Let

\[
\dot{\beta}_{r+2} = \sum_{i=1}^{r} \frac{\partial \beta_{r+2}}{\partial x_i} (\varphi_i + x_{i+1}) + \frac{\partial \beta_{r+2}}{\partial x_i} (a_1 x_{r+1} + \varphi_r + \varphi_d
\]

\[
+ b_1 \delta) + \frac{\partial \beta_{r+2}}{\partial y_{i}^d} (i) \right]
\]

\[
(25)
\]

where \( k_{r+2} \) is a positive constant, \( z_2 \) is the estimate of \( \varphi_d \). In view of \( |\varphi_2| = |z_2 - e_1| \leq \bar{\sigma}_2 \), substituting (25) into (23) and applying
the Young’s inequality, one obtains

$$\dot{V}_{r+2} \leq - \sum_{i=1}^{r+1} k_i e_i^2 + \frac{2 \sigma^2}{4} + \frac{\sigma^2}{4}$$

$$- \left[ k_{r+2} + \frac{\partial \beta_{r+1}}{\partial x_r} \right]^{2} (1 + b_1^2)$$

$$+ \sum_{i=0}^{r} \left( \frac{\partial \beta_{r+1}}{\partial z_i} \right)^2 e_{r+2} + \frac{\partial \beta_r}{\partial x_r} (\sigma_0 - b_1 \delta) \epsilon_{r+2}$$

$$+ \sum_{i=0}^{r} \frac{\partial \beta_{r+1}}{\partial z_i} e_{r+1} + \epsilon_{r+2} \epsilon_{r+3}$$

$$\leq - \sum_{i=1}^{r+2} k_i e_i^2 + \frac{2 \sigma^2}{4} + \frac{\sigma^2}{4}$$

(26)

**STEP n** Choose the Lyapunov function $V_n = V_{n-1} + e_n e_n$, where $e_n = x_n - \hat{\beta}_{n-1}$ with $\hat{\beta}_{n-1}$ the $(n - 1)$th stabilizing function. Computing the derivative of $V_n$ yields

$$\dot{V}_n = \dot{V}_{n-1} + e_n \dot{e}_n$$

$$\leq - \sum_{i=1}^{n-1} k_i e_i^2 + \frac{n - r}{4} (d^2 + d_0^2) + \sum_{i=1}^{n-r} (n - r - i) \epsilon_i^2$$

$$+ e_{n-1} e_n + e_n \left( \varphi_n + b_2 u - \hat{\beta}_{n-1} \right)$$

(27)

where

$$\hat{\beta}_{n-1} = \sum_{i=1}^{r} \frac{\partial \beta_{n-1}}{\partial x_i} (\varphi_i + x_{i+1}) + \sum_{i=r+1}^{n-1} \frac{\partial \beta_{n-1}}{\partial x_i} (\varphi_i + x_{i+1})$$

$$+ \frac{\partial \beta_n}{\partial x_r} (a_1 x_r + \varphi_r + \varphi_d + b_1 \delta)$$

$$+ \sum_{i=0}^{n-r-1} \frac{\partial \beta_{n-1}}{\partial z_i} v_i + \sum_{i=1}^{n} \frac{\partial \beta_{n-1}}{\partial y_d} y_d^{(i)}$$

(28)

Let

$$\beta_n = \sum_{i=1}^{r-1} \frac{\partial \beta_{n-1}}{\partial x_i} (\varphi_i + x_{i+1}) + \sum_{i=r+1}^{n-1} \frac{\partial \beta_{n-1}}{\partial x_i} (\varphi_i + x_{i+1})$$

$$+ \frac{\partial \beta_n}{\partial x_r} (a_1 x_r + \varphi_r + z_0) - \varphi_n$$

$$+ \sum_{i=0}^{n-r} \frac{\partial \beta_{n-1}}{\partial z_i} v_i + \sum_{i=1}^{n} \frac{\partial \beta_{n-1}}{\partial y_d} y_d^{(i)}$$

$$- e_{n-1}$$

$$\leq k_n + \sum_{i=0}^{n-r} \left( \frac{\partial \beta_{n-1}}{\partial z_i} \right)^2 + \left( \frac{\partial \beta_{n-1}}{\partial x_r} \right)^2 (1 + b_1^2)$$

$$+ b_2^2 e_n$$

(29)

Then, the control input is

$$u = \frac{\beta_n}{b_2}$$

(30)

where $k_n$ is a positive constant, $z_n$ is the estimate of the $\varphi_{d}^{(n-r)}$. Recalling Remark 2, $|z_n - z_n| = |z_n - \epsilon_{n-1}| \leq \bar{z}_n - r$ and substituting (30) into (27), the derivative of $V_n$ can be derived as

$$\dot{V}_n \leq - \sum_{i=1}^{n} k_i e_i^2 + \frac{n - r - 2}{4} d^2 + \frac{n - r - 1}{4} \sigma^2$$

$$+ \frac{n - r - i + 1}{4} \epsilon_i^2$$

$$\leq - \mu V_n + M^*$$

(31)

where $\mu = \min \{2k_1, \ldots, 2k_n\}$, $M^* = \frac{n - r + 2}{4} d^2 + \frac{n - r + 1}{4} \sigma^2 + \sum_{j=1}^{n-r} \frac{n - r - j + 1}{4} \epsilon_i^2$.

Integrating both sides of (31) obtains

$$V_n(t) \leq V_n(0) \exp(-\mu t) + M^* \left(1 - \exp(-\mu t)\right)$$

(32)

From the definition of $V_n$, we have

$$\lim_{t \to \infty} \frac{1}{2} |e_i(t)|^2 \leq \lim_{t \to \infty} V_n(t) \leq \frac{M^*}{\mu}$$

(33)

which implies that the tracking error $e_i$, $i = 1, 2, \ldots, n$ exponentially converges to a compact set $E_{r1} = \{e_i | |e_i| \leq \sqrt{M^*/\mu}\}$, respectively.

**Remark 6.** From the ultimate bound of tracking error $e_1$ in (33), it can be observed that the bound can be decreased by increasing $\mu$. In other words, the tracking performance could be improved by selecting sufficiently large control gains $k_i$.

To this end, the main result of this paper can be summarised in the following theorem.

**Theorem 1.** Consider the sandwich-like system with deadzone non-linearity in (2) and (3). For any given sufficiently smooth desired trajectory $y_d(t)$, the controller (30) ensures that all the closed-loop signals are bounded and the tracking error $y(t) - y_d(t)$ exponentially converges to a compact set $E_{r1} = \{e_1 | |e_1| \leq \sqrt{M^*/\mu}\}$.

**Proof:** It has been shown from (33) that all the tracking errors are bounded. By Remark 2 and Assumption 2, the boundedness of outputs of the differentiator $z_0, z_1, \ldots, z_{n-r}$ can be proved. Since $x_1 = e_1 + y_d$ and $y_d$ is bounded, $x_1$ is also bounded. The boundedness of $x_2$ follows from the boundedness of $e_2$ and $\beta_1$ in (12). Similarly, the boundedness of $x_i, i = 3, \ldots, r$ can be guaranteed from the boundedness of $e_i$ and $\beta_{i-1}$. The boundedness of $\beta_r$ can be ensured from the boundedness of $\bar{z}_n, x_j, j = 1, \ldots, r$ and derivatives of $y_d$. Thus, $x_{r+1}$ is bounded from the fact that $e_{r+1} = x_{r+1} + \beta_r$. Similarly, the boundedness of $x_{r+1} = r + 2, \ldots, n$ can be ensured recursively. From (30), the control input is bounded. Therefore, the boundedness of all the closed-loop signal follows.

**Remark 7.** It is worth noting that the robust backstepping control methodology [30] is also applicable if the unmatched term $\varphi_d(x_{r+2,n})$ in (8) is bounded, i.e., $|\varphi_d| \leq \tilde{w}$. Following the same line as shown in [30], the error vector $e = [e_1, e_2, \ldots, e_n]^T$ of the closed-loop system is also ultimately bounded:

$$\Omega = \left\{ e | e^T e \leq \frac{1}{c - 1} \left( \tilde{w}^2 + 2|b_1|\tilde{d}b_0 + (b_1^2 + b_2^2)d_0^2 \right) \right\}$$

where $c > 1$ is the parameter. In this paper, however, the sliding mode differentiator is used to estimate and counteract exactly in finite time the unmatched term $\varphi_d(x_{r+2,n})$ if the Lipschitz constant $L$ of its $n$th derivative is known. Invoking Lemma 1, the ultimate
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5 Simulation

5.1 Example 1: a fourth-order nonlinear sandwich-like system

To validate the effectiveness of the proposed controller, consider the following nonlinear sandwich-like system

\[
\begin{align*}
\dot{x}_1 &= x_2 \\
\dot{x}_2 &= -0.3 \sin(x_1) - 3 x_2 + x_3^2 + D \\
\dot{x}_3 &= x_4 \\
\dot{x}_4 &= \sin(x_1)x_2 + x_3^2 + \cos(x_4) - 0.1 x_4 + (u - D)
\end{align*}
\]

where

\[
D = \begin{cases} 
\ell & \ell > 0.15 \\
0 & |\ell| \leq 0.15 \\
\ell + 0.15 & \ell < -0.15
\end{cases}
\]

is the deadzone nonlinearity with \( \ell = 3(x_3 - x_1) + (x_4 - x_2) \). Note that the non-strict feedback term \( \varphi_d = x_4 \) appears in the second line of the system dynamics and ruins the strict-feedback form. Thus, a second-order sliding mode differentiator with \( \mathcal{L} = 1 \) is adopted

\[
\begin{align*}
\dot{z}_0 &= -3 |z_0 - \varphi_d(t)|^{\frac{3}{2}} \text{sign}(z_0 - \varphi_d(t)) + z_1 \\
\dot{z}_1 &= -1.5 |z_1 - z_0|^{\frac{1}{2}} \text{sign}(z_1 - z_0) + z_2 \\
\dot{z}_2 &= -1.1 \text{sign}(z_2 - z_1)
\end{align*}
\]

The desired trajectory is taken as \( y_d = \sin(0.4t) + \sin(0.2t) \), and the proposed controller is employed with \( k_1 = 2.5, k_2 = 1.5, k_3 = 1, k_4 = 1 \). The initial conditions are \( x(0) = [2, 0, 0, 0]^T \) and \( z(0) = [0, 1, 0, 0]^T \) are set. The sampling time is 0.005s.

Figs. 2–5 show the simulation results. Fig. 2 shows that a fairly satisfactory tracking performance is obtained. The bounded tracking error is presented in Fig.3. It is worth noting that a series of small jerks can be observed from Fig. 3 which are caused by the nonsmoothness of the deadzone. The control input is provided in Fig. 4. The outputs of the differentiator for the compensation of the non-strict feedback term are illustrated in Fig. 5. The simulation results demonstrate the efficacy of the proposed controller for the sandwich-like nonlinear systems with deadzone.

5.2 Example 2: a gear transmission system with elastic deadzone

In this section, a gear transmission system with elastic deadzone is employed to verify the effectiveness of the proposed controller in Section 4.

As shown in [28], the dynamics of this gear transmission system can be described by

\[
\begin{align*}
J_l \dot{\omega}_l &= -c_l \omega_l + T_s \\
J_m \dot{\omega}_m &= -c_m \omega_m - T_s + T_m \\
\omega_d &= \omega_m - \omega_l
\end{align*}
\]

with

\[
\begin{align*}
\dot{\theta}_m &= \omega_m, \dot{\theta}_l &= \omega_l, \dot{\theta}_d &= \omega_d \\
T_s &= k_s \theta_d + c_s \dot{\theta}_d
\end{align*}
\]

where \( J_l \) and \( J_m \) are the moment inertia of the load side and the motor side, respectively, \( T_s \) represents the transmitted shaft torque,
$T_m$ is the motor torque which can be treated as an input, $c_l$ and $c_m$ are the viscous load friction and the viscous motor friction, respectively. $k_s$ is the elasticity of the shaft, $c_s$ is the inner damping of the shaft, $\theta_l, \theta_m$ and $\theta_d$ are the load, motor and difference angle, respectively, $\omega_l, \omega_m$ and $\omega_d$ are the corresponding angular speed of the load, motor and difference angle. Taken the deadzone in transmission shaft into account, we define $\theta_b$ and $\theta_{\delta}$ as the deadzone angle and its derivative, respectively. Then, the real transmitted shaft torque can be written as $T_s = k_s(\theta_d - \theta_b) + c_s(\theta_d - \theta_b)$. In this section, we focus on the exact model for $T_s$ proposed in [29]:

$$
\begin{align*}
T_s &= 0 \text{ or } T_s = k_s(\theta_d - \alpha) + c_s\dot{\theta}_d, \quad \theta_d + \frac{c_m}{k_m}\dot{\theta}_d > \alpha \\
T_s &= 0, \quad \dot{\theta}_d + \frac{c_m}{k_m}\dot{\theta}_d \leq \alpha \\
T_s &= 0 \text{ or } T_s = k_s(\theta_d + \alpha) + c_s\dot{\theta}_d, \quad \theta_d + \frac{c_m}{k_m}\dot{\theta}_d < -\alpha
\end{align*}
$$

(37)

where $\alpha$ is the maximal deadzone angle, implying $\theta_b = \alpha$ and $\dot{\theta}_d = 0$ when the shaft contacts with load. Therefore, $T_s = 0$ are valid only if there is no contact. Different from the widely used classical deadzone model mentioned in Remark 3, model (37) takes into account the inner damping coefficient of the shaft.

As shown in (36), the gear transmission system consists of a driven part and a load part, which is a typical sandwiched-like system. Let $T_s = T_v + \delta$ with $T_v = k_s\theta_d + c_s\dot{\theta}_d$ and

$$
\delta = \begin{cases} 
-k_s\alpha & \theta_d + \frac{c_m}{k_m}\dot{\theta}_d > \alpha \\
-k_s\theta_d - c_s\dot{\theta}_d & |\theta_d + \frac{c_m}{k_m}\dot{\theta}_d| \leq \alpha \\
k_s\alpha & \theta_d + \frac{c_m}{k_m}\dot{\theta}_d < -\alpha
\end{cases}
$$

Clearly, Assumption 1 holds since $|\delta| \leq k_s\alpha$.

Let $[x_1, x_2, x_3, x_4]^T = [\theta_l, \omega_l, \theta_m, \omega_m]^T$, system (36) can be written in the form of (8) with

$$
\begin{align*}
n &= 4; r = 2; a_1 &= \frac{k_s}{k_l}; b_1 = \frac{1}{k_m}; b_2 = \frac{1}{k_m} \\
\varphi_1 &= 0; \\
\varphi_2 &= -\frac{c_m}{k_m}x_1 - \frac{c_m+c_l}{k_l}x_2; \\
\varphi_3 &= 0; \\
\varphi_4 &= \frac{k_s}{k_m}x_1 + \frac{c_m}{k_m}x_2 - \frac{k_l}{k_m}x_3 - \frac{c_m+c_l}{k_l}x_4; \\
\varphi_5 &= \frac{k_s}{k_m}x_2 \quad (38)
\end{align*}
$$

To estimate the non-strict feedback term $\varphi_d$, the same differentiator (35) is adopted here too.

The system parameters are shown in TABLE 1. The desired trajectory $y_d = \sin(0.2t)$ is set. The controller gains are chosen as $k_1 = 0.55$, $k_2 = 0.1$, $k_3 = 0.1$, $k_4 = 0.1$. The initial condition of the system state and the differentiator (35) are specified as $x(0) = [2, 0, 0, 0]^T$ and $\dot{x}(0) = [0, 0, 0, 0]^T$, respectively. The sampling time is set to be 0.002s.

The simulation results are illustrated by Figs. 6–9. The trajectory tracking response is presented in Fig. 6 and the trajectory tracking error is shown in Fig. 7, from which it can be seen that the tracking error converges a neighborhood of the origin. Fig. 8 shows the time evolution of the input. Fig. 9 presents the outputs of the differentiator which are estimates of the derivatives of the non-strict feedback term. The small jerks in the curve of $\dot{z}_2$ can be observed due to the nonsmoothness of the deadzone. The simulation results demonstrate that the proposed controller solves the tracking control problem for the gear transmission system with sandwiched elastic deadzone.

### Table 1: Parameters of the gear transmission system

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inertia of the load</td>
<td>$J_l = 3$[kg \cdot m^2]</td>
</tr>
<tr>
<td>Inertia of the driving side</td>
<td>$J_m = 0.25$[kg \cdot m^2]</td>
</tr>
<tr>
<td>Coefficient</td>
<td>$k_s = 3$</td>
</tr>
<tr>
<td>Damping coefficient</td>
<td>$c_s = 0.2$</td>
</tr>
<tr>
<td>Viscous friction coefficient of load side</td>
<td>$c_l = 5$[Nm/rad]</td>
</tr>
<tr>
<td>Viscous friction coefficient of motor side</td>
<td>$c_m = 0.7$[Nm/rad]</td>
</tr>
<tr>
<td>Backlash gap</td>
<td>$\alpha = 0.01$[rad]</td>
</tr>
</tbody>
</table>

![Fig. 5: Differentiator outputs](image)

- **Fig. 5:** Differentiator outputs

![Fig. 6: Load angle tracking response: reference signal $y_d$, solid line; output $\theta_l$, dash line](image)

- **Fig. 6:** Load angle tracking response: reference signal $y_d$, solid line; output $\theta_l$, dash line

### 6 Conclusion

In this paper, we have presented a backstepping control for a class of sandwich-like systems with deadzone. A high-order sliding mode differentiator is introduced in the backstepping design to overcome the non-strict feedback property of the system due to the existence of sandwiched deadzone nonlinearity. The closed-loop system is proven to be ultimately bounded within the Lyapunov framework. Future work includes the extension of the proposed method to the system cascaded by more than two subsystems.
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