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Abstract

Cellular automata (CA) models of spatial change have been developed and applied in the context of large regional or metropolitan areas and usually use regular cells, with spatial interactions and transition rules operating within fixed-size neighbourhoods. Model calibration has also been an area of intensive research with many models still using expert-based input to ensure visual calibration of modelled land use maps. In this paper, we present an innovative CA model where irregular cells and variable neighbourhoods are used to better represent space and spatial interaction. Calibration is based on an optimisation procedure that
uses particle swarm (PS) to determine the optimal set of parameters of the CA model. Hypothetical test instances are used to assess the CA model and its calibration to small urban areas. Our conclusion was that the use of PS ensures calibration results for the CA model that compare very well with results obtained through other approaches reported in the literature.
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1. **Introduction**

Models in general are abstract formulations of a reality they are designed to describe. These formulations may have different extents of adhesion to that reality, from a more theoretical and conceptual perspective to a fully-fledged degree of operationally. The extent to which models respond to this degree of abstraction must be accessed in terms of its applicability and in terms of the techniques and the outputs of their calibration.

This paper addresses the issues of applicability and calibration of cellular automata (CA) models to land use change and has three main goals. The first goal is to assess the applicability of a CA model to the research of urban change in small urban areas, which can be characterised by low levels of urbanisation and small sizes in population and in employment locations. CA are usually applied to the study of regional or metropolitan areas (Clarke et al., 1997, Silva and Clarke, 2002, White and Engelen, 1993, Lin et al., 2014, Basse et al., 2014, Guan and Clarke, 2010, Vliet et al., 2009, Barredo et al., 2003, Ward et al., 2000, White and Engelen, 1997), discarding the consideration of local problems within their regional contexts. Smaller urban areas tend to be less diverse in terms of land uses and have smaller number of possible changes due to be represented by less cells (when compared with larger urban areas with a same geographical representation in terms of cell form and size), thus posing challenges to a CA model. The second goal of this research regards the use of
irregular cells on a CA approach. There is a relatively small and recent group of studies that developed CA models considering irregular cellular fabrics (Sembolini, 2000, Moreno et al., 2009b, O' Sullivan, 2001a, Stevens et al., 2007, Moreno et al., 2008, Abolhasani et al., 2016, Barreira-González et al., 2015, Chen et al., 2014, Moreno et al., 2009a, Stevens and Dragicevic, 2007, Wang and Marceau, 2013). This particular characteristic is of great importance when traditional regular cells, obtained from satellite images, do not represent well the spatial structure of the territory. Irregular cells based on the urban structure can be considered as natural spatial cells. The higher resolution at which census blocks are drawn considers the urban structure, holding at the same time structured and reliable information on demographics and built form, thus being a good irregular spatial partition. Finally, a third goal of the research is to evaluate the application of an optimisation-based calibration procedure using the particle swarm (PS) algorithm as a calibration engine for the CA model. PS is an algorithm proposed in the mid-1990s by Kennedy and Eberhart (1995) which is quite capable of dealing with complex problems in which multiple model parameters represent increasing interdependences between different phenomena.

We have previously used PS to calibrate a CA model applied to a real world case study where rapid urban growth was observed (Pinto and Antunes, 2010). We now focus on presenting and analysing the detailed formulation of PS as an optimization procedure for a CA model. The paper presents results of a set of calibration test instances that illustrate the capacity of the PS algorithm to deal with the high complexity of the CA model.

The paper is organized as follows: in section 2 a brief literature survey on CA and on the calibration of CA models is presented; section 3.1 is dedicated to presenting the CA model developed in our research; section 3.2 discusses the definition of performance measures, followed by the description of the calibration procedure in section 3.3; section 4 presents the set of hypothetical test instances used to assess model performance; in section 5 the
calibration results are presented and discussed; finally, in section 6 some conclusions are drawn.

2. A brief literature survey on cellular automata models and their calibration

The concept of cellular automata was introduced in the late 1940s by John von Neumann and Stanislaw Ulam, who were facing (independently) the problem of devising sets of mathematical rules for simulating the self-reproduction and evolution of biological systems. The spatial nature of CA led Waldo Tobler to pioneer their introduction in urban studies (Tobler, 1979). This breakthrough was contemporary of a very turbulent period in spatial modelling, after Lee’s criticisms on the development of large scale models (Lee, 1973). Because of this significant, although brief “dark age”, CA was kept aside from the scientific spotlights until the mid-1980s, gaining a new breath with the advent of faster and more capable processing capabilities along with the development of more powerful database management tools. Tobler and also Helen Couclelis were responsible for giving CA the necessary scientific background for their application in geography and urban studies (Couclelis, 1985). They were followed by many other researchers in different parts of the world and many theoretical and operational models were developed. Couclelis (1997, 2005), Batty and Xie (1994), and Batty (2005) worked on theoretical issues regarding CA application to urban studies. White and Engelen (1993, 1997), Batty and Xie (1997), and Clarke et al. (1997) worked on the application of important evolutions of CA to real world problems. CA also benefited from the contemporary development of GIS concepts and their coupled use was approached, for example, by Wu (1998) and Batty et al. (1999). Since then, a series of papers were published using CA models as the core method to address urban growth (Barredo et al., 2003, Semboloni, 1997, Silva and Clarke, 2002, Ward et al., 2003). The use of irregular cells is quite scarce considering all the research made on CA: Semboloni (2000) used Voronoi polygons to model urban growth; O’Sullivan (2001a,b) combined CA
and graph theory generating a set of neighbourhood scale irregular cells; Stevens et al. (2007) published work on high resolution irregular CA, in which the cell is a single land parcel. Moreno et al. (2008) and Moreno et al. (2009b) used a vector-based CA model where irregular cells evolve throughout time in size and form considering their transition values and variable neighbourhoods; Wang and Marceau (2013) developed a patch-CA model that aggregates neighbouring cells with similar land use to create a vector-based CA model; (Chen et al., 2014) also developed a patch-CA model that still operates with irregular cells to calculate transition potentials but then produces a vectorization of the cell space to increase representativeness; Abolhasani et al. (2016) and Barreira-González et al. (2015) used land parcels of homogeneous form.

Calibration always is an important research issue in the development of CA models. As important as the conceptual development of a model, calibration is aimed to ensure the necessary connection between simulation and reality. CA model calibration has been a subject of different approaches using different types of procedures, from sensitivity analysis to optimisation-based methods. SLEUTH (Clarke et al., 1997, Jafarnezhad et al., 2016, Onsted and Chowdhury, 2014, Rienow and Goetzke, 2015, Sakieh et al., 2015, Silva and Clarke, 2002) is calibrated through a two-step procedure: first, a visual calibration oriented for a broad parameter definition and debugging; second, a brute force calibration procedure where multiple runs are produced in order to generate enough model data to statistically compare reference data. Li and Yeh (2002) and Li et al. (2013), Almeida et al. (2008), Basse et al. (2014) and Altartouri et al. (2015) coupled CA models with artificial neural network formulations to calibrate transition rules and other components of the CA models. White et al. (1997), Barredo et al. (2003) and Li et al. (2014) used basic sensitivity analysis to calibrate the weighting parameters for the spatial interactions between land uses.
Recent trends show that optimisation procedures are becoming more popular as tools to calibrate CA models. Feng and Liu (2012) used simulated annealing for calibrating the set of CA parameters of urban change in Chinese regions. (Kai) Cao et al. (2013) relied on multi-objective optimisation based on different formulations of a genetic algorithm approach to calibrate CA transition rules. Just recently, (Min) Cao et al. (2015) used the novel cuckoo algorithm to address the problem of transition rules. Feng et al. (2011) used PS to search for the overall set of optimal parameters of the CA model and Liao et al. (2014) relied on PS to calibrate the transition functions of the CA model based on a logistic regression considering a set of sample points in space.

The use of PS to calibrate CA models is rare in the literature. The authors have explored the application of PS coupled with an irregular cell CA model to a real world case study where the number of calibration parameters was very high (Pinto and Antunes, 2010). Feng et al. (2011) and Liao et al. (2014) have developed coupled CA models coupled with PS. These two approaches follow a structure similar to the one presented in our paper where PS is used to encapsulate the CA model to find its optimal set of calibration parameters considering different functions. This similarity of approaches is only a consequence of the very simple structure of the PS algorithm. Each particle represents a point of a space with multiple dimensions, which in turn represent parameters of the CA model. Main differences refer to the formulation of the CA models. Both Feng et al. (2011) and Liao et al. (2014) have a probabilistic approach to state transition and use regular cells in large scale regional problems whereas our model is based on the use of irregular cells and in the application of the CA model to small-scale problems.
3. Model presentation

3.1 The cellular automata model

The CA model presented in this paper has a simple structure that derives from the classical formulation of CA with the consideration of constrained land use demand, following the concept introduced by White and Engelen (1993). We present here a brief overview of the structure and main components of the model, for a complete description of the model please see (Pinto and Antunes, 2010).

The model operates over an irregular cellular fabric obtained from census blocks to explicitly introduce in the model the capacity of dealing with existing data that is used in policy making and spatial planning and use this data to process the spatial dynamics of urban change.

Cell states are classified into a finite set of aggregated classes of land use; in this application the model makes use of a set of six aggregate states (or land use classes), which are intended to represent the whole set of urban land uses: urban low density (UL), urban high density (UH); industry (I), areas of expansion for urban (XU) and industrial (XI) uses (both represent non-occupied areas where, respectively, urban and industrial land uses are possible) and highly restricted uses that cannot be subject to use change (R).

Land use interaction takes place within a variable neighbourhood that is determined through model calibration using a circular neighbourhood with a radius $\delta$ (which is a calibration parameter). Its value influences, and is influenced by, all the other parameters at stake.

Transition rules incorporate planning regulations and simulate land use change based on a composite transition potential that takes into account cell accessibility, land use suitability, and neighbourhood interactions within the cell neighbourhood, which reflects the propensity/capacity of each cell to change state in each time step. This potential is a weighted value of those components according to the following expression:
\[ P_{i,s} = (v_p \times S_{i,s} + \chi_p \times A_i + \theta_p \times N_{i,s}) \times \xi, \forall i \in C, s \in S \]  

(1)

where, for each cell \( i \) from the set of cells \( C \), and for each state \( s \) from the set of states \( S \), \( P_{i,s} \) is the transition potential for state \( s \) of cell \( i \); \( S_{i,s} \) is the land use suitability value for state \( s \) of cell \( i \), assumed to be a binary variable that reflects the possibility or not to use that land for state \( s \); \( A_i \) is the accessibility value of cell \( i \), calculated considering travel times between cell centroids over the road network, which is classified in hierarchical levels (e.g., main roads, secondary roads, and local roads) according to road capacity and legal speed limits; \( N_{i,s} \) is the neighbourhood effect for state \( s \) of cell \( i \) considering its neighbourhood \( V_i \); \( v_p, \chi_p \) and \( \theta_p \) are the calibration parameters for the three components of the transition potential; finally \( \xi \) is a stochastic perturbation calculated using a random variable uniformly distributed in the interval \([0,1]\), following the formulation by White and Engelen (1993). Cells are ranked using the value of their transition potential for each cell state (land use class) \( s \) in each iteration \( i \) and available land is consumed to meet land demand per land use class until the demand is satisfied.

\( N_{i,s} \) is an aggregate value of the interactions \( N_{i,s|j,r} \) between the states (or land uses) \( s \) and \( r \), located in two neighbouring cells \( i \) and \( j \). It is calculated through the following expression:

\[ N_{i,s} = \sum_{j \in V_i} N_{i,s|j,r}, \forall i \in C, V_i = \{ j \in C : d_{ij} \leq \delta \}, s, r \in S \]  

(2)

where the neighbourhood effect \( N_{i,s} \) is the sum of interactions \( N_{i,s|j,r} \) between state \( s \) in cell \( i \) and all the states of neighbouring cells \( j \) that belong to neighbourhood \( V_i \) considering the neighbourhood distance parameter \( \delta \) (which means that attraction or repulsion will only be taken into account if the cell \( j \) is located within the neighbourhood \( V_i \)) and \( d_{ij} \) is the distance between cells \( i \) and \( j \).

For each pair of states, these interactions \( N_{i,s|j,r} \) were considered to be a linear function of the distance between the cells, defined by the two calibration parameters, the interaction value in
origin and the distance with null interaction, as depicted in Figure 1 which represents two examples of these relationships. The value of the function is 1 if the interaction between the states of two cells is characterized by maximum attraction, 0 if they do not interact (Figure 1(a)), and -1 if the interaction is characterized by maximum repulsion (Figure 1(b)). This value is obtained as follows:

$$ N_{i,j,r} = \begin{cases} 1 - \frac{d_{i,j}}{d_{s,r}^{\max}}, & \forall i, j \in C, s, r \in S; \iff d_{ij} \leq d_{s,r}^{\max} \\ 0; & \text{otherwise} \end{cases} $$

(3)

where $N_{s,r}^{\max}$ is the maximum value for the interaction between cells in state $s$ and in state $r$ (intercept of the line relating interaction with distance), and $d_{s,r}^{\max}$ is the distance for which the interaction is zero.

![Figure 1](image)

*Figure 1 Two generic examples of neighbourhood effect relationships: (a) attraction, (b) repulsion*

The transition potential of a cell is increased by a given value that depends on the distance between this cell and each neighbouring cell, if their states attract themselves (for example urban uses as UL and restrictive uses R exert attraction due to, for example, positive externalities of green amenities). In contrast, the potential is decreased by a given value if their states repel themselves (for example urban uses as UH and industrial uses I due to negative externalities like pollution).
The time step, a fundamental component of dynamic models such as CA, can be defined by the user.

Thresholds of land use demand are determined through the evolution of population and employment densities considering the variation of household size and living standards over time.

### 3.2 Measuring the cellular automata model performance

Models must be adjusted to the reality they are supposed to address. For that it is necessary to implement in each model at least a measure of performance or fitness of adjustment. This fitness measure is a function of the set of calibration parameters and provides an indicator of how close to reality the simulation is. Each set of calibration parameters creates a unique value for the fitness function, which must be evaluated against the same value for reality. The assessment of the model performance was made using contingency matrices as well as simulation maps and the corresponding *kappa* index (Couto, 2003). There is a pertinent discussion about the value of using the *kappa* index for comparing class maps. Congalton and Green (2009) provided an ample support for its use due to the multiple applications of the measure, while Pontius and Millones (2011) provided evidence of the problems and lack of accuracy that the measure has when compared with other metrics derived from contingency matrixes. More recently, Grinblat et al. (2016) developed an in-depth evaluation of pros and cons of using *kappa* in different cell configurations. Our choice for using the *kappa* index comes mostly from the practicality of comparing results with other CA models in the literature with similar formulations (Barredo et al., 2003, Grinblat et al., 2016, Petrov et al., 2009). The use of different measures would make this comparison less reliable. The contingency matrix for two class maps is a matrix where each element, $m_{sr}$, expresses the number of cells classified in state $s$ in the simulation map which are in state $r$ in the reference map. Several comparison measures regarding the degree of agreement between two class
maps can be extracted from a contingency matrix. The most used one is the kappa index, which value gets closer to one as the similarity between the two maps increases. In our model, a modified version of the kappa index was used to avoid the distortion that would have been produced if states that cannot take part in the urban dynamics – that is, state R (highly restricted uses) – were included in the computation. The consideration of cells in this state would be misleading by producing a large – though meaningless – agreement between simulation and reference maps, an improvement also proposed by van Vliet et al. (2011). The modified kappa index, \( k_{mod} \), used as fitness function was calculated as follows:

\[
k_{mod} = \frac{n \sum_{i \in S^*} m_{ii} - \sum_{i \in S^*} \left( \sum_{j \in S^*} m_{ij} \times \sum_{j \in S^*} m_{ji} \right)}{n^2 - \sum_{i \in S^*} \left( \sum_{j \in S^*} m_{ij} \times \sum_{j \in S^*} m_{ji} \right)}, \quad S^* = S \setminus \{R\}
\]

where \( n \) is the total number of elements in the contingency matrix and \( m_{ij} \) is a generic element of the matrix.

### 3.3 Calibration of the cellular automata model with particle swarm

The calibration of a model can be achieved mainly through two different approaches (that sometimes may be combined): (1) performing a sensitivity analysis of each parameter’s behaviour considering the other parameters fixed; or (2) running an optimisation procedure for searching the set of calibration parameters that optimize the fitness function chosen for the model. The first approach is based on a group of procedures that take place after the simulation. Visual comparison can be used to quickly assess the similarity between modelled and reference maps. After this initial procedure, a series of sensitivity analyses can be performed to evaluate how each parameter varies when the other parameters are controlled. This calibration approach becomes difficult to apply as the number of parameters increases. The main reason for using the second, optimisation based approach is to ensure an extensive
search for the parameters, leading to the best possible values for the parameters given the fitness function of the CA model.

In our model the fitness function chosen to assess the quality of model results was the modified kappa index, \(k_{\text{Mod}}\), described before. The value of this measure should be as close to 1 as possible. This characteristic of the fitness function also suggests the optimisation approach as a good method to calibrate the model.

The number of calibration parameters in our CA model is quite high: there are three accessibility parameters \((\alpha_A, \beta_A, \text{and } \gamma_A)\), four transition potential parameters \((\alpha_P, \chi_P, \nu_P \text{ and } \theta_P)\), the neighbourhood distance parameter and the 30 parameters of the neighbourhood effect relationships, totalling 38 calibration parameters.

For the problem at hand, the optimisation procedure chosen was the PS algorithm. This recent optimisation algorithm, credited to Kennedy (1997), has been giving promising results for complex optimisation problems. PS has its origins in the simulation of group and social behaviours, e.g. in the study of the synchronized movement of bird flocks and fish schools. The member’s movement in those groups is the result of the individual effort to maintain an optimum distance between him and his neighbours in the group (Parsopoulos and Vrahatis, 2002). The movement of the swarm takes place in a multi-dimensional solution space. The individual’s successes influence their searches and those of their peers (Kennedy, 1997). Interaction in these groups enhances progress towards a solution, as particles benefit from their own knowledge and from their neighbours’ knowledge. In this technique the aim is not the survival of the fittest but the joint effort of the swarm in finding the best solution.

Each particle has a memory of its past search history, usually called the cognitive component. It represents the natural tendency of individuals to return to environments where they experienced their best performance. Formally, it is the distance that the particle is from its personal best position. Each particle also knows the search results of the swarm, called the
social component. It represents the tendency of an individual to follow the success of other individuals. Formally, it is the distance that the particle is from its neighbours’ best position (van den Bergh and Engelbrecht, 2006). PS does not guarantee convergence to a global optimum, therefore it is possible that they may end up in a local optimum (Bonyadi and Michalewicz, 2016). However, it has been shown empirically that they perform rather well in relation to other heuristic algorithms, e.g. genetic algorithms, with regard to both solution quality and, especially, computational time (one of the best-known comparisons is provided in Hassan et al. (2005)). Moreover, they do not require the parameter tuning effort of these other algorithms.

The formulation of PS is quite simple. It is based on a swarm of $p$ particles that will fly through the search space during $n$ iterations. The number of particles varies: it usually ranges from a few up to 60 particles (but there is no predetermined upper limit). The larger the swarm is, the better the search space tends to be searched. Each particle has $D$ dimensions: in this application of PS to the calibration of the CA model each calibration parameter is a PS dimension. The flowchart for the PS algorithm is depicted in Figure 2. Note that CA are embedded into the calibration process being called as many times as the number of PS iterations multiplied by the number of particles.

Two vectors of particle data are necessary: one vector to record the particle’s position and another to record its velocity (velocity represents the position change in each iteration). Considering that the search space is $D$-dimensional, then the $i^{th}$ particle of the swarm can be represented by its positional, $D$-dimensional vector $X_i$

$$X_i = (x_{i1}, x_{i2}, ..., x_{id})^T$$  \(5\)

and by its velocity, $D$-dimensional vector $V_i$

$$V_i = (v_{i1}, v_{i2}, ..., v_{id})^T$$  \(6\)
The best previous position for the \( i \)th particle is another \( D \)-dimensional vector \( P_i \)
\[
P_i = (p_{i1}, p_{i2}, \ldots, p_{id})^T
\]  
and the global best position of the swarm is represented by the last \( D \)-dimensional vector \( P_g \)
\[
P_g = (p_{g1}, p_{g2}, \ldots, p_{gd})^T
\]  
where \( g \) is the index for the best particle in the swarm. The velocity vector is updated according to the following expression:
\[
v_{i,d}^{t+1} = \omega v_{i,d}^t + c_1 r_1^t (p_{i,d}^t - x_{i,d}^t) + c_2 r_2^t (p_{g,d}^t - x_{i,d}^t)
\]  
where \( v_{i,d}^t \) is the velocity of particle \( i \) on the \( d \)-dimension at iteration \( t \), \( x_{i,d}^t \) is the position of particle \( i \) on the \( d \)-dimension at iteration \( t \), \( p_{i,d}^t \) is the best individual position of particle \( i \) on the \( d \)-dimension at iteration \( t \), \( p_{g,d}^t \) is the best swarm position of best particle \( g \) on the \( d \)-dimension at iteration \( t \), \( \omega \) is the inertia factor, \( c_1 \) is the cognitive parameter, \( c_2 \) is the social parameter.
parameter, $r_1^t$ and $r_2^t$ are random numbers uniformly distributed in [0,1]. The position vector is updated according to the following expression:

$$x_{i,d}^{t+1} = x_{i,d}^t + v_{i,d}^{t+1}$$

(10)

4. Assessing the model and its calibration

The model was assessed using a set of randomly generated test instances that aim to replicate plausible spatial structures. The use of this type of test instances allows generating a large test sample and is a common method within both theoretical quantitative geography and optimization studies (Batty et al., 1999, Caruso et al., 2007, Santos et al., 2010). Another goal of using hypothetical test instances regards the study of calibration procedures: this method uses spatial structures that can be considered similar to an average small municipality, both in scale and in number of cells. Cells are drawn with Voronoi polygons to represent real world census tracts or blocks, maintaining the irregularity that is a novel characteristic of our CA model. The set of test instances was generated by an algorithm that simulates spatial structures considering a set of conditions for the occupation of each cell. The algorithm initially designs the space with Voronoi polygons as irregular spatial units (with no information associated to them) and using a random maximum dimension of the territory, a random number of cells and a random number of settlements. A hierarchical road network is also designed considering that each cell is served by at least a local access road. Land uses are randomly assigned to cells and population and employment are distributed over the territory. Transition of cell state throughout the years is based on proximity to the main network and on a probability of transition based on a predetermined neighbourhood distance. These instances (of which three examples are depicted in Figure 3) were generated considering a maximum size of the territory (the measure of the side of the square) that ranges from 10 up to 20 km. The number of cells varies between 800 and 1200. The
conjugation of these two criteria made possible the generation of different patterns, considering both the dimension and the density of cells.

<table>
<thead>
<tr>
<th>Problem#01</th>
<th>Problem#14</th>
<th>Problem#19</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Initial Land Use" /></td>
<td><img src="image2.png" alt="Initial Land Use" /></td>
<td><img src="image3.png" alt="Initial Land Use" /></td>
</tr>
<tr>
<td><img src="image4.png" alt="Final Land Use" /></td>
<td><img src="image5.png" alt="Final Land Use" /></td>
<td><img src="image6.png" alt="Final Land Use" /></td>
</tr>
<tr>
<td><img src="image7.png" alt="Simulation" /></td>
<td><img src="image8.png" alt="Simulation" /></td>
<td><img src="image9.png" alt="Simulation" /></td>
</tr>
</tbody>
</table>

Figure 3 Three examples of hypothetical instances

There are some test instances with high cell density on a small size territory and others also with high cell density on a larger territory. Average cell dimension ranges from 9.6 up to 47 hectares and instance size varies from 114 up to 380 km². The increase of total UL area varies between 14% and 46%, while the same value for UH ranges between 7% and 42%. There is no direct relationship between the variations of these two sums. The change to state UH is made from cells that are both in state UH and in state XU, while the change for state UL is
only possible for cells in state XU. This last state presents always a decrease in its total area, as expected. The total increase of built-up urban area (the sum of UL and UH areas) varies from 15% up to 44% with an average 27% increase.

Table 1 presents a series of main indicators for all the 20 test instances.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>933</td>
<td>10681</td>
<td>12.23</td>
<td>11408</td>
<td>12.97</td>
<td>21.89</td>
<td>10.00</td>
<td>100.00</td>
<td>7.19</td>
<td>13.30</td>
<td>10.00</td>
<td>100.00</td>
<td>14%</td>
<td>22%</td>
<td>34%</td>
</tr>
<tr>
<td>2</td>
<td>1033</td>
<td>15703</td>
<td>23.87</td>
<td>24658</td>
<td>11.69</td>
<td>23.80</td>
<td>10.00</td>
<td>100.00</td>
<td>7.23</td>
<td>11.95</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>20%</td>
<td>32%</td>
</tr>
<tr>
<td>3</td>
<td>1082</td>
<td>18214</td>
<td>30.66</td>
<td>33175</td>
<td>13.54</td>
<td>29.75</td>
<td>10.00</td>
<td>100.00</td>
<td>6.15</td>
<td>11.24</td>
<td>10.00</td>
<td>100.00</td>
<td>27%</td>
<td>37%</td>
<td>31%</td>
</tr>
<tr>
<td>4</td>
<td>1132</td>
<td>10725</td>
<td>10.16</td>
<td>11501</td>
<td>10.40</td>
<td>25.71</td>
<td>10.00</td>
<td>100.00</td>
<td>7.27</td>
<td>14.93</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>11%</td>
<td>12%</td>
</tr>
<tr>
<td>5</td>
<td>1177</td>
<td>16981</td>
<td>24.92</td>
<td>28833</td>
<td>13.83</td>
<td>26.68</td>
<td>10.00</td>
<td>100.00</td>
<td>5.63</td>
<td>14.58</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>7%</td>
<td>6%</td>
</tr>
<tr>
<td>6</td>
<td>1182</td>
<td>13236</td>
<td>14.82</td>
<td>17519</td>
<td>12.36</td>
<td>21.66</td>
<td>10.00</td>
<td>100.00</td>
<td>6.19</td>
<td>14.22</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>32%</td>
<td>10%</td>
</tr>
<tr>
<td>7</td>
<td>807</td>
<td>10492</td>
<td>47.08</td>
<td>37994</td>
<td>10.69</td>
<td>24.64</td>
<td>10.00</td>
<td>100.00</td>
<td>6.75</td>
<td>13.87</td>
<td>10.00</td>
<td>100.00</td>
<td>30%</td>
<td>20%</td>
<td>8%</td>
</tr>
<tr>
<td>8</td>
<td>832</td>
<td>15747</td>
<td>20.80</td>
<td>24797</td>
<td>14.12</td>
<td>27.61</td>
<td>10.00</td>
<td>100.00</td>
<td>7.32</td>
<td>13.51</td>
<td>10.00</td>
<td>100.00</td>
<td>19%</td>
<td>19%</td>
<td>37%</td>
</tr>
<tr>
<td>9</td>
<td>1045</td>
<td>13875</td>
<td>18.42</td>
<td>19252</td>
<td>10.83</td>
<td>29.10</td>
<td>10.00</td>
<td>100.00</td>
<td>6.50</td>
<td>11.14</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>25%</td>
<td>37%</td>
</tr>
<tr>
<td>10</td>
<td>857</td>
<td>12003</td>
<td>16.81</td>
<td>14407</td>
<td>12.53</td>
<td>20.39</td>
<td>10.00</td>
<td>100.00</td>
<td>5.68</td>
<td>13.16</td>
<td>10.00</td>
<td>100.00</td>
<td>25%</td>
<td>10%</td>
<td>16%</td>
</tr>
<tr>
<td>11</td>
<td>1069</td>
<td>10130</td>
<td>9.60</td>
<td>10262</td>
<td>14.26</td>
<td>22.08</td>
<td>10.00</td>
<td>100.00</td>
<td>7.06</td>
<td>15.18</td>
<td>10.00</td>
<td>100.00</td>
<td>17%</td>
<td>36%</td>
<td>20%</td>
</tr>
<tr>
<td>12</td>
<td>882</td>
<td>18258</td>
<td>37.80</td>
<td>33335</td>
<td>10.99</td>
<td>23.57</td>
<td>10.00</td>
<td>100.00</td>
<td>6.24</td>
<td>12.81</td>
<td>10.00</td>
<td>100.00</td>
<td>17%</td>
<td>27%</td>
<td>36%</td>
</tr>
<tr>
<td>13</td>
<td>1094</td>
<td>16386</td>
<td>24.54</td>
<td>26850</td>
<td>12.69</td>
<td>25.05</td>
<td>10.00</td>
<td>100.00</td>
<td>7.62</td>
<td>14.83</td>
<td>10.00</td>
<td>100.00</td>
<td>22%</td>
<td>42%</td>
<td>70%</td>
</tr>
<tr>
<td>14</td>
<td>907</td>
<td>14314</td>
<td>25.23</td>
<td>21066</td>
<td>14.41</td>
<td>26.54</td>
<td>10.00</td>
<td>100.00</td>
<td>6.80</td>
<td>12.45</td>
<td>10.00</td>
<td>100.00</td>
<td>36%</td>
<td>23%</td>
<td>70%</td>
</tr>
<tr>
<td>15</td>
<td>1119</td>
<td>12641</td>
<td>14.28</td>
<td>15979</td>
<td>11.12</td>
<td>28.03</td>
<td>10.00</td>
<td>100.00</td>
<td>5.98</td>
<td>14.47</td>
<td>10.00</td>
<td>100.00</td>
<td>19%</td>
<td>36%</td>
<td>38%</td>
</tr>
<tr>
<td>16</td>
<td>932</td>
<td>10796</td>
<td>12.44</td>
<td>11597</td>
<td>12.84</td>
<td>29.52</td>
<td>10.00</td>
<td>100.00</td>
<td>7.36</td>
<td>12.10</td>
<td>10.00</td>
<td>100.00</td>
<td>20%</td>
<td>34%</td>
<td>24%</td>
</tr>
<tr>
<td>17</td>
<td>1038</td>
<td>14833</td>
<td>21.20</td>
<td>22002</td>
<td>13.69</td>
<td>25.26</td>
<td>10.00</td>
<td>100.00</td>
<td>5.85</td>
<td>15.31</td>
<td>10.00</td>
<td>100.00</td>
<td>40%</td>
<td>24%</td>
<td>18%</td>
</tr>
<tr>
<td>18</td>
<td>1144</td>
<td>18897</td>
<td>31.21</td>
<td>33710</td>
<td>14.55</td>
<td>21.01</td>
<td>10.00</td>
<td>100.00</td>
<td>6.54</td>
<td>14.12</td>
<td>10.00</td>
<td>100.00</td>
<td>35%</td>
<td>19%</td>
<td>35%</td>
</tr>
<tr>
<td>19</td>
<td>830</td>
<td>12961</td>
<td>19.76</td>
<td>16799</td>
<td>10.42</td>
<td>26.75</td>
<td>10.00</td>
<td>100.00</td>
<td>7.23</td>
<td>12.93</td>
<td>10.00</td>
<td>100.00</td>
<td>27%</td>
<td>17%</td>
<td>33%</td>
</tr>
<tr>
<td>20</td>
<td>950</td>
<td>17025</td>
<td>30.51</td>
<td>28895</td>
<td>11.27</td>
<td>22.50</td>
<td>10.00</td>
<td>100.00</td>
<td>5.72</td>
<td>11.74</td>
<td>10.00</td>
<td>100.00</td>
<td>30%</td>
<td>7%</td>
<td>59%</td>
</tr>
</tbody>
</table>

Each CA model has 38 calibration parameters as explained in the previous section, each one corresponding to one dimension of the space of solutions. Therefore, each particle represents a CA model run which is initialised with a feasible set of parameters.

As for the PS parameters some tests were conducted following the existing literature on the optimal set of parameters (Parsopoulos and Vrahatis, 2002, Trelea, 2003) and the model run with the following set of parameters which consistently gave the best results for the calibration of the CA model ($\omega = 0.729; c_1 = 1.494; c_2 = 1.494$). The swarm had 60 particles that run until differences in global best between two iterations were less than 0.1 percent for more than 5 consecutive iterations.
5. Discussion of model results

The analyses produced for evaluating the set of test instances results focus on the performance of the model and on the assessment of model behaviour considering the characteristics of the test instances. Graphic outputs for three instances are depicted in Figure 3. Computational times were therefore high due to the several runs of the CA model with slightly different sets of calibration parameters. Each CA model run took an average 8 seconds but the size of the swarm of particles times the number of PS iterations represented several hours of computing time per test instance. Although these computational times are of the same order as, for example, the ones for early versions of SLEUTH reported by Silva and Clarke (2002) they are not straightforwardly comparable due to the different scales of simulation.

5.1 Overall accuracy

Global $kMod$ results for the entire set of instances are depicted in Figure 4. These are the best results achieved by the model and can be considered as good for a simulation process: 50 percent of the instances achieved a $kMod$ around 0.800 or higher and 75 percent of them exceeded 0.750. As it was explained before, $kMod$ is a measure of agreement between modelled and reference maps that do not take into account inactive cell states. Figure 4 also presents the variation of the absolute $kappa$ measure for the set of test instances. Although there is evidence of the limitations of $kappa$ as a reliable measure of agreement (Pontius and Millones, 2011, van Vliet et al., 2011), it is relevant to present this measure to highlight the small difference to our proposed $kMod$. For 65 percent of the instances, the agreement exceeded 0.900 and 95 percent exceeded 0.850. Overall accuracy (the proportion of correctly classified cells, that is, the sum of cells located in the main diagonal divided by the total number of cells) for the $kMod$ measure also exceeded 0.850 for 75 percent of the cases. This
is to say that the model showed a remarkable capacity to capture land use dynamics when dealing with hypothetical small urban areas.

Another measure used to assess the performance of the simulation is the number of cells that have changed for the same state both in simulation and in reference maps. This value can be referred to as a proportion of the total number of cells that have correctly changed state in simulation. For 80 percent of the instances a matching proportion higher than 35 percent was achieved, with 20 percent of the entire set achieving more than 50 percent. Although these proportions present low values, they can be considered a good indicator of the model’s capacity to simulate urban change phenomena. The model was unable to match a large number of state changes. However, it was quite able to choose cells that were close to the ones whose change was not matched. These contiguous cells have similar values for transition potential because of similar values in one or more of the components of the transition potential (accessibility, suitability or neighbourhood effects).

5.2 Accuracy by cell state

Another measurement of good agreement can be assessed from the conditional $kMod$, the chance of agreement for each cell state within the contingency matrix. The conditional $kMod$
for urban cell states (UL, UH, and XU) is depicted in Figure 5 (a). It is notorious for a variability of the values not only across the instance set but also within cell states.

Good results were obtained for UH cell state, with 80 percent of the instances with more than 0.800 for the conditional $kMod$. For the other cell states lower values were obtained, particularly cell state XU, for which only 35 percent of the instances achieved values of conditional $kMod$ higher than 0.800. It is interesting to note that 40 percent of the instances have differences for UL and UH conditional $kMod$ smaller than 0.050 which indicates a good matching of the cells that changed state.

![Figure 5 Global conditional kMod results for the set of test problem](image)

For industrial land uses the results obtained show higher values of agreement (Figure 5 (b)). The simplicity of the instances with regard to industrial land uses contributes to these good results. For 85 percent of the instances conditional $kMod$ for the I cell state exceeded 0.850 and the entire the set also exceeded this value for XI conditional $kMod$. And 25 percent of the entire set achieved total agreement for the two industrial land uses, with both values of conditional $kMod$ equalizing 1, which means that there was total agreement between simulation and reality for both these land uses.

Another important parameter for model evaluation is the relationship between modelled and reference areas for each active cell state. They were compared by ratio $\Theta_S$ that is calculated through Equation 11 and aims to assess how different the final model outcome is from the
reference map in terms of total area occupied by each land use. It is important to assess this ratio because land use demand is considered as a function of the population and the model aims to capture the distribution of population throughout the territory.

$$\Theta_S = \left( \frac{\sum_{i \in C,s=S} \Omega_i^{Mod} - \sum_{i \in C,s=S} \Omega_i^{Ref}}{\sum_{i \in C,s=S} \Omega_i^{Ref}} \right) \times 100$$

where $\Theta_S$ is the ratio between areas for state S, $\Omega_i^{Mod}$ is the sum of the areas of every cell i in state s=S in the simulation, and $\Omega_i^{Ref}$ is the sum of the areas of every cell i in state s=S in the reference map. The total area was determined for each cell state both for modelled and reference maps. The values for the ratio $\Theta_S$ are depicted in Figure 6 for every active land use for the set of test instances.

The variation of total area for UL cell state takes values between 0% and +4% with an average of +1%; for UH cell state this variation takes values between -13% and 0%, with an average of -5%; for XU cell state this variation takes values between -4% and +1% with an average of -1%. These values show that the model is capable of evolving to a situation similar to reality in terms of total occupied area. Differences between modelled and reference maps derive from the existence of similar values of transition potential for neighbouring cells as a consequence of similar accessibility conditions and neighbourhoods. The model chooses cells near or even directly connected to cells that have changed in the reference map but not in the simulation.

The variation of total area for industrial land uses is significantly higher than the values obtained for urban land uses. The values for I cell state vary from 0% up to +49% with an average of +12%. For XI cell state the variation of total area takes values between -20% and 0% with an average of -5%. This behaviour for industrial land uses may be explained by the excessive simplicity of test instances because there are few options for change in these land
uses. Therefore, a small difference between modelled and reference maps (one or two cells) may result in a large difference in the corresponding area ratios.

5.3 CA parameters

Neighbourhood distance $\delta$ varies between 2.1 and 8.0 km with an average 3.9 km. The accessibility calibration parameters show some variability in their results. For 45 percent of the instances $\alpha_A$ (calibration parameter for the distance to the municipality main town) was the maximum value among all the accessibility parameters. The other parameters, the calibration parameters for the distance to the civil parish $\beta_A$ and to the industrial area $\gamma_A$ took the maximum value among them all for 35 percent and 20 percent each, respectively. This indicates a possible trend that may evidence the importance that the distance to the main functional centre (the municipality main town) has for the formation of the accessibility measure. Regarding the calibration parameters for the transition potential – $\chi_P$ for accessibility, $\nu_P$ for suitability, and $\theta_P$ for neighbourhood effect – the existence of a trend seems to be more evident. Both $\nu_P$ and $\theta_P$, the calibration parameters for suitabilities and for neighbourhood effect respectively, took the maximum value among the transition potential parameters for only 15 percent and 35 percent of the instances, respectively. The majority of
the instances – 55 percent – took its maximum value for the accessibility calibration parameter, $\chi_P$. This distribution suggests the existence of a trend that gives importance to accessibility in the account of the transition potential. However, it is believed that more sophisticated measures would improve significantly the distinction between the influence that different transition potential components have in the final outcome, thus improving the quality of the simulation.

5.4 Ability to simulate urban change in small urban areas

Finally, it is important to evaluate the relationship between performance and instance size in order to assess the model’s ability to simulate urban change for this typology of small urban areas. Two measures were considered: the total number of cells and the proportion of cells in active states over the total number of cells. The relationship between the measure of performance of the model $kMod$ and the number of cells is depicted in Figure 7. There is a small correlation factor $R^2$ of 0.138. This value indicates the existence of a tenuous linear relationship between these two variables: larger values of the number of cells are related to worst values of performance. This correlation has statistical significance with a $F$-test score of 0.014 for a 95% confidence interval. Although the level of correlation is very low, this behaviour might be a consequence of a higher number of cells that can change when the number of cells increases. The relationship between the performance measure and the proportion of cells in active states from the total number of cells is depicted in Figure 8. The proportion of active cells is considered a good parameter for assessing problem size because it only considers the number of cells that participate in land use dynamics. This relationship presents a $R^2$ factor of 0.221 indicating a higher, though still small, linear correlation between the two variables. This correlation also has statistical significance with a $F$-test score of 0.0005 for a 95% confidence interval. This correlation is in line with the one depicted in
Figure 7 as the higher number of cells with active cell states that can change leads to more possible combinations of change, thus reducing the final accuracy.

![Figure 7 Relationship between kMod and number of cells](image1)

![Figure 8 Relationship between kMod and the proportion of cells in active states](image2)

6. Conclusions

The results show promising possibilities of using CA for modelling urban change in small urban areas, in line with what is presented in other implementations of the model (Pinto and Antunes, 2010). The use of irregular cells also proved to be feasible as model results compare very well with existing results in the literature for the same performance (Petrov et al., 2009, Grinblat et al., 2016, Barredo et al., 2003, Barredo and Demicheli, 2003, Engelen et al., 2002). Irregular cells combine a more representative urban form with more sophisticated datasets like census or employment data, whereas the traditional regular cells are more arbitrary partitions of space and usually only held information about land use. The use of irregular CA models has, however, some limitations, namely if applied to geographical contexts where the basic data infrastructure (e.g. the census spatial structure) is not fully developed, for which the use of raster images with regular cells is more practical to simulate land use dynamics. The model is based on the assessment of a transition potential that is a function of several components, such as accessibility, land suitability, and neighbourhood relationships. Although the results for simulation agreement are closer to commonly accepted
thresholds for other spatial analysis (such as remote sensing), the model showed signs that there is a significant margin to improve the assessment of the three components of the transition potential. The concept of neighbourhood should be more oriented for real urban structures rather than to its mathematical concept. The assessment of neighbourhood relationships is another field that needs careful research. The use of a local scale CA model is believed to produce good simulation results for urban change phenomena, as our results are comparable with the results reported in the literature for larger urban areas. The integration of CA with other models specifically designed for simulating accessibility, physical suitabilities and land use demand is believed to lead to the development of useful modelling tools ultimately aimed to assist planning processes.

Particle swarm proved to be a feasible approach to CA calibration as it dealt well with the large number of calibration parameters. Despite the large computational time spent (each CA model run as many times as the number of particles times the number of iterations), which was expected due to the architecture of the model, the results are encouraging as the CA model was very able to simulate the reference reality and to achieve very high performance scores, using the $kMod$ measure and compared with the literature where traditional $kappa$ measurements are considered. Further research on coupling PS and CA must focus on the consideration of particle acceleration and sub-swarms to improve local search.
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