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Drugs that alter microtubule dynamics are often used in chemotherapy regimes in combination with other agents in order to treat various cancers. Despite the success over many years, there remain problems in toxicity, resistance and predictability to the drugs. In order to overcome these problems, there is a need to gain an understanding of how these drugs kill cancer cells in cell culture. As microtubule function is particularly important for chromosome movement in mitosis, cells treated with these agents cause a mitotic arrest through activation of the spindle assembly checkpoint. Following induction of a mitotic arrest, cells can escape this arrest (mitotic slippage) or undergo mitotic death, determined in part by the response of the apoptotic network. Levels of an anti-apoptotic protein, Mcl-1, are often lost over time in mitosis. Using time-lapse analysis on a cell line unable to escape the mitotic arrest, this thesis shows that Mcl-1 protein contributes to cell death both in mitosis and the subsequent interphase in response to microtubule toxin, taxol. This suggests that inhibiting Mcl-1 may increase the efficacy of anti-mitotic agents. In addition, mitotic cell lines prone to mitotic slippage were found to have higher levels anti-apoptotic protein, Bcl-xL, in comparison to Mcl-1, indicating one way in which these cells can cope with loss of Mcl-1 during mitosis.

Secondly, an evaluation of the contribution of the previously identified interaction between Mcl-1 and mitotic E3 ligase complex, the APC/C-Cdc20, to the rate of mitotic death and mitotic slippage was assessed. Inhibition of APC/C-Cdc20 activity or mutation of a Mcl-1 motif (RxxL) thought to engage with the APC/C-Cdc20 complex did not have a substantial effect on Mcl-1 degradation or mitotic death, thereby questioning the functional significance of this interaction. However, it appears that Mcl-1 protein levels can influence the rate of mitotic slippage and this influence was affected via Mcl-1’s RxxL motif within Mcl-1. This suggests that Mcl-1 protein may delay mitotic slippage via substrate competition for the APC/C-Cdc20 complex with Cyclin B1, whose degradation is required for mitotic exit. Further analysis of this effect showed that this interaction may not be a universal effect. This together with the specific functional effect on mitotic slippage rather than mitotic death, suggests that this is an indirect effect caused by network interference between the components of the death and slippage pathways.
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1. Chapter 1: Introduction

1.1 Overview

Cancer is a complex, multi-faceted cellular disease that causes uncontrolled and deregulated cell growth and division within an organism. It is estimated that around 400 people per 100,000 in the UK were diagnosed with cancer in 2011 (Cancer Research UK). Cancer cells have evolved the ability to channel fundamental cellular processes to confer a selective advantage over the environment they inhabit. As well as uncontrolled proliferation, resisting cell death is a well-established cancer hallmark and has provided an evolutionary step for cancer cells to handle major deregulated intrinsic changes in cell growth, genomic instability as well as sustaining resistance to therapy. Because of this, the need to find drugs that can both inhibit proliferation and drive cell death of cancer cells are at the forefront of medical research.

A plant screening program between 1961 and 1980 identified a bark extract compound from the pacific yew tree, *Taxus brevifolia*, that displayed anti-tumourigenic properties both *in vitro* and in tumour-mouse models (Schiff et al., 1979; Wani et al., 1971; Weaver, 2014). With annual global sales reaching over $4.5 billion, this drug has enjoyed huge success within the cancer-drug market. From extensive studies in cell culture, it is known that the class of drugs that taxol belongs to, the vinca alkaloids, are able to ‘arrest’ cells in the mitotic phase and in doing so they block the cell’s ability to divide and continue through the cell cycle. This cell cycle arrest would thereby hinder the ability of cancer cells to sustain chronic proliferation and survival. This rationale has provided the basis of basic research into understanding how these drugs function on a molecular level. Additionally, since the discovery of the vinca alkaloids, the drugs have been used not only as agents to target tumours in cancer patients but have also been utilised for decades as an essential tool to understand the fundamental biology of mitosis in the laboratory.

Success of these drugs in patients however, is hampered by a variety of side effects. An important step to limit these side effects is by enhancing the ability of existing drugs to kill tumour cells so that a lower drug concentration can be administered. Additionally, as with most cancer
therapies, tumours exhibit a variety of resistance phenotypes in response to anti-mitotic drugs. Furthermore, the developments of recent technologies that allow the use of single-cell whole-population analysis have alluded to large-scale heterogeneity that exists both between and within tumours in terms of the ability to resist drug-induced cell death. A major factor that determines the efficiency of cell death is the balance between the pro- and anti-death components of the intrinsic apoptotic death network. Understanding the basic biology that underlies how the death network responds to anti-mitotic drug treatment and identifying how the apoptotic network provides resistance to these mitotic drugs may allow (1) prediction of patients that will respond best to the anti-mitotics and (2) improvement of efficacy through combination therapy.

This introduction aims to outline the current understanding into the way in which anti-mitotic drugs function as well as highlight the way in which the apoptotic network balance responds during an enforced mitotic arrest. To do this I will firstly provide a detailed explanation of the regulation of mitosis and how anti-mitotic drugs affect normal cell division. Secondly, I will assimilate and evaluate current theories based on cell culture studies about how cells respond to the drugs on a molecular level, how these drugs can eventually lead to cell death and how these ideas may be exploited in a therapeutic setting. Finally, I will focus on a protein that this thesis will concentrate on, anti-apoptotic protein Mcl-1, and how it is involved in defining the cells’ drug response.
1.2 Mitosis

Cell division (mitosis) is fundamental to the evolution and functioning of complex multicellular organisms. Mitosis provides an environment that allows the cell to segregate its duplicated genome and intracellular contents into two daughter cells. This process therefore enables proliferation and growth of cell populations as well as propagation of genetically identical cells, be that cells that normally function within an organism or those that abnormally function such as cancer cells. To ensure accurate transfer of genetic material, mitotic cells contain controls that inhibit division until accurate segregation can be achieved. It is these controls that are exploited by anti-mitotic drugs. This chapter aims to outline the process of mitosis and the controls in order to help understand how cells respond to these drugs.

1.2.1 Introduction to mitosis

In comparison to other characterized stages of the cell cycle (G1, G2 and S phase) (Figure 1.1A), the mitotic phase displays distinct morphological intracellular dynamics easily recognizable under the microscope (Figure 1.1B). As such, the term ‘mitoses’ was coined by Walther Flemming as early as 1881 by visualising longitudinal spitting of chromosomes (“threads”) during cell division (Flemming, 1881). The dynamic movement of chromosomes in mitosis has since been used to define and describe the various mitotic stages. Early mitosis is initiated in prophase during chromosome condensation, which is then followed by nuclear envelope breakdown in prometaphase, thus allowing the chromosomes to engage with the mitotic apparatus. At metaphase, sister chromatids align at the central region of the cell and detach from each other during the transition into anaphase, where separated sister chromatids are pulled simultaneously to opposite poles of the cell. To complete mitosis, the segregated sets of chromosomes begin to de-condense and are packaged into two daughter nuclei in telophase. Finally, cell division is mediated by cytokinesis when the cell membrane invaginates and ‘pinches’ off to separate the cytoplasm and all other cellular components.

Inaccurate segregation of the duplicated genome in mitosis leads to cells with an unbalanced number of chromosomes, known as chromosome instability. Chromosome staining
Cells cycle through rounds of cell division that can be broken up into distinct stages. Chromosomes are replicated during S phase and segregated in M phase, otherwise known as mitosis. These phases are separated in eukaryotic somatic cells by gap phases G1 and G2.

The dynamic morphological changes during the stages of mitosis.
techniques (karyotyping) revealed that chromosome instability is a common occurrence within human cancers (Weaver and Cleveland, 2006). In addition, children born with various mental health conditions also display aneuploidy as a result of chromosome instability, for example those with Downs syndrome have an additional copy of chromosome 21 (Antonarakis et al., 2004). To safeguard against such irreversible errors in cells, chromosome segregation during the metaphase to anaphase transition is regulated by an internal control system, the spindle assembly checkpoint (SAC), that inhibits sister chromatid separation and cell division until all chromosomes are stably attached to the mitotic apparatus and are aligned at metaphase. The control of mitosis and chromosome movement by the SAC is fundamental to the fidelity of the transfer of genetic material.

1.2.2 Microtubule dynamics

Movement of condensed chromosomes around the cell during mitosis is mediated by attachments to long hollow cylindrical microtubule structures (Figure 1.2A). In mitosis, microtubules are organised within the cytoplasm by two multi-protein structures named centrosomes that associate with the minus end of the microtubules, creating a mitotic spindle structure. A single centrosome becomes duplicated in late G1 and each centrosome localises to opposite ends of the cell during prometaphase. Microtubules dynamically elongate and retract from these organising centres through the rapid association and dissociation of α-tubulin and β-tubulin heterodimers at the plus end, a characteristic known as dynamic instability. Tubulin heterodimers polymerise microtubules in a GTP-bound conformation, creating a ‘GTP-cap’ that is stable and enables end growth (Desai and Mitchison, 1997). However, upon tubulin binding, GTP becomes hydrolysed to GDP, changing its conformation and creating a strained structure that without the GTP cap, causes tubulin dissociation and microtubule catastrophe (Alushin et al., 2014). Thus, dynamic instability is caused by gain and loss of a ‘GTP cap’ structure at the plus end of microtubules.

Dynamic instability is particularly rapid during mitosis and enables 1) ‘search and capture’ mechanism for bi-attachment to chromosomes (each sister chromatid attached to a
Figure 1.2. Microtubule dynamics and anti-mitotic drugs

(A) Dynamic instability of microtubules. Microtubules elongate following polymerisation of GTP-bound tubulin dimers at the plus end, forming a ‘GTP cap’. When the rate of polymerisation is less than the rate of GTP hydrolysis, the cap is lost and the microtubule undergoes catastrophe.

(B) In mitosis under normal conditions, microtubules form a bipolar spindle. Eg5 is a kinesin required for centrosome separation by pushing apart microtubules originating from opposite poles. When Eg5 is inhibited, centrosome separation is suppressed, characterised by a monopolar spindle. Inhibition of microtubule dynamics by addition of taxol results in an abnormal spindle. Pictures were taken with the help of Dr Anthony Tighe.
microtubule originating from opposite spindle poles), 2) the coordinated movement of chromosomes onto the metaphase plate and 3) the rapid movement of segregated chromatids at anaphase to opposite spindle poles, aided in part by the association of a variety of stabilising and destabilising proteins (Cross and McAinsh, 2014). As previously mentioned, it is important that separation of sister chromatids does not occur prematurely to ensure accurate segregation of the genome sets to opposite spindle poles. If anaphase is initiated before this time, unattached chromosomes would be unable to migrate towards the correct spindle pole, causing missegregation. In addition to this, during metaphase, kinetochores can become incorrectly attached, either by attachments of both chromatids to the same spindle pole (syntelic) or one kinetochore bound to microtubules from both poles (merotelic). Incorrect attachments can result in both sister chromatids migrating to the same spindle pole or chromatid breakage of lagging chromosomes that become trapped in the cytokinesis furrow (Godek et al., 2014).

The attachment status of a chromosome is monitored at the kinetochore: complex multi-protein structures assembled at the centromeric region of each sister chromatid. They comprise of around 80 different proteins, grouped into complexes that form the inner kinetochore that recognises and binds the centromere by interactions with CENP-A, a histone isotype, and the outer kinetochore (the KMN network comprising of Ndc80, Mis12 and Knl1) that interacts with microtubules (Foley and Kapoor, 2013). Kinetochore proteins are regulated by phosphorylation by aurora B kinase which destabilizes incorrect microtubule attachments (Lampson et al., 2004; Welburn et al., 2010). Bi-attachment of chromosomes increases tension and the distance between the centromere and the outer kinetochore network, suppressing aurora B-mediated phosphorylation of kinetochore proteins, and stabilising interactions leading to inhibition of the SAC and mitotic exit (Lampson and Cheeseman, 2011; Liu et al., 2009).

1.2.3 Control of Cyclin B1-Cdk1

Control of the cell cycle is mediated by several Cyclin-dependent kinases (Cdks) that require activation through association with a Cyclin co-factor protein (Figure 1.1A)(Hochegger et al., 2008). Cyclin binding drives a conformational change in Cdks that leads to alignment of residues required for enzyme catalysis in the active site (Jeffrey et al., 1995). The Cyclin
B1/Cdk1 complex, otherwise known as the maturing-promoting factor, was identified in *Xenopus* oocytes as a kinase complex made up of two proteins sufficient to direct an interphase-arrested cell into metaphase (Lohka et al., 1988). In mammalian cells, both Cdk1 and Cyclin B1 are essential genes and importantly Cdk1 activity is sufficient to drive mammalian cell cycles (Brandeis et al., 1998; Santamaría et al., 2007). The Cyclin B1/Cdk1 complex directly phosphorylates substrates that facilitate bipolar spindle assembly, organelle fragmentation, centrosome separation, and cytoskeleton rearrangement, as well as regulating mitotic exit and cytokinesis mechanisms (Blangy et al., 1995; Crasta et al., 2006; Estey et al., 2013; Nigg, 1995). For example, Cdk1 phosphorylates proteins GRASP65 and nuclear lamins that drive Golgi and nuclear envelope disassembly respectively (Dessev et al., 1991; Wang et al., 2003). Therefore, controlling Cyclin B1/Cdk1 activity is fundamental to mitosis.

Mitotic events are controlled by the regulation of the Cyclin B1/Cdk1 complex kinase activity at two checkpoints controlling entry into mitosis (G2/M transition) and mitotic exit (spindle assembly checkpoint (SAC)). Activation of Cyclin B1/Cdk1 at mitotic entry is controlled firstly by increased expression of Cyclin B1 and also by post-translational modification of Cdk1 (Nurse, 1990). Translation of Cyclin B mRNA is necessary for cells to enter into prophase (Minshull et al., 1989). Cyclin B1 expression increases during S phase and peaks shortly before entry into mitosis, providing sufficient co-activator levels for Cdk1 (Hwang et al., 1995). Once bound, Cyclin B1/Cdk1 is activated by phosphorylation on T161 by Cdk1 activating kinase (CAK) and dephosphorylation of T14 and T15 by Cdc25 (Lindqvist et al., 2009; Lolli and Johnson, 2005).

Following sister chromatid separation in anaphase, timely inactivation of Cdk1 activity through loss of Cyclin B1 is required for mitotic exit and cell cycle progression (Figure 1.3) (Oliveira et al., 2010; Rattani et al., 2014). Expression of a non-degradable Cyclin B1 mutant displayed an inability to initiate cytokinesis, disassemble the mitotic spindle, decondense chromosomes, and assemble the nuclear envelope (Wheatley et al., 1997). Reversal of Cyclin B1/Cdk1 phosphorylation reactions is performed by phosphatases for a successful exit from mitosis (Wurzenberger and Gerlich, 2011). In mammalian cells PP2A phosphatases have been identified as proteins that counteract Cdk1 activity.
Figure 1.3. The role of APC/C-Cdc20 in mitotic exit.
An unattached kinetochore drives the formation of diffusable spindle checkpoint complex that inhibits the E3 ligase APC/C-Cdc20. Upon correct kinetochore attachment, this signal ceases, activating APC/C-Cdc20. This causes degradation of Cyclin B1 and securin, alleviating separase to cleave cohesin complexes forcing sister chromatid separation and anaphase.
PP2A-B55 is regulated indirectly through mitotic-phosphorylation by microtubule-like Serine/threonine kinase-like protein (MASTL or Greatwall kinase in Drosophila) that is activated by Cdk1 (Álvarez-Fernández et al., 2013; Burgess et al., 2010; Castilho et al., 2010; Manchado et al., 2010; Voets and Wolthuis, 2010). Upon anaphase onset when Cyclin B1 is degraded and Cdk1 activity is low, the phosphatases are rapidly activated to drive mitotic exit and reassembly of the nucleus in the daughter cells.

Loss of Cyclin B1 is driven by rapid ubiquitin-mediated proteolysis at the onset of anaphase (Glotzer et al., 1991). Ubiquitin is a small 8.5-kDa protein that becomes covalently attached to lysine residues within proteins targeted for degradation (Hershko, 2005). Following the addition of one ubiquitin molecule, subsequent ubiquitin molecules are added, creating a polyubiquitin chain that is recognized by the proteasome (Tokumoto et al., 1997). The proteasome is an ATP-dependent proteolytic holoenzyme complex that recognizes ubiquitinated proteins and cleaves the targeted polypeptides into shorter peptide sequences within its core (Finley, 2009). The transfer of ubiquitin onto targeted proteins is mediated by the concerted action of three enzymes (Burger and Seth, 2004; Hershko et al., 1983). In short, ubiquitin is transferred to an E2 ubiquitin conjugating enzyme in an ATP-dependent manner mediated by an E1 enzyme (ubiquitin-activating enzyme). Finally an E3 ligase enzyme is required to transfer the ubiquitin molecule from the E2 protein to the target substrate. Specifically, Cyclin B1 ubiquitination is catalyzed by E3 ligase APC/C at metaphase onset (Clute and Pines, 1999; Irniger et al., 1995; King et al., 1995; Sudakin et al., 1995). The APC/C is composed of 19 subunits forming a large 1.22 MDa protein complex that requires binding of co-activators Cdc20 and Cdh-1 to aid target substrate binding (Fang et al., 1998; Kramer et al., 1998; Sivakumar and Gorbsky, 2015; Weinstein et al., 1994). Co-activators interact with TPR motifs that are abundant on APC/C subunits Apc3 and Apc8 (Chang et al., 2014). APC/C-Cdc20 interaction is stabilised at the end of prophase by phosphorylation of the APC/C (Golan et al., 2002; Kraft et al., 2003; Kramer et al., 2000). Following stabilisation, Cyclin B1/Cdk1 is recruited to the APC/C complex in prometaphase aided by MASTL and Cdk cofactor proteins, Cks, but is not ubiquitinated until metaphase onset (Voets and Wolthuis, 2015; Van Zon et al., 2010). Additionally, two E2
enzymes that donate ubiquitin onto mitotic degradation substrates have been identified: E2S (or UbcH10), that initiates mono-ubiquitination, and Ube2S that catalyses ubiquitin chain elongation on lysines (Garnett et al., 2009; Jin et al., 2008; Williamson et al., 2009, 2011). Targeted ubiquitin-mediated proteolysis provides an efficient and precise way to regulate specific protein abundance as it is irreversible, thus stopping the re-occurrence of early mitotic events driven by Cdk1 activity and pushing the cell through the cell cycle in a singular direction.

1.2.4 APC/C function in anaphase

The metaphase to anaphase transition is a crucial point of cell division where accuracy is key to ensure production of two genetically identical daughter cells by sister chromatid separation (Figure 1.3). Inhibition of the APC/C both arrests the cell in mitosis and stalls sister chromatid segregation, showing that the APC/C also functions by targeting proteins for degradation that maintain sister chromatid cohesion in addition to Cyclin B1 (Holloway et al., 1993; Irniger et al., 1995). Sister chromatids are encircled at the centromeric region in mitosis by a multimeric protein ring structure, the cohesin complex that is bound and protected by phosphorylated Sgo1 complexed with phosphatase PP2A (Peters et al., 2008; Kitajima et al., 2006; Liu et al., 2013). Upon bi-attachment of the chromosome, Sgo1 becomes dephosphorylated and re-localises the complex away from the inner centromere (Higgins, 2013). At the onset of anaphase, cohesion subunit Scc1 is cleaved by a protease (separase) that alleviates the sister chromatids, allowing segregation to opposite spindle poles by microtubules (Uhlmann et al., 1999, 2000). Separase is inhibited by Securin, which, like Cyclin B1, is targeted by APC/C-Cdc20 for degradation following satisfaction of the spindle checkpoint (Hagting et al., 2002). Thus, by degrading Securin in a timely-manner, the APC/C also promotes anaphase by releasing separase to breakdown the interactions between the sister chromatids.

1.2.5 The Spindle Assembly Checkpoint

Cells are unable to enter anaphase until all chromosomes are bi-attached to microtubules and are aligned at metaphase. Indeed, lack of bi-attachment of just one chromosome is sufficient to delay anaphase onset (Rieder et al., 1994). Because of the
stochastic nature of microtubule movement, the time it can take for kinetochore attachment of all sister chromatids can be variable, causing a delay in chromosome-microtubule attachment. The delay in anaphase onset is mediated by the spindle assembly checkpoint (SAC) that monitors and responds to problems in kinetochore attachment by halting the onset of anaphase through inhibition of APC/C activity and Cyclin B1 degradation (Clute and Pines, 1999). The kinetochore acts as sensory machinery for bi-attachment that sends molecular signals to the checkpoint to indicate the attachment state. These inhibitory signals communicate a lack of correct bi-attachment, which halts anaphase onset. The unattached chromosomes then activate the SAC causing a prolonged mitotic arrest.

Genetic screens of Saccharomyces cerevisiae identified components whose inhibition impaired the ability to halt the cell cycle in response to microtubule disruption (Hoyt et al., 1991; Li and Murray, 1991). These screens identified BubR1, Bub1, Bub3, Mad1 and Mad2. Mammalian counterparts of these proteins have since been discovered (Li and Benezra, 1996; Taylor and McKeon, 1997; Taylor et al., 1998). The precise mechanism of the spindle checkpoint is reviewed in detail in Lara-Gonzalez et al. 2012 (Lara-Gonzalez et al., 2012). To summarise, Bub1 is recruited to the kinetochore via Knl1 in early prophase and Mad2 bound to Mad1 is recruited to the unattached kinetochore via Mps1 activity (Hewitt et al., 2010; Lara-Gonzalez et al., 2012). The Mad1-Mad2 complex can change the conformation of another Mad2 molecule, allowing it to engage with Cdc20. The resulting Mad2-Cdc20 complex at the kinetochores binds sub-complex BubR1-Bub3 to generate the mitotic checkpoint complex MCC (De Antoni et al., 2005). The MCC binds and inhibits the APC/C by blocking ubiquitination of APC/C substrates including Cyclin B1 and Securin (Sudakin et al., 2001). When full chromosome alignment is achieved, the signal activating the SAC at the kinetochore ceases. The MCC is disassembled, mediated in part by p31comet and APC/C subunit APC15 that extracts Mad2 from free MCC and MCC bound to the APC/C respectively (Mansfeld et al., 2011; Uzunova et al., 2012; Westhorpe et al., 2011). Disassembly of the MCC liberates co-factor Cdc20 causing activation of APC/C for progression into anaphase.
1.2.6 APC/C degrons.

As well as Cyclin B1 and Securin, the APC/C mediates the degradation of many other mitotic substrates. These include Cyclin A, Nek2A, Cdc20, Plk1 and the aurora kinases (Sivakumar and Gorbsky, 2015). Specificity is provided by specific motifs within the substrate proteins that facilitate both binding of substrates to the APC/C and degradation. Many substrates contain a D-box motif (RXXL) or a KEN-box motif (KEN) (Pfleger and Kirschner, 2000). Both Cyclin B1 and Securin contain a well-characterised D-box in the N-terminus, and the RxxL destruction box of Cyclin B1 is highly conserved between species (Glotzer et al., 1991; Pines, 2011). In addition, structural studies show that other non-canonical sequences may be able to bind APC/C-Cdc20 sites in a similar way to D-box and KEN-box substrates (He et al., 2013). These motifs interact with the WD40 domain present in APC/C co-activators Cdc20 and Cdh1 which then position the substrate protein near the catalytic core of the APC formed by subunits Ap2 and Ap11 for ubiquitin transfer (Barford, 2015; Chao et al., 2012; Kraft et al., 2005). This method of binding is utilized by the SAC as two MCC components, Mad3 and BubR1, contain KEN boxes that appear to act as ‘pseudosubstrates’, thus blocking the binding and recognition of KEN-box and D-box containing substrates ubiquitinated by the APC/C, including Cyclin B1 and Securin, and halting anaphase onset (Acquaviva et al., 2004; Chao et al., 2012; Lara-Gonzalez et al., 2011).

However, these motifs are not always necessary for APC/C-mediated degradation. For example some bona fide APC/C substrates containing D-box and KEN-box motifs, Cyclin A and Nek2A, are degraded during a mitotic arrest despite activation of the spindle checkpoint (den Elzen and Pines, 2001; Geley et al., 2001; Hayes et al., 2006). Cyclin A has a high affinity for Cdc20 and out-competes checkpoint components for APC/C-Cdc20 binding via its N-terminus, an interaction mediated by Cks (Di Fiore and Pines, 2010; Wolthuis et al., 2008). Nek2a is a kinase involved in centrosome separation (Fry et al., 1998). Nek2a degradation during a mitotic arrest is dependent on an MR tail and only when mutated does Nek2a degradation depend on checkpoint release mediated by a KEN box motif (Boekhout and Wolthuis, 2015). MR or IR motifs are also present on other APC/C substrates that aids binding to the APC/C (Hayes et al., 2006; Sedgwick et al., 2013; Vodermaier et al., 2003). The existence of several mechanisms by
which the APC/C binds and degrades substrates highlights the potential for discovery of other substrates destined for APC/C-mediated degradation in mitosis.
1.3 Anti-mitotic drugs

Studying the control of mitosis has proven vital from a basic cell biology perspective to the understanding of fundamental organismal processes. More recently, this kind of research has attracted researchers from a translational cancer biology background for several reasons. Firstly, an abnormal mitosis resulting in missegregation of a chromatid leads to aneuploidy, a known characteristic of many tumours (Lengauer et al., 1998). More relevant to this thesis, the second reason lies in understanding how cancer cells respond to cancer treatments used in the clinic. Several routine drugs that target microtubules have been shown in cell culture to arrest cells specifically in M phase. Understanding how these cells move from a mitotic arrest to cell death or cell resistance in response to these drugs may aid the development of better therapies as well as predict those who are able to respond.

1.3.1 Mechanism of anti-mitotic drugs

Anti-mitotic drugs affect microtubule dynamics by binding to tubulin either within the microtubule structure or in a monomer form. These anti-mitotics have displayed anti-tumourogenic properties, and as such are used in the clinic to treat a variety of cancers such as breast, ovarian, non-small cell lung cancer and Kaposi’s sarcoma (Chang et al., 2003; Dumontet and Jordan, 2010; Markman, 2008; Pajk et al., 2008). These drugs are normally administrated in combination with a range of other targeted DNA intercalating chemotherapies including herceptin, epirubicine and carboplatin (Glück et al., 2012; Markman, 2008; Stickeler et al., 2011). Despite extensive use of these drugs, it is unclear exactly how they work in patient tumours, and much current knowledge has been built on in vitro studies (Gascoigne and Taylor, 2009; Weaver, 2014). Part of this is due to the function of microtubules in many cellular processes including protein trafficking, cell migration and mitosis, meaning it is difficult to pinpoint the exact process where anti-mitotic drugs have the most impact (Komlodi-Pasztor et al., 2011; Mitchison, 2012). However, microtubule dynamics are particularly rapid during mitosis and as such, addition of anti-mitotics to cells in culture causes spindle defects (Figure 1.2B)(Rusan et al., 2001; Saxton et al., 1984; Zhai et al., 1996). This results in a prolonged mitotic arrest induced by activation of
the SAC, as the drugs affect the ability of microtubules to search and bind kinetochores, resulting in unattached chromosomes (Jordan et al., 1993, 1991).

Anti-mitotics can be classified into two groups: microtubule-destabilising agents and microtubule-stabilising agents. At high concentrations, drugs in the first group (nocodazole, colchicine and the Vinca alkaloids-vinblastine and vincristine amongst others) inhibit microtubule polymerization and growth. At lower concentrations, these drugs, like the microtubule-stabilising agents, suppress microtubule dynamics (Jordan and Wilson, 2004). These drugs can bind either along the microtubule itself or directly to soluble tubulin. Whereas the Vinca alkaloids bind primarily at the ends of microtubules, structural analysis has mapped out the taxol binding site to \( \beta \)-tubulin within the inner surface of the microtubule (Alushin et al., 2014; Nogales et al., 1995). The binding of taxol causes hydrolyzed tubulin to adopt a conformation as if bound to GTP, thus reducing strain and mitotic catastrophe (Alushin et al., 2014). Unlike other drugs, paclitaxel treatment is not easily reversed, a property that may explain its success in the clinic, as cells accumulate the drug intracellularly over time (Jordan et al., 1996; Zasadil et al., 2014).

Despite the efficacy of these drugs, patients display a variety of severe side-effects including neutropeania and myeloid toxicity (Dumontet and Jordan, 2010) Most notably, neuropathy has been observed in patients, a damaging nerve condition resulting in problems to the sensory, motor and automatic nervous system. As a result, second-generation anti-mitotic drugs targeting alternative mitotic protein families including the aurora kinases, polo-like kinases and microtubule kinesins were developed, in the hope of targeting mitosis without inducing similar side effects in patients. However, these drugs have thus far failed to show positive results in clinical trials (Lens et al., 2010; Rath and Kozielski, 2012). Recently, several clinical trials using Eg5 inhibitors have shown good tolerance by patients (Gerecitano et al., 2013; Hollebecque et al., 2013; Jones et al., 2013; Wakui et al., 2014). Eg5 is a motor protein required for centrosome separation and inhibition of its activity results in a monopolar spindle, lack of tension at the kinetochore and a prolonged mitotic arrest (Figure 1.2B) (Blangy et al., 1995; Gascoigne and Taylor, 2008; Mayer et al., 1999). Eg5 is one of the kinesin-5 family that contain two pairs of motor proteins separated by a \( \alpha \) helical coiled rod structure and each end interacts with microtubules protruding from the two centrosomes. Using ATP-hydrolysis, the motor protein
moves along the microtubule, forcing separation of the spindle poles and formation of a bipolar spindle (Kapitein et al., 2005; Rath and Kozielski, 2012). However, like the other second-generation anti-mitotics, Eg5 inhibitors have yet to show efficacy. Taken together, this could reflect a lack of understanding into exactly how anti-mitotics cause cancer cell toxicity. However, this may also expose the need for clinical trials that carefully select patients based on the genetic makeup to show efficacy for these drugs. For example, non-small-cell lung cancer patients containing mutations in the TK domain region of EGFR are more likely to respond to gefitinib and erlotinib (Gazdar, 2009).

1.3.2 Response to anti-mitotic drugs.

A prolonged mitosis, whereby the cell cannot achieve full chromosome alignment over time, may be caused naturally by the inability of the stochastic ‘search and capture’ nature of microtubules to efficiently and accurately bind the kinetochores, or can be caused artificially by the described anti-mitotic drugs. However, cells are unable to maintain this mitotic state indefinitely and eventually adopt one of several states (Figure 1.4). In the mid-2000s, several of these states following this prolonged arrest were identified using flow cytometry and western blotting. Whilst one group described death in mitosis (DiM) following anti-mitotic treatment, others observed cells exiting mitosis without dividing despite an intact SAC and therefore unattached chromatids, a phenotype named mitotic slippage (Rieder and Maiato, 2004; Weaver and Cleveland, 2005). Equally, overriding the SAC in the presence of anti-mitotics also leads to a similar phenotype (Taylor and McKeon, 1997). Mitotic slippage produces abnormal cells often characterised by the presence of multiple nuclei (Jordan et al., 1996). These ‘slipped’ cells can undergo different post-mitotic responses: post-mitotic death (PmD), arrest in interphase or carry on through multiple cell cycles (Rieder and Maiato, 2004). In response to agents that perturb mitosis, failure to undergo death in mitosis (DiM) and/or failure to efficiently engage post-mitotic responses can lead to proliferation of cells with highly abnormal genomes (Dewhurst et al., 2014; Fujiwara et al., 2005). A systematic analysis of 15 cell lines using time-lapse microscopy that took phase contrast images every 10 minutes (Figure 1.5A) showed that different cell lines have variable responses to both the same drug as well as different anti-mitotic drugs, highlighting the complexity of cell responses to anti-mitotic drugs (Gascoigne and Taylor, 2008).
Figure 1.4. Cell Fate response to anti-mitotic drugs
Treatment of cells with anti-mitotics cause a protracted mitotic arrest. After a prolonged arrest, a cell can either commit to normal division, division, mitotic slippage or ‘death-in-mitosis’ (DiM). Following mitotic exit, a cell can undertake a variety of post-mitotic responses: cell cycle progression, post-mitotic death (PmD) or senescence. Adapted from Gascoigne and Taylor 2009.
This analysis also utilised a single-cell approach that uncovered the varying cell heterogeneity toward drug response that exists within cell lines by evaluating the cell fate of 100 individual cells within each cell line population. This heterogeneity reflects the large-scale heterogeneity that exists within a tumour in patients that importantly plays a large role in conferring resistance to treatment (Burrell et al., 2013). Cell fate profiles are used as a way to visualise the intraline heterogeneity of cell fate within a population. These profiles are made up of individual lines signifying a single cell; the colour of the line depicts its fate and length of the line represents the amount of time the cell has taken to commit to that respective fate (Figure 1.5B). For example in a cell fate profile depicting RKO cells, all but two of the 100 cells analysed committed to DiM, each depicted by a single red line on the profile. Additionally, the time to DiM in each individual cell from the point of mitotic entry (T=0) can be measured (Figure 1.6A, right panel). Using a cell fate profile, it is easy to see that within a cell population, a variety of cell fates can be undertaken by different proportions of the cell populations. For example in this DLD-1 cell population treated with 0.1 μM taxol, 4 cells do not enter mitosis during the time period, 8 cells die before entering mitosis, 4 cells quickly commit to DiM, 8 cells divide and the rest commit to mitotic slippage (Figure 1.6A, left panel). Of the cells that slipped out of mitosis a variety of post-mitotic responses can be analysed. In the DLD-1 population, four cells re-entered a second mitosis and undertook DiM, 26 cells re-entered and slipped out of mitosis for a second time and the rest remained in interphase. However, it the HCT-116 cell line, many of the slipped cells commit to post-mitotic death (Figure 1.6A, middle panel). In addition, one can also use cell fate profiles to identify subtle population shifts towards one fate over another and can be used to accurately measure the kinetics of cell fate accumulation. This thesis routinely uses cell fate profiles as a way to not only observe the abundance of each cell fate response to anti-mitotic drugs and to also compare the rate that cells are able to commit to a fate.

Furthermore, by artificially delaying either DiM or mitotic slippage, the authors showed that cells contained the capacity to undertake either fate but the dominant fate in each cell line is caused by the rate of signalling to drive either phenotype. The competing networks model proposed that both DiM and mitotic slippage had a hypothetical threshold that the opposing signalling networks needed to attain during a prolonged mitotic arrest in order for the cell to
Figure 1.5 Creating cell fate profiles from time-lapse microscopy.

(A) Representative images of untreated (interphase, left) and taxol-treated (mitotic, right) RKO cells.

(B) Representative diagram of analysis of cell fate.
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commit to the fate. The cell would therefore undertake the fate of the threshold that was reached first (Figure 1.6B). For example in the RKO cell line, the prediction is that the time to DiM is much faster than the time to mitotic slippage, hence why the majority of cells undertake the death in mitosis phenotype.

This model has since been used to explain both variations in drug responses between cell lines and within a cell line. As the genetic background can differ between cell lines, one can imagine that this influences the rate of signalling of both networks and the threshold required to breach. For example, the rate of mitotic slippage is slower in RKO cells than DLD-1 cells, hence why RKO cells are more able to undertake DiM due to an extended amount of time in which to do so. In contrast, it was shown that intra-cell variation was driven by non-genetic elements, meaning that differences in post-translational processes are likely to play a role in explaining the differences in the time to a particular fate of individual cells within a population. Since the competing networks model was first proposed, many post-transcriptional processes have been attributed as contributing factors to the rate of both networks. The rest of this introduction concentrates on the factors that contribute to the rates of both signalling networks.

1.3.3 Mitotic slippage and Cyclin B1 degradation

The factors influencing the rate of slippage are well defined. Slippage is characterised by residual Cyclin B1 degradation (Brito and Rieder, 2006). Overexpression of Cyclin B1 suppressed slippage and increased DiM in slippage-prone cells (Sakurikar et al., 2012). Conversely, Cdk1 inhibition reduced DiM in a death-prone cell line (Sakurikar et al., 2012). Using a tetracycline-induced reporter system, it was observed that cells that slipped out of mitosis displayed faster Cyclin B1 degradation kinetics than cells that died in mitosis (Gascoigne and Taylor 2008). Furthermore, a high destruction rate of mCherry fluorescent reporter fused to D-box, the motif within the N-terminus of Cyclin B1 recognised by the APC/C for ubiquitination, correlated with increased numbers of cells undergoing slippage in response to anti-mitotics (Gascoigne and Taylor, 2008; King et al., 1996). According to the competing networks model, in situations in which slippage is delayed, more time is also provided for the death signal to accumulate. Equally, in situations that accelerate Cyclin B1 degradation in a mitotic arrest, there
Figure 1.6. The Competing Networks Model

(A) Taken from Gascoigne and Taylor 2008, the panels represent cell fate profiles of the fate of 100 cells within DLD-1, HCT-116 and RKO cell lines treated with 0.1 µM taxol.

(B) The fate of a cell following a prolonged mitotic arrest is dictated by the relative rates of mitotic slippage (Cyclin B1 degradation) and death. Commitment to a fate is therefore dependent on which threshold is breached first. In death-prone cells, the death threshold is breached first and the opposite is true for slippage-prone cells

Adapted from Gascoigne and Taylor 2008.
is less time for the death signal to accumulate and a greater proportion of cells will slip out of mitosis. A prime example of this is checkpoint override, and as such, SAC genes frequently manifest in anti-mitotic siRNA survival screens (Díaz-Martínez et al., 2014; Swanton et al., 2007; Topham et al., 2015; Tsui et al., 2009). Altogether this means that the rate of slippage is determined by the factors that control Cyclin B1 degradation.

Despite the presence of an active SAC signal, a primary factor in the rate of Cyclin B1 degradation is the rate of APC/C-Cdc20-mediated ubiquitination of Cyclin B1. Cdc20 depletion by RNAi completely abolished mitotic slippage and increased DiM, as residual Cyclin B1 degradation was no longer able to reach the slippage threshold (Huang et al., 2010, 2009; Sakurikar et al., 2012). Cdc20 is both targeted for degradation by the APC/C (followed by MCC disassembly by p31\textsuperscript{comet}) and is synthesized in mitosis, suggesting that Cdc20 turnover creates a small pool of newly-formed APC/C-Cdc20, causing residual Cyclin B1 degradation before SAC inhibition (Nilsson et al. 2008; Varetti et al. 2011; Westhorpe et al. 2011). Secondly, the net rate of ubiquitination of Cyclin B1 is dependent on the equilibrium between APC/C-Cdc20 activity and the activity of counteracting deubiquitinases. An shRNA screen found deubiquitinase USP44 (ubiquitin-specific protease 44) as a negative regulator of mitotic exit in response to taxol (Stegmeier et al., 2007). Finally, treatment of mitotic cells with the translation inhibitor cycloheximide accelerated slippage, as well as increased the rate of both Cyclin B1 and Cdc20 loss. Although not fully understood, this indicates that as well as Cdc20, Cyclin B1 is also synthesised in mitosis. This means that the rate of residual Cyclin B1 loss may depend in part on the rate of Cyclin B1 synthesis.
1.4 Apoptosis in Mitosis

The death-in-mitosis signal is less defined than the mitotic slippage signal. This is explained in part by the many mechanisms through which a cell can commit to death. These include necrosis, a form of cell death characterised by cellular swelling that is traditionally thought of as a non-regulated process of passive cell death (Elmore, 2012). However, little is known whether this plays a large physiological role in anti-mitotic-mediated cell death. More recently it was shown that reduced metabolic capacity activation of autophagy resulted in a reduction of mitochondria due to mitophagy, reduced ATP levels and increased mitotic cell death (Doménech et al., 2015).

Despite the many routes to cell death, several studies inhibiting the downstream components of the apoptotic pathway, the caspases, revealed the importance of the apoptotic network to DiM (Doménech et al., 2015; Gascoigne and Taylor, 2008; Shi et al., 2008). Furthermore, caspase staining of conditional Cdc20-null histological mouse samples suggests that apoptosis is an underlying factor driving cell death (Manchado et al., 2010). Therefore, to understand how anti-mitotics kill cells, an understanding of the apoptotic network and how it functions in mitosis is vital.

1.4.1 Introduction to apoptosis

The term apoptosis and the morphological definition was coined in 1971 and using electron microscopy and immunostaining techniques, researchers visualised the condensation and fragmentation of cytoplasmic and nuclear fragments into an apoptotic body, that was subsequently phagocytosed by neighboring cells (Fadeel and Orrenius, 2005). Programmed cell death through apoptosis has equipped tissues with the ability to regulate and maintain cell homeostasis. As such, many of the components of the apoptotic network were first identified during development studies in the nematode worm Caenorhabditis elegans (Elmore, 2012). The intrinsic apoptotic network has provided the cell with an ability to self-destruct in response to internal stresses and abnormalities. Whilst the effect of external signalling has not been ruled out, during a prolonged mitotic arrest, DNA damage and other intracellular stresses accumulate,
which signal to the intrinsic apoptotic machinery to co-ordinate the death response pathways. Furthermore, the ability of a cell to evade apoptosis became one of the original hallmarks of cancer (Hanahan and Weinberg, 2000). Since then, it has been shown that the physiological expression and function of several members of the apoptotic network are deregulated in human cancers (Adams and Cory, 2007; Beroukhim et al., 2010). A shift in the balance of the apoptotic network towards survival means that the network response is suppressed to abnormal/deleterious signals caused by accumulation of mutations. Furthermore, it makes cells less susceptible to cancer treatment attempts to induce cellular stresses. Understanding how the deregulated network responds to stresses will aid the development of targeted therapies. This section focuses on the molecular components of the apoptotic network and how the network responds to antimitotic drugs in cell culture.

1.4.2 The intrinsic apoptotic network

The apoptotic network is a regulated signalling balance of pro- and anti-apoptotic Bcl-2 family proteins (Figure 1.7). These signals eventually converge on the mitochondria and can result in mitochondrial outer membrane permeabilisation (MOMP) and the release of cytochrome C into the cytoplasm. Cytosolic cytochrome C is necessary to drive the downstream apoptotic program by causing the processing of a cysteine protease family of proteins, the caspases, whose cleavage catalysis irreversibly commits a cell to cell death (Liu et al., 1996). MOMP is caused by the homo- and heterodimerisation of pro-apoptotic effectors Bak and Bax. Under normal conditions, Bak and Bax localization fluctuates between the cytoplasm and the mitochondrial membrane but accumulates at the membrane upon apoptotic stimulation (Schellenberg et al., 2013; Todt et al., 2015). Upon receipt of pro-death signalling, Bak and Bax translocate to the mitochondrial membrane and oligomerise, forming channels that permeabilise the mitochondrial membrane.

To stop unwanted caspase activation and mitosis, the Bcl-2 anti-apoptotic proteins (Bcl-2, A1, Mcl-1, Bcl-W and Bcl-xL) bind and sequester Bak and Bax, blocking MOMP. These proteins form a hydrophobic groove out of several α helices that is bound by the BH3 domain of Bak and Bax (Chipuk et al., 2010). This repressive interaction between Bak/Bax and the Bcl-2
Figure 1.7. The Intrinsic apoptotic network
The network is made up of groups of pro- and anti-apoptotic proteins whose binding ultimately influences the ability of Bak and Bax to penetrate the mitochondrial membrane. Bak and Bax form channels in the mitochondrial membrane causing release of cytochrome C that drives a caspase cleavage cascade inducing apoptosis. Coloured circle denote mitosis-specific modification of protein, red indicates a gain of function, blue indicates a loss of function.
family proteins can be alleviated by the BH3-only proteins (BMF, Noxa, Bad, Hrk, Bik, Bid and Bim). As the name suggests, the BH3-only proteins only contain the BH3 domain that, when activated, compete with Bak and Bax for binding to anti-apoptotic proteins, thus sensitising the cell to MOMP. Moreover, the BH3-only proteins have varying affinities for the different anti-apoptotic Bcl-2 proteins they can bind (Chen et al., 2005). For example, where Bid, Bim and Puma bind all anti-apoptotic members, Noxa binding is specific only for Mcl-1, and Hrk is specific for Bcl-xL. Additionally, both Bid and Bim can directly interact and activate Bak and Bax. These interactions between the pro- and anti-apoptotic proteins define the network response to stimuli.

How a cell responds to apoptotic signaling depends on the ability of the apoptotic network to drive the downstream caspase cascade. The responsiveness of the network to drive apoptosis can be tested by BH3 profiling that measures the amount of cytochrome c release from extracted mitochondria following treatment with peptides corresponding to the various BH3 only proteins (Certo et al 06). A more recent method using a permeable JC-1 dye has been used in live cells as a marker for mitochondrial depolarisation (Ryan and Letai, 2013). Using these methods, it has been shown that the ability of these sensitiser peptides to induce MOMP is variable under certain contexts leading to the idea that the network can be ‘primed’ for apoptosis, or in other words, lowering the threshold required to initiate the irreversible apoptotic process. One way cells are primed is through the expression of activator BH3 only proteins (Bid and Bim) which become displaced from bound anti-apoptotic proteins by sensitiser BH3-only proteins following apoptotic stimuli to activate Bak and Bax oligomerisation (Certo et al., 2006). BH3-only profiling can also be used to determine the dependency of a cell line to certain anti-apoptotic proteins by determining which specific BH3 peptides can initiate cytochrome c release/MOMP (Certo et al 06, Deng et al 2007). Many of the apoptotic members are now known to undertake mitosis-specific phosphorylation, which has been shown to influence protein function within the network (see Chapter 1.4.3). These mitosis-specific modifications have been described as another way to ‘prime’ the apoptosis network to respond to signalling stimuli. Indeed, in comparison to interphase, the mitotic phase is more susceptible to cell death when stressed (Rieder and Maiato, 2004).
1.4.3 Pro-apoptotic proteins relevant to mitosis

The pro-apoptotic members within the network include the apoptotic effectors Bak and Bax but most post-translational changes currently discovered thus far are associated with the BH3-only proteins. As Bak and Bax are the downstream pro-apoptotic effectors it is unsurprising that these two proteins are vital for the co-ordination of cell death in response to anti-mitotic drugs. Co-knockout Bak and Bax MEFs fail to induce death following treatment with paclitaxel or Cdc20 RNAi (Miller et al., 2013; Wan et al., 2014). Specifically, Bak knockout MEFs conferred more death suppression compared to Bax knockout MEFs, breast cancer cells and fibroblasts, and HeLa cells, suggesting that Bak is the primary apoptotic effector (Miller et al., 2013; Upreti et al., 2008a). However, no mitotic-specific modifications to Bak or Bax have been identified.

However, several mitosis-specific changes have been identified in both the caspases and BH3-only proteins that affect the pro-death function of these proteins. In terms of the former group of proteins, mitosis-specific phosphorylations of two caspase proteins have been identified. Firstly, caspase 9 is phosphorylated at Thr125 in mitosis by Cyclin B1/Cdk1 and expression of a non-phosphorylatable mutant increases levels of apoptosis in response to nocodazole (Allan and Clarke, 2007). This suggests that phosphorylation of caspase 9 in mitosis counteracts apoptotic function. This appears also true for caspase 2. In *Xenopus* mitotic egg extracts, Caspase 2 is phosphorylated at Serine 208 (corresponding to S240 in humans) by Cdk1 *in vitro* and this phosphorylation suppresses caspase 2 processing and cleavage, (Andersen et al., 2009). Although the activity of caspase 2 appears suppressed in mitosis, knockout caspase 2 MEFs suppress death in response to paclitaxel treatment, questioning the importance of this phosphorylation (Dorstyn et al., 2012; Ho et al., 2008).

In addition to the caspases, BH3-only protein Bid becomes phosphorylated on Serine 66 specifically in mitosis. However, unlike the loss-of function caused by phosphorylation of the caspase proteins, phosphorylation of Bid increases that apoptotic response in RKO cells to paclitaxel and monastrol, indicating that this modification is involved in priming the network to mitotic death (Wang et al., 2014). Furthermore, knockdown of Bid and knockout Bid MEFs reduced apoptosis in response to taxol treatment in death-prone cell line RKO, further supporting
the importance of this protein to the mediating cell death in response to anti-mitotic drugs (Wang et al., 2014).

The function of two other BH3-only proteins, Bim and Noxa, are regulated by a decline in protein levels during mitosis. It was recently shown that Bim levels were reduced in mitosis and that Bim interacts with the WD40 motif of Cdc20 in vitro by expressing tagged proteins in HeLa cells (Wan et al., 2014). Mutation of two D-box like motifs in Bim stabilised it, and further sensitised cells to taxol, presumably through increased Bim levels (Wan et al., 2014). Like Bim, Noxa is also degraded during mitotic arrest although thus far the degradation mechanism is unknown (Haschka et al., 2015). Noxa is a BH3 only protein that specifically recognizes anti-apoptotic protein Mcl-1. Depletion of Noxa in cells treated with anti-mitotics decreases DiM and increases mitotic slippage, which may reflect the dependency of some cell lines on Mcl-1 to act as the dominant survival factor (Díaz-Martínez et al., 2014; Haschka et al., 2015). Although the effect of Noxa appears straight forward, the evidence surrounding the contribution of Bim to the apoptotic response to anti-mitotics is mixed. Whereas stable suppression of Bim by shRNA had no major effect on cell death (Tang et al., 2011), other reports using Bim RNAi showed that Bim had a pro-apoptotic role in antimitotic-mediated cell death (Haschka et al., 2015; Kawabata et al., 2012; Kutuk and Letai, 2010; Li et al., 2005). Interestingly, Bim RNAi could slow down DiM in HeLa cells (Haschka et al., 2015). Equally, there are conflicting reports about the response of Bim knockout cells to anti-mitotics (Miller et al., 2013; Tan et al., 2005). Furthermore, it appears that the MAPK signalling pathway can block cell death in response to antimitotics in part by phosphorylation-mediated degradation of Bim (Kawabata et al., 2012; Luciano et al., 2003; Tan et al., 2005). These discrepancies are likely to reflect either the extent of BH3-only protein redundancy that exists and the context-dependency of different cell lines for the BH3-only proteins.

1.4.4 Anti-apoptotic Bcl-2 family members relevant to mitosis

Mitotic-specific modifications are not limited to the pro-apoptotic proteins as several pro-survival factors are also modified in mitosis. For example Bcl-2, the first anti-apoptotic protein identified as a pro-survival gene in haemopoietic cells (Vaux et al., 1988), hence why the group
of proteins are known as the Bcl-2 family, is phosphorylated in mitosis (Haldar et al., 1995; Terrano et al., 2010). Overexpression of Bcl-2 suppresses apoptosis in MCF7 cells in response to paclitaxel (Kutuk and Letai, 2008). Expression of Bcl-2 with multiple mutations at phosphorylation sites (T69A, S70A, S87A and T56A) confers additional partial protection against apoptosis in response to nocodazole, suggesting phosphorylation suppresses Bcl-2 function (Deng et al., 2004; Haschka et al., 2015). However, knockdown of Bcl-2 has no effect on sensitivity to anti-mitotics in numerous cell lines, suggesting that Bcl-2 is not a vital survival factor during a mitotic arrest (Li et al., 2005; Shi et al., 2011).

Despite the neutral role Bcl-2 appears to have in a prolonged mitosis, high levels of another pro-survival Bcl-2 family member, Bcl-xL, correlated with a lower survival rate in breast cancer patients treated with paclitaxel in combination with cyclophosphamide (Flores et al., 2012). Further to this, depletion of Bcl-xL sensitised many cell lines to DiM (Bah et al., 2014; Shi et al., 2011). Bcl-xL is phosphorylated at serine 62 in a mitotic arrest, which does not affect the ability of Bcl-xL to localize to the mitochondria but hinders the ability of Bcl-xL to bind Bax, thus indicating that this phosphorylation has a loss-of-function effect on Bcl-xL, thus potentially contributing to the ‘primed’ state of the apoptotic network in mitosis (Bah et al., 2014; Du et al., 2005; Poruchynsky et al., 1998; Upreti et al., 2008b). In vitro studies have since identified the Cyclin B1/Cdk1 complex as a mitotic kinase that targets Bcl-xL (Terrano et al., 2010). Put together, this indicates that the level of Bcl-xL activity may be a primary determinant of mitotic fate. However, other studies focusing on another Bcl-2 family pro-survival factor, Mcl-1, suggest that this protein also plays a role in mitotic fate (see Chapter 1.5 for more detail). This may suggest a context-dependent role for the pro-survival proteins in a mitotic arrest.

1.4.5 Pro-apoptotic stimulus in mitosis

As shown above, many members of the apoptosis pathway undergo mitosis-specific modification. These changes have been described as ‘priming’ the apoptotic network towards pro-death (Wang et al., 2014). ‘Primining’ the network could make the network more responsive to pro-death stimuli. Equally, this could mean that the mitosis-specific changes in the apoptotic network are sufficient to drive DiM alone, without the need for a further stimulus.
Very little is known about the stimuli that can induce apoptosis in mitosis. A likely candidate to act as an initial pro-apoptotic stimulus is DNA damage that has been shown to accumulate during a prolonged mitotic arrest (Orth et al., 2012). However, blocking caspase activity or suppressing Mcl-1 in mitosis decreases the number of γH2A.X foci, suggesting that partial activation of apoptosis can lead to DNA damage (Colin et al., 2015; Orth et al., 2012). Accumulation of DNA damage through this pathway could cause a feed-forward loop through genotoxic stress signalling back to the apoptotic network. This was attributed to caspase-mediated cleavage of inhibitor of caspase-activated DNase (ICAD), enabling CAD to drive DNA fragmentation (Enari et al., 1998; Orth et al., 2012; Tang and Kidd, 1998). Additionally CAD is stabilised by Myc in a mitotic arrest (Topham et al., 2015).

Conversely, another group suggested that DNA damage may act as the initial apoptotic mediator by reporting that in mitosis the DNA damage signal originates from the deprotection of telomeres through the dissociation of TRF2 protein, causing a unique double-stranded DNA damage response that activates p53 in the subsequent interphase (Cesare et al., 2013; Hayashi et al., 2012). Although this did not appear to be relevant to mitotic death, follow-up reports showed that loss of TRF2 increased DiM and overexpression of TRF2 reduced DiM in Bcl-xL/Mcl-1 RNAi-treated cells, suggesting that this mechanism does also contribute to death in mitosis (Hayashi et al., 2015; Topham et al., 2015). Although the relative contribution of each mechanism to cell death remains unresolved, it is clear that the interplay between the DNA damage and apoptotic networks are important in determining the rate of DiM.

1.4.6 Myc and redundancy in apoptosis

Although many members of the network are modified in mitosis, it is important to point out that it is the net effect of the apoptotic network that determines the rate of DiM. There is a degree of functional overlap that exists between the apoptotic members due to the high level of structural conservation that exists between the members. For example, all BH3-only proteins except for Noxa can bind Bcl-xL. Conversely, Bid, Bim and Puma appear to be able to bind all Bcl-2 family members (Chipuk et al., 2010). This means that other members of the network may
be able to compensate for a loss in function of one protein. However, the BH3-only proteins respond to different stimuli, suggesting that there is a context-dependent nature of the apoptotic machinery that may play a role in driving differential responses of different cell lines during a mitotic arrest. For example, whereas Bim is required to drive apoptosis in B and T cells, Noxa and Puma are up-regulated in response to DNA damage (Bouillet et al., 1999; Nakano and Vousden, 2001; Oda et al., 2000). This BH3 redundancy is therefore likely to depend on the requirement of a particular cell line on different members of the apoptotic network, both pro-death and anti-death. This may also influence how that cell line responds to various changes in the apoptotic network.

This redundancy was highlighted in a recent genome-wide siRNA screen completed in the lab that was performed with the intention of identifying the primary components that were required for death-in-mitosis. Despite suppressing all the protein members, none of the individual components of the apoptotic network were identified from the screen, which is likely to reflect the large scale of redundancy that exists. Instead, the screen identified transcription factor Myc as a major mediator of DiM (Topham et al., 2015). Further transcript analysis showed that Myc regulated several members of both the anti-apoptotic and pro-apoptotic families. Interestingly, loss of each of the four BH3-only proteins (Bid, Bim and Noxa) down regulated by loss of Myc protein had no effect on DiM or slippage. However, only upon loss of all four by RNAi was increased slippage observed. The SAC is evolutionary-conserved rheostat mechanism that responds to the degree of unattached kinetochores by regulating Mad2 recruitment to the kinetochore, is driven by a single input of unattached kinetochores (Westhorpe 2010, Collin, 2014). In contrast, the apoptotic network is far less conserved, responds to a multitude of inputs and can be “fine-tuned” depending on the context required due to the plethora of proteins available (Figure 1.8)(Topham et al., 2015). This makes overall interpretation of the function of each individual member of the network difficult.
The SAC responds to a single input, unattached kinetochores, and signals through a relatively linear signalling mechanism in order to cause SAC activation. In contrast, the apoptotic network responds to a variety of pro-death stimuli and the net output is caused by how the individual components of the network respond as a whole to the stimulus.
1.5 Post-mitotic response

When talking in terms of the overall response to anti-mitotic drugs, it is also important to discuss a secondary effect of anti-mitotics in the subsequent interphase following escape from a mitotic arrest and DiM, and how the cells respond. Interphase cells that have undertaken mitotic slippage are characterised by the presence of micronuclei and tetraploidy. Although spontaneous tetraploidy is tolerated in some tissues, tetraploidy leads to increased chromosome instability. It has been previously proposed that chromosome instability in tetraploid cells is caused by an abnormal number of centrosomes generating an abnormal mitotic spindle in the subsequent M phase, thus causing an abnormal mitosis (Andreassen et al., 1996; Storchova and Pellman, 2004). Interestingly, tumor formation could be initiated by cytokinesis failure of p53-null cells in vivo, suggesting that tetraploidy could be a tumourgenesis driver (Fujiwara et al., 2005). It was proposed that cells evolved a checkpoint that suppresses cell cycle progression in the presence of tetraploidy, the tetraploidy checkpoint, which involves activation of p53 (Andreassen et al., 2001a; Margolis et al., 2003). Since its discovery, this theory has been debunked (Uetake and Sluder, 2004). Nonetheless, a decision point exists following mitotic exit that leads to cell cycle arrest, post-mitotic death (PmD) or continual cell cycling (Figure 1.4). Although this might not be caused by tetraploidy itself, it could be caused by other cellular damage that occurs during a mitotic arrest.

An interesting early observation was that p53-null fibroblasts were much more tolerant to chromosomal abnormalities, which suggested that p53 functions to arrest and drive cell death in tetraploid cells (Harvey et al., 1993). P53 is a global transcription factor and as such regulates several processes such as cell cycle arrest, senescence, invasion and apoptosis (Bieging et al., 2014). Importantly, when p53-null MEFs were exposed to either taxol or colcemid, cells failed to arrest in G1 and instead entered S phase and replicated the genome, creating octoploid cells (Cross et al., 1995; Lanni and Jacks, 1998; Di Leonardo et al., 1997; Woods et al., 1995). Moreover, p53 is not expressed in mitosis, indicating that its function is limited to the post-mitotic response (Minn et al., 1996). However in G1, p53 expression is switched on which leads to expression of p21, a Cdk inhibitor, and retinoblastoma protein (pRb) which inhibit cell cycle progression (Andreassen et al., 2001b; Borel et al., 2002; Lanni and Jacks, 1998). Under non-
stimulated conditions, p53 activity is suppressed by Mdm2. Mdm2 binds p53 in its transactivation domain and mediates its ubiquitination, thus inhibiting p53-dependent transcription through competitive binding to the active site and degradation (Haupt et al., 1997; Kubbhat et al., 1997; Momand et al., 1992; Oliner et al., 1993). P53 is activated by phosphorylation that relieves the inhibitory p53-Mdm2 interaction (Chehab et al., 1999; Shieh et al., 1997).

The ability of a tetraploid cell to commit to cell death following a G1 arrest caused by p53 activation is likely to depend on signalling to the intrinsic apoptotic network. This first became apparent when the abundance of tetraploid cells in culture increased upon overexpression of Bcl-xL (Minn et al., 1996). Consistent with this notion, loss of Bcl-xL in taxol-treated cells increased the number of slipped cells to commit to PmD (Topham et al., 2015). P53 activates transcription of BH3-only genes PUMA and NOXA, thus sensitising the apoptotic network to death (Nakano and Vousden, 2001; Oda et al., 2000; Yu et al., 2001). Interestingly, the amount of p53 protein may dictate whether a G1 arrest leads to apoptosis or not, indicating that there is a apoptotic threshold for p53-mediated apoptosis in G1 (Kracikova et al., 2013). It is therefore important to understand the factors that trigger p53 stabilisation and accumulation following a prolonged mitotic arrest that enable this threshold to be broken.

One such trigger, DNA damage, causes a p53-dependent G1 arrest (Kastan et al., 1991, 1992; Kuerbitz et al., 1992). It has been shown that DNA damage increases over time in mitosis (Colin et al., 2015; Hayashi et al., 2012). Importantly, a positive correlation has been shown between the duration of a mitotic arrest and the likelihood of G1 arrest (Uetake and Sluder, 2010). Although increased apoptosis correlates with mitotic duration, it is not clear whether cell death occurs during mitosis, post-mitosis or both (Colin et al., 2015; Zhu et al., 2014). Altogether this indicates that the post-mitotic response is in part dependent on the accumulation of DNA damage which occurs over time during a prolonged mitotic arrest (Colin et al., 2015). Another hypothesis linking the duration of mitotic arrest and apoptosis is an increased number of micronuclei triggering DNA damage and apoptosis (Zhu et al., 2014). Micronuclei are sites of replicative defects, chromothripsis and DNA damage, suggesting that a de novo damage signal following the formation of micronuclei may contribute to cell death (Crasta et al., 2012; Zhang et
al., 2015). However, the driver that connects mitotic duration and number of micronuclei has not been identified.
1.6 Mcl-1

Although there is likely to be redundancy in protein function within the apoptotic network, it is important to understand the individual units of the network in order to appreciate how the network responds as a whole during a mitotic arrest. One pro-survival member of the apoptotic network, Mcl-1, is degraded in mitosis. Although this appears to sensitise cells to DiM, it is not fully clear whether this is due to acceleration of DiM signalling or a delay in mitotic slippage. In addition, there are unresolved questions in regards to the nature of the mechanism driving Mcl-1 degradation and mitotic cell fate due to discrepancies in the literature that this thesis aims to answer. This chapter provides a detailed introduction into the regulation of Mcl-1, with particular focus on its regulation and function in mitosis.

1.6.1 Introduction to Mcl-1

Mcl-1 was first discovered as an early-induction gene expressed in differentiating human myeloid leukemia cells (Kozopas et al., 1993). Further overexpression studies in Chinese Hamster ovary cells confirmed an anti-apoptotic function for Mcl-1 (Reynolds et al., 1994). Moreover, Mcl-1 knockout mice are embryonic lethal and display a more severe phenotype when compared to knockout of other Bcl-2 family members (Chem et al., 1995; Rinkenberger et al., 2000; Veis et al., 1993). Mcl-1 is expressed in many tissues and is required for the survival and maintenance of many cell lineages (Krajewski et al., 1995; Thomas et al., 2010). As Mcl-1 contains three out of the four BH domains found in Bcl-2 family members in its C-terminus, Mcl-1 shares a large degree of structural homology with other Bcl-2 family members (Figure 1.9) (Thomas et al., 2010). Although Mcl-1 resides primarily in the cytoplasm, Mcl-1 also has a transmembrane domain in the C-terminus, which is required for mitochondrial localization of Mcl-1 (Akgul et al., 2000). Instead of a BH4 domain, Mcl-1 contains a larger N-terminus region, making Mcl-1 a larger protein of 350 residues. This N-terminal region contains motifs recognised by signalling networks in order to modulate the activity of Mcl-1. Deletion of the N-terminus impairs the ability of Mcl-1 to function as an anti-apoptotic factor, as well as to localise to the mitochondria. This suggests that mitochondrial localisation is required for it to antagonize Bak and Bax (Germain and Duronio, 2007).
Figure 1.9. Regulation of Mcl-1.
Schematic of Mcl-1. Like other Bcl-2 family proteins, Mcl-1 contains three BH domains. Mcl-1 has a transmembrane region in the C-terminus and an extended N-terminus that is subject to phosphorylation by multiple kinase signalling cascades. The RxxL motif lies at amino acids 207-210.
Mcl-1 binds to the BH3 domain of Bak and Bax, thus inhibiting mitochondrial permeabilisation and caspase activation (Cuconati et al., 2003; Willis et al., 2005). These interactions can be displaced by BH3 only proteins Bid, Bim, Puma, Bik, Bmf and Noxa (Chipuk et al., 2010). Unlike the others, Noxa displays high specificity for Mcl-1 (Chen et al., 2005). Structural analysis of Mcl-1 C-terminal showed that Mcl-1, like other Bcl-2 family members, forms a hydrophobic groove of several α-helices with an electrostatic surface for binding of BH3 domain-containing substrates and upon binding, undergoes a conformational change (Day et al., 2005, 2008).

1.6.2 Mcl-1 in cancer progression.

As the ability of cancer cells to evade apoptosis is a fundamental characteristic of cancers, it is no surprise that Mcl-1 is deregulated in cancer cells (Hanahan and Weinberg, 2000). Enhanced protein expression is observed in a number of cancer types (Fleischer, 2006; Song et al., 2005). More recently, whole genome analysis of copy-number variation identified Mcl-1 gene amplification across multiple cancer types and interestingly, cells displaying Mcl-1 amplification are dependent on Mcl-1 for survival (Beroukhim et al., 2010). Loss of Mcl-1 by RNAi has been used to sensitise cancer cells to death, in combination with other agents in cell culture (Breitenbucher et al., 2009; Cuconati et al., 2003; Henson et al., 2006; Nijhawan et al., 2003; Thallinger et al., 2004; Wei et al., 2008). Importantly, loss of Mcl-1 sensitises cells to antimitotic agents (Song et al., 2005; Tunquist et al., 2010).

Additionally Mcl-1 expression was associated with resistance to BH3 mimetics ABT-737 and ABT-263 (otherwise known as navitoclax), small peptides that neutralize the ability of Bcl-2 and Bcl-xL to bind pro-apoptotic factors by acting as a competitive inhibitor, by itself or in combination with anti-mitotics (Bah et al., 2014; Kutuk and Letai, 2008; Nakajima et al., 2014; Oltersdorf et al., 2005; Shi et al., 2011). This suggests not only that there is a level of functional redundancy between the Bcl-2 family proteins, but that cell lines dependent on Mcl-1 are unlikely to respond to BH3 mimetics. Recently, much work has gone into developing small molecule inhibitors targeting Mcl-1 (Belmar and Fesik, 2015). A small molecule inhibitor has been tested in
vitro that disrupts the Mcl-1-Bim complex, so reducing survival in Mcl-1-dependent cell lines, and further sensitises cells to death in combination with ABT-263 (Leverson et al., 2015).

1.6.3 Regulation of Mcl-1

Mcl-1 is subject to phosphorylation by different signalling cascades at its N-terminus, as it contains several PEST sequences (amino acids proline, glutamic acid, serine and threonine) which provides a platform for phosphorylation (Kozopas et al., 1993; Rogers et al., 1986). Thus far, phosphorylation sites have been identified in serine 63, threonine 92, serine 121, serine 155, serine 159 and threonine 163 (Ding et al., 2008; Domina et al., 2004; Inoshita et al., 2002; Kobayashi et al., 2007; Kodama et al., 2009; Maurer et al., 2006; Morel et al., 2009). Several kinases have been reported to phosphorylate Mcl-1 including Erk-1 (T92/T163), JNK (S64/S121), glycogen synthase kinase-3 (GSK-3)(S155/S159/T163) and Cdk1 (S64/T92) (Ding et al., 2008; Domina et al., 2004; Inoshita et al., 2002; Kobayashi et al., 2007; Kodama et al., 2009; Maurer et al., 2006; Morel et al., 2009). Each phosphorylation event has diverse effects on the stability and function of Mcl-1. Co-phosphorylation of both T92 and T163 stabilised the protein whereas phosphorylation at S155, S159 and T163 de-stabilised Mcl-1 (Ding et al., 2007, 2008). Furthermore it was shown that phosphorylation at T163 ′primed′ Mcl-1 for phosphorylation at S159 (Morel et al., 2009). Thus far there is conflicting evidence as to the effect of the double S121/T163 mutant on Mcl-1 stability and function (Inoshita et al., 2002; Kodama et al., 2009). More recently, mutation of T163 resulted in nuclear localization of Mcl-1, reduced stability and decreased apoptotic function although the mechanism is unclear (Thomas et al., 2012).

One of the best well-characterised mechanisms to suppress activity is Mcl-1 degradation. Mcl-1 protein decline was first discovered following exposure of HeLa cells to UV treatment indicating that Mcl-1 is a labile protein with a short half-life (Nijhawan et al., 2003). Several E3 ligases have been implicated in the targeted degradation of Mcl-1. These include Mcl-1 Ubiquitin Ligase E3 (MULE- the first E3 ligase identified), beta transducing-containing protein (β-TrCp) following phosphorylation of Mcl-1 by GSK-3, SCF-Fbw7 and APC/C-Cdc20 (Ding et al., 2007; Harley et al., 2010; Inuzuka et al., 2011; Wertz et al., 2011; Zhong et al.,
However, the effect that targeted degradation has on Mcl-1 is unclear as one group found no difference in the stability of wild type Mcl-1 and a Mcl-1 lacking all the lysine residues that are required for ubiquitination (Stewart et al., 2010). Moreover, in a controlled *in vitro* system, the proteasome was sufficient to mediate Mcl-1 degradation (Stewart et al., 2010). It is likely that the cell type and genetic background play a large part in determining the importance of each mechanism of Mcl-1 degradation. Further to the role of Noxa as a pro-death BH3-only protein, Noxa can promote the degradation of Mcl-1 and sensitises cells treated with ABT-737 (Chen et al., 2005; Nakajima et al., 2014; Willis et al., 2005).

1.6.4 Mcl-1 protein during a mitotic arrest

Mcl-1 loss during mitosis is the most well characterised change to an apoptotic protein during a mitotic arrest (Millman and Pagano, 2011). Mcl-1 degradation in a mitotic arrest was first observed by Harley *et al.* who showed that Mcl-1 was degraded in a proteasome-dependent manner (Harley et al., 2010). As Mcl-1 loss is a characteristic molecular signature following the induction of other stresses (see above), one could suspect that Mcl-1 is a rapidly turned-over protein and that loss of Mcl-1 is just an indirect effect of suppression of synthesis mechanisms in mitosis. Indeed, cells treated with transcriptional repressors reduce Mcl-1 levels (Wei et al., 2012). However, certain observations have lead to the belief that mitotic Mcl-1 degradation is regulated by mitosis-specific mechanisms (Figure 1.10). Firstly, loss of Cdc20 and APC subunit APC3 stabilised Mcl-1 in mitosis in U20S cells (Harley et al., 2010). Furthermore, Mcl-1 contains a D-box-like RxxL motif, thus leading to the idea that Mcl-1 interacts with the APC/C-Cdc20. Indeed an interaction between Mcl-1 and Cdc20 was identified and mutation of the RxxL motif in Mcl-1 stabilised the protein (Harley et al., 2010).

Additionally, phosphorylation of Mcl-1 (Serine 64) was first identified by mass spectrometry. This phosphorylation was blocked following treatment with Cdk1 inhibitors suggesting that it was a mitosis-specific phosphorylation. Mutation of this residue did not affect the half-life of Mcl-1, failed to protect cells from apoptotic stimuli and displayed reduced binding to Bim, Noxa and Bak (Kobayashi et al., 2007). In addition, a separate mass spectrometry analysis identified mitosis-specific phosphosites of Mcl-1 at S64, S121, S159 and T163.
Mcl-1 undergoes mitotic phosphorylation by several kinases including mitotic kinase Cdk-1. Phosphorylated Mcl-1 can then interact with E3 ligases APC/C-Cdc20 and SCF-Fbw7, driving Mcl-1 degradation in mitosis. Other known mechanisms of Mcl-1 degradation in mitosis include E3 ligase MULE as well as ubiquitin-independent proteasome-mediated degradation of Mcl-1.
(Wertz et al., 2011). It was shown that these phosphorylations enhanced binding of Mcl-1 to Fbw7, another E3 ligase. Fbw7 forms the substrate recognition part of the E3 ligase SCF complex with Skp1 and Cul1 that mediates targeted ubiquitination of proteins for degradation (Welcker and Clurman, 2008). Additionally, inhibition of JNK and p38 enhanced phosphorylation and binding (Wertz et al., 2011). Other groups have shown loss of MULE also stabilises Mcl-1 in mitosis (Kawabata et al., 2012; Shi et al., 2011). The identification of several ligases that contribute to Mcl-1 degradation in mitosis suggests that there may be redundancy between the E3 ligases or cell-specific dependency on different mechanisms of targeted ubiquitination for Mcl-1 degradation.

1.6.5 Mcl-1 and mitotic death

Mcl-1 undergoes loss-of-function changes during mitosis but do these changes translate into a phenotype in terms of cell fate? Indeed, Mcl-1 degradation during mitosis reduces the amount of Bak sequestered by Mcl-1, suggesting that this may increase the pool of free Bak able to engage with the mitochondria and instigating MOMP (Chu et al., 2012; Miller et al., 2013). In addition, Mcl-1 levels determine the sensitivity of Myeloma tumor cell lines and RPMI 8226 tumor xenografts in response to kinesin inhibitor ARRY-520 (Tunquist et al., 2010), although it is not clear at which point of the cell cycle Mcl-1 sensitizes cells to ARRY-520. More recently, Mcl-1 RNAi was performed on a panel of cell lines and time-lapse microscopy was used to analyse cell death. Loss of Mcl-1 sensitized cells to increased DiM to varying extents between cell lines in comparison to RNAi of other anti-apoptotic proteins (Shi et al., 2011). Furthermore, cell fate profiles of RKO cell transfected with Mcl-1 RNAi showed a reduction in the number of cells that slipped and an increase in the number of cells committing to DiM (Topham et al., 2015). Altogether, it is likely that loss of Mcl-1 increases the rate of mitotic apoptosis, as a greater pool of Bak and Bax are free to drive MOMP. However, the possibility that loss of Mcl-1 increases mitotic death due to the reduction in slippage signalling has not been eliminated. Furthermore, Mcl-1 degradation can be suppressed by ERK signalling (Ding et al., 2008). Superimposing MEK inhibition on top of anti-mitotics reduced slippage and increased DiM, which according to the competing networks model, suggests that destabilising Mcl-1 either accelerates DiM or delays slippage (Kawabata et al., 2012).
Although Mcl-1 levels fall during a mitotic arrest, Mcl-1 degradation is not always sufficient to drive DiM by itself (Chu et al., 2012). Although Mcl-1 is degraded during a mitotic arrest, there appears to be a level of redundancy between the Bcl-2 family proteins. Indeed, this was observed in RKO cells treated with either Mcl-1 or Bcl-xL RNAi. Although loss of Mcl-1 or Bcl-xL increased cell commitment to DiM or PmD respectively, loss of both proteins caused very rapid DiM (Topham et al., 2015). Copy number variation of Mcl-1 and Bcl-xL is a common occurrence in cancers and this may reflect the different dependencies cell lines have on individual members of the Bcl-2 family (Beroukhim et al., 2010).

Additionally, a few studies have analysed the extent to which the different E3 ligase mechanisms contribute to DiM. One group has reported that loss of MULE partially delays the time to DiM by Mcl-1 stabilisation (Kawabata et al., 2012). Conversely, inhibiting FBW7 reduces DiM and increases slippage (Wertz et al., 2011). This may reflect redundancy, cell line variation and/or ‘belt and braces’ protection to ensure that an overly protracted mitosis sensitizes cells to undergo apoptosis (Topham and Taylor, 2013). Despite identification of an interaction between Mcl-1 and Cdc20, the effect of APC/C-Cdc20 on DiM is unknown. This is in part because the APC/C-Cdc20 is also required for Cyclin B1 degradation and therefore slippage, making interpretation difficult.

1.6.6 Mcl-1 protein involvement in mitotic slippage and network cross-talk

The association of Mcl-1 with Cdc20 indicates that Mcl-1 may also influence APC/C-Cdc20 activity and thus affect Cyclin B1 degradation and mitotic exit (Harley et al., 2010). This points towards the existence of cross-talk between the mitotic slippage and DiM pathways. Indeed, the concept of network cross-talk is not novel, as several members of the slippage pathway have been implicated in apoptotic signalling. As described in Chapter 1.4, Cdk1 phosphorylates and alters the function of various pro- and anti-apoptotic members of the apoptotic machinery (Allan and Clarke, 2007; Chu et al., 2012; Harley et al., 2010; Terrano et al., 2010). In addition, Bim is targeted for degradation by APC/C-Cdc20 (Wan et al., 2014). However, the net effect of either Cdk1 or APC/C-Cdc20 activity on DiM is unclear, as one cannot inhibit Cdk1 without causing mitotic exit (including both mitotic slippage and mitotic division, making it
difficult to study. Additionally, loss of MCC disassembly factor $p31^{\text{comet}}$ (see Chapter 1.2.6) increases apoptosis (Diaz-Martinez et al., 2014). As $p31^{\text{comet}}$ is important for ensuring efficient mitotic exit through MCC disassembly, a simple explanation for this is that the increase in apoptosis is merely due to inhibition of mitotic exit (Westhorpe et al., 2011). However, when compared to loss of Cdc20, which also inhibits mitotic exit, the time to mitotic death upon loss of $p31^{\text{comet}}$ is accelerated (Diaz-Martinez et al., 2014). This either suggests that either loss of Cdc20 delays apoptosis through inhibition of Mcl-1 degradation, or that $p31^{\text{comet}}$ accelerates apoptotic signalling through an unknown mechanism. Conversely, loss of apoptotic effectors Bak and Bax delays slippage (Diaz-Martinez et al., 2014). Understanding the nature of this cross-talk may allow us to better understand patient responses to anti-mitotic drugs and therefore be able to predict patient responses and perhaps propose new treatments that utilise this cross-talk in order to accelerate DiM signalling and extend slippage signalling.

The existence of the competing networks and cross-talk makes functional analysis of the contribution of protein factors towards the various fates difficult to interpret. It is therefore important to carefully select model systems whereby one can directly analyse the effect on one network without interference from the other network. In this thesis, I selected DLD1 cells in order to analyse changes to slippage rates, as these cells predominantly slip out of mitosis following treatment with Eg5 inhibitor AZ138 (Gascoigne and Taylor, 2008). Conversely I used an RKO cell line expressing a stabilised form of Cyclin B1 (Cyclin B1 R42A) in order to analyse changes to the rate of DiM.
1.7 Aims

By activating the SAC and enforcing a prolonged mitotic arrest in cell culture, anti-mitotic drugs can suppress the proliferation of cancer cells. The links between a mitotic arrest and how cells commit to death are not fully characterised, but it is clear that the apoptotic network plays a large role in mediating this response. Evidence suggests that Mcl-1 depletion by RNAi increases the abundance of mitotic death in some cell populations. However, as previously mentioned, due to the presence of mitotic slippage it is unknown whether this increase in DiM is caused by an acceleration in DiM signalling or simply an extension in the time it takes to degrade Cyclin B1 to undertake mitotic slippage. To conclusively distinguish between these two possibilities my first aim was to create a cell line (RKO cells expressing a stabilised form of Cyclin B1, Cyclin B1 R42A) that would inhibit slippage such that the rate of DiM could be directly measured in response to changes in Mcl-1 protein levels.

The observed association between Mcl-1 and Cdc20 by Harley et al in 2010 raised an intriguing possibility that this interaction could affect cell fate in two ways (Harley et al., 2010). Firstly by targeting Mcl-1 for degradation, the APC/C-Cdc20 could sensitise cells to apoptosis. Secondly by affecting the ability of Cyclin B1 to bind the APC/C-Cdc20 complex, Mcl-1 could influence the rate of mitotic slippage. Using the RKO Cyclin B1 R42A cell line to measure the rate of DiM and DLD-1 cells to measure the rate of mitotic slippage, I investigated the effect this interaction has on both DiM and slippage. In addition, several high profile papers have highlighted the requirement for other E3 ligase mechanisms that contribute to Mcl-1 degradation during mitosis (Shi et al., 2011; Wertz et al., 2011). Using the RKO Cyclin B1 R42A cell line to directly measure the rate of DiM, I attempted to analyse the importance of these individual E3 ligase mechanisms in the context of Mcl-1 degradation and DiM as well as identify any redundancy that exists between the different mechanisms.

The cytotoxic effect of anti-mitotic drugs is not limited to DiM but also to how they influence cells following mitotic exit. Recently, it was shown that loss of Mcl-1 increased the number of γH2.AX foci in mitotic cells, while increasing the amount of Mcl-1 both reduced the DNA-damage response in the subsequent interphase and increased the number of cells
progressing to S phase, suggesting that Mcl-1 protein may be required for the post-mitotic response (Colin et al., 2015). If this is the case, Mcl-1 degradation may also serve as a post-mitotic death timer and may help explain why mitotic duration can also influence the post-mitotic response. To test this, I create a cell system by which mitotic duration can be controlled and tested the influence of both mitotic duration and Mcl-1 protein levels on the post-mitotic response.
2 Chapter 2: Materials and Methods

2.1 Cell Biology

Cell Culture

The cell lines used in this thesis include DLD-1, RKO, HeLa, HCT-116, HT29, H1703, DLD-1 LacZeo/TO, RKO LacZeo/TO and DLD-1 myc-Tir1 LacZeo/TO (for origin and seeding density see Table 2.1). The LacZeo/TO cell lines had a flip-recombinase target (FRT) containing-construct stably integrated into the genome and grown up through clonal selection under selection in Zeocin™ (ThermoFisher) as described previously (Girdler et al., 2006; Tighe et al., 2004; Topham et al., 2015). For work using the AID-auxin system, the DLD-1 LacZeo cell line containing OsTir-6xMyc construct inserted through retroviral transfection was kindly donated by Dr. Andrew Holland (Holland et al., 2012). All cell lines were cultured in Dubecco’s Modified Eagles Medium (DMEM) supplemented with 10 % heat-inactivated fetal bovine serum (FBS)(Gibco), 2 mM glutamine (Sigma), 100 U/ml penicillin and 100 U/ml streptomycin (Sigma) in an incubator set at 37 °C and 5 % CO₂. Cells were passaged by an initial wash step with Dulbecco’s Phosphate Buffered Saline (PBS) (Sigma) followed by incubation for 5 minutes with 1-2 ml of 10 X Trypsin-EDTA (Sigma) diluted in PBS. The trypsin was neutralized by DMEM and cell density was measured using a haemocytometer.

<table>
<thead>
<tr>
<th>Cell Line</th>
<th>96 Well</th>
<th>96 Well</th>
<th>24 Well</th>
<th>24 Well</th>
<th>6 Well</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thymidine 2 mM</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RKO (plus derivatives)</td>
<td>12</td>
<td>9</td>
<td>18</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>DLD-1 (plus derivatives)</td>
<td>7.5</td>
<td>5</td>
<td>12</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>HeLa</td>
<td>n/a</td>
<td>8</td>
<td>n/a</td>
<td>15</td>
<td>n/a</td>
</tr>
<tr>
<td>HCT-116</td>
<td>n/a</td>
<td>9</td>
<td>n/a</td>
<td>15</td>
<td>n/a</td>
</tr>
<tr>
<td>HT29</td>
<td>n/a</td>
<td>9</td>
<td>n/a</td>
<td>15</td>
<td>n/a</td>
</tr>
<tr>
<td>H1703</td>
<td>n/a</td>
<td>9</td>
<td>n/a</td>
<td>15</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Table 2.1 Cell plating density. Numbers are represented to the power of 1 X 10^4 cells/ml.
Powdered drugs were solubilised in dimethyl sulfoxide (DMSO) to the indicated stock concentration and stored at the temperature indicated in Table 2.2. Before cell treatment, all drugs were diluted to the required concentration in DMEM. Thymidine was initially dissolved in PBS and filtered using a PES syringe filter (pore size 0.45 μm) (Whatman™) before dilution into DMEM.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Source</th>
<th>Stock Concentration</th>
<th>Storage (°C)</th>
<th>Final Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>AZ138</td>
<td>Astra Zeneca (Gift) (Gascoigne)</td>
<td>10 mM</td>
<td>-20</td>
<td>1 μM</td>
</tr>
<tr>
<td>MG132</td>
<td>Calbiochem</td>
<td>20 mM</td>
<td>-20</td>
<td>20 μM</td>
</tr>
<tr>
<td>Nocodazole</td>
<td>Sigma</td>
<td>5 mg/ml</td>
<td>-20</td>
<td>0.66 μM</td>
</tr>
<tr>
<td>Taxol</td>
<td>Sigma</td>
<td>10 mM</td>
<td>-20</td>
<td>0.1 μM</td>
</tr>
<tr>
<td>IAA</td>
<td>Sigma</td>
<td>500 mM</td>
<td>-20</td>
<td>500 μM</td>
</tr>
<tr>
<td>proTAME</td>
<td>Peakdale</td>
<td>20 mM</td>
<td>-80</td>
<td>As indicated</td>
</tr>
<tr>
<td>Apcin</td>
<td>R &amp; D Systems</td>
<td>100 mM</td>
<td>-20</td>
<td>As indicated</td>
</tr>
<tr>
<td>AZ3146</td>
<td>Astra Zeneca (Gift)</td>
<td>10 mM</td>
<td>-20</td>
<td>2 μM</td>
</tr>
<tr>
<td>Cycloheximide</td>
<td>Sigma</td>
<td>10 mg/ml</td>
<td>-20</td>
<td>30 μg/ml</td>
</tr>
<tr>
<td>Tetracycline</td>
<td>Sigma</td>
<td>1 mg/ml</td>
<td>-20</td>
<td>1 μg/ml</td>
</tr>
</tbody>
</table>

Table 2.2 Drug concentrations

Stable cell line generation

Generation of DLD-1 and RKO cell lines expressing tet-inducible exogenous protein was performed using the Flp-In™ system (Invitrogen). The Flp-In™ T-Rex System creates cell lines expressing exogenous proteins from the same genomic locus (Invitrogen, 2010). This system makes use of a Flp recombinase that catalyses recombination reactions between two FRT sites. Briefly, cells were stably transfected with pFRT/LacZeo plasmid, which introduces an FRT site as well as the Zeocin™ selection marker under the control of an SV40 promoter. This is followed by Zeocin selection and single colony expansion. Both RKO and DLD-1 LacZeo/TO had been previously generated in the lab (Girdler et al., 2006; Tighe et al., 2004; Topham et al., 2015).

Plasmids containing GFP-tagged and/or AID-tagged Mcl-1 and Cyclin B1 genes under the control of a cis tetO containing-CMV promoter sequence were co-transfected with pOG44 encoding Flp recombinase under the control of a constitutively active CMV promoter into the
LacZeo cell lines using Lipofectamine and Lipofectamine Plus reagent (Thermofisher). The Fip recombinase catalyses a recombination reaction between the FRT site on the LacZeo cassette stably integrated in the genome and the FRT site on the plasmid containing the tagged gene of interest allowing integration of the tetracycline-inducible gene into the FRT site (O’Gorman et al., 1991). The mixtures were incubated at room temperature in DMEM minus both FBS and antibiotics for a further 15 minutes to allow DNA-lipid complexes to form. Regular DMEM media was replaced with DMEM media not containing FBS or antibiotics and transfection mixtures were transferred into each well. Transfections were terminated 3 hours later by the addition of DMEM fully supplemented as above plus additional FBS. After 24 hours, transfected wells were expanded into 2 x 10 cm dishes and incubated for 24 hours. Cells were put under antibiotic selection by treatment with hygromycin B (80 μg/ml) (Roche) and Blastacidin (8 μg/ml) (Melford). Supplemented DMEM containing antibiotics were replaced every 4 days until cell colony formation. Colonies were pooled and expanded to form cell lines. To confirm cell line generation, cells were seeded into a 6-well plate (see table 2.1) and incubated at 37 °C for 24 hours before the addition of tetracycline (and IAA if required) for 24 hours. Following drug exposure, cells were trypsinised and spun down, resuspended and re-spun in 1 ml PBS before protein lysis using 100 μl 6 x SDS buffer (0.35 M Tris pH 6.8, 0.1 g/ml Sodium dodecyl sulfate, 93 mg/ml Dithiothreitol, 30 % Glycerol, 50 μg/ml Bromophenol Blue) for immunoblotting.

**Transient Transfections**

For transient plasmid transfections, cells were seeded onto a 24 well plate (Corning) for immunoblotting and a 24 well microclear plate (Ibidi) for time-lapse microscopy. Seeded cells were incubated for 24 hours before 0.5 μg plasmid transfection. Plasmids were incubated with serum-free media containing DhamaFECT 1 transfection reagent (Dhamacon) for 20 minutes. Supplemented DMEM was replaced by DMEM minus FBS and antibiotics. Following media replacement, the plasmid-lipid mixture was added to cells. To confirm transient transfection, each well was trypsinised, lysed by 50 μl 6 x SDS buffer and proteins were run on an SDS-PAGE gel for immunoblotting.
For siRNA transfections, the required siRNA (see Table 2.3) was diluted to 2 μM in 1x siRNA buffer (Dharmacon). In each well of a 96-well plate, 5 μl of the diluted siRNA mixture was added to 45 μl of DharmaFECT 1 transfection reagent reagent (Dharmacon) diluted in OPTI-MEM® (Gibco). Lipid-RNA mixtures were incubated at room temperature for 30 minutes. Cells were plated on top of the siRNA mixture using DMEM media minus antibiotics. Following 24 hour incubation at 37 °C, the transfection media was removed from the cells. Cells were washed in PBS and released into the drugs indicated for time-lapse microscopy. For immuno-blotting, 12 wells per condition were trypsinised, pooled, centrifuged and lysed in 100 μl 6x SDS buffer after 24-hour incubation with the relevant siRNAs to confirm knockdown.

<table>
<thead>
<tr>
<th>siRNA</th>
<th>Sequences (5’-3’)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-targeting</td>
<td>UGGUUUACAUUGUCGACUAA, UGGUUUACAUUGUGUGUA, UGGUUUACAUUGUUCUUA</td>
</tr>
<tr>
<td>Mcl-1</td>
<td>CGAAAGGAAGUAUCGAAUUU, GAAUUAUCUCGGUACCUU, GAAGUGGCAUCAGGAAGUAUG, GGUUUGGCACAJAUCAUAA</td>
</tr>
<tr>
<td>Bcl-xL</td>
<td>GGACAGCAUAUCAGAGCUGU, GAAAUGGACAGACACUCAGAC, CCAACAGUCCAAAGAAGAC</td>
</tr>
<tr>
<td>Cdc20</td>
<td>CGGCGGCAACCUCCUGCCAAA, GGACAGCAUAUCGAAAGAC, UAAGUGGACAGACACUCAGAC, CAAGCAACGACAAAGAC</td>
</tr>
<tr>
<td>Bak</td>
<td>CGCAAAAGAAUGGCAACUAGAC, UUAAGUGGACAGACACUCAGAC, UAAGUGGACAGACACUCAGAC, CAAGCAACGACAAAGAC</td>
</tr>
<tr>
<td>Bax</td>
<td>GGGCGGCAACCGACCGCUAA, CUGAGCGAGUCCUGACCCCAAGA, AAGAUGGACAGACACUCAGAC, CAAGCAACGACAAAGAC</td>
</tr>
<tr>
<td>Fbw7</td>
<td>GGGCGGCAACCGACCGCUAA, CUGAGCGAGUCCUGACCCCAAGA, AAGAUGGACAGACACUCAGAC, CAAGCAACGACAAAGAC</td>
</tr>
<tr>
<td>MULE (HUWE1)</td>
<td>GCAAAGAAUGGAAUACCAA, GGAAGAGGGCUGGACAGAAGAC, UAAGUGGACAGACACUCAGAC, CAAGCAACGACAAAGAC</td>
</tr>
</tbody>
</table>

Table 2.3 siRNA Sequences

### 2.2 Molecular Biology

DNA plasmid vectors containing the pcDNA5- and pLNCX2- backbones are stored in 50 % glycerol at -80 °C. Table 2.4 describes the cloning strategy to create the vectors used in this thesis. The AID tag was inserted into the pcDNA5/FRT/TO/GFP vector using a SalI restriction site at the N-terminus that fused to the digested Xhol site, removing the existence of both sites. Furthermore, the AID-tag was PCR amplified with primers such that the C-terminus contained restriction sites for Xhol, BamHI and NotI for cloning of target genes into the C-terminus.

65
Vector | Production
--- | ---
pcDNA5-FRT-TO-Cyclin B1 R42A-GFP | Made previously by K.Gascogine
pcDNA5-FRT-TO-GFP-AID | PCR amplify fragment, SalI/NotI digestion
pcDNA5-FRT-TO-GFP-AID-Cyclin B1 WT | Xhol/NotI digestion. Fragment already in-house
pcDNA5-FRT-TO-GFP-AID-Cyclin B1 R42A | Xhol/NotI digestion. Fragment already in-house
pcDNA5-FRT-TO-GFP-AID-Mcl-1 WT | PCR amplify fragment, BamHI/Apal digestion. Fragment already in-house
pcDNA5-FRT-TO-GFP-AID-Mcl-1 RALA | PCR amplify fragment, BamHI/Apal digestion. Fragment already in-house
pcDNA5-FRT-TO-GFP-Mcl-1 WT | Made previously by C.Topham
pcDNA5-FRT-TO-GFP-Mcl-1 RALA | Made previously by C.Topham
pLNCX2-mCherry | Made previously by K.Gascogine
pLNCX2-90aaMcl-1 WT-mCherry | PCR amplify fragment, Xhol/BamHI digestion
pLNCX2-90aaMcl-1 RALA-mCherry | PCR amplify fragment, Xhol/BamHI digestion

Table 2.4 Molecular Cloning

Polymerase Chain Reaction

DNA fragment genes were amplified using Q5® High-Fidelity DNA Polymerase. The reaction was set up as the following: 0.3 μg vector DNA, 0.2 mM each primer (see table 2.5), 8 mM dNTPs (Bioline), 10x Q5 reaction buffer, 200 U Q5® High-fidelity DNA Polymerase and dH2O. Cycling conditions performed by a Geneamp® PCR System 2700 (Applied Biosystems) are specified in table 2.6.

Restriction Digest

Restriction digestion reactions were used to 1) digest plasmids for ligation and to 2) confirm plasmid identification. For digestion of PCR products, PCR products were purified using the QIAquick® PCR Purification kit (Qiagen). Briefly, 10 x CutSmart® Buffer, DNA (all 30μl eluted from PCR purification reaction, 3 μg of vector, 0.3 μg for test digest), 20 U enzyme (see table 2.4) (NewEnglandBiolabs) were added to a tube and incubated at 37°C either overnight for ligation reactions or for 90 minutes for a test digest.
Restriction site-gene of interest | Sequences (5′-3′)
---|---
BamHI-Mcl-1-Apal | **F** ATATGGGATCCTTTGGCCTCAAAAGAAACGCG **R** ATATGGGCCCCCTATTTATTAGATATGCCAA
BamHI-mMcl-1-Apal | **F** ATATGGGATCCTTTGGCCTGAGAAGAAACGCG **R** ATATGGGCCCCCTATTTATTAGATATGCCAG
XhoI-90aaMcl-1-BamHI | **F** ATATCTCGAGGAGCGCAGTGAGCTGAATCTTGAGGAG **R** ATATGCAGGCCGGCAGATCGAGCTCAGTCTGCACTTCTC
Sal-AID-XhoI/BamHI/NotI | **F** ATATGTCGACGGGCGACTGACGCGGTCACTGACGCCG **R** ATATGTCGACGGGCGACTGACGCGGTCACTGACGCCG

**Table 2.5 Primer sequences**

<table>
<thead>
<tr>
<th>Time</th>
<th>Temperature</th>
<th>Cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 Secs</td>
<td>98 °C</td>
<td><strong>X 32</strong></td>
</tr>
<tr>
<td>20 Secs</td>
<td>98 °C</td>
<td></td>
</tr>
<tr>
<td>30 Secs</td>
<td>55 °C (Cyclin B1, Mcl-1, 90aa fragments) 65 °C (mMcl-1)</td>
<td></td>
</tr>
<tr>
<td>2 Mins</td>
<td>72 °C</td>
<td></td>
</tr>
<tr>
<td>5 Mins</td>
<td>72 °C</td>
<td></td>
</tr>
<tr>
<td>Store</td>
<td>4 °C</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.6 Polymerase Chain Reaction Conditions**

Gel electrophoresis

Gel electrophoresis was used to confirm the amplification of a gene using PCR, to confirm existence of the correct plasmid via restriction digest reactions and to isolate digested vector and insert for ligation. For the first two functions, agarose (Bioline) was dissolved into TBE buffer (88mM Tris, 88nM Boric Acid, 2 mM EDTA, pH 8.2) such that the final concentration of gel was 1 % agarose. For the later function, Microsieve Clone LM agarose (Flowgen Bioscience) was used and set at 4 °C. Samples were mixed with a DNA dye (50 % glycerol, 10 % bromophenol blue, 10 % xylene blue) and ran in TBE buffer within the gel using a Biorad.
Minisub® CELL GT (Biorad). Gels were stained with ethidium bromide and DNA was visualized using a hand-held UV lamp (UVP). The DNA fragments required for ligation were removed from the gel using stainless steel surgical blades (Swann-Morton).

**DNA Ligation**

Following excision from agarose gel, the gel slices containing DNA fragments were heated to 55 °C for 10 minutes to melt the agarose. In a separate tube, 1 μl of the vector backbone gel mixture was mixed with 7 μl of the insert gel mixture with 1 μl 10 x T4 DNA Ligase reaction buffer (NewEnglandBiolabs). The gel mixture was left on ice to solidify before the addition of 1 μl T4 DNA Ligase (400 U/μl) (NewEnglandBiolabs) on top of the gel mixture and incubated at room temperature for 90 minutes. Following incubation, 40 μl dH2O was added to the reaction and the tubes were placed on a 55 °C heat block for a further 10 minutes.

**Bacterial Transformation and Plasmid Isolation**

XL1 Blue *Escherichia Coli* competent cells were thawed after storage at -80 °C and placed on ice. Bacteria (50 μl) and the vector-insert gel mixture (10 μl) were combined in a separate tube, placed on ice for 20 minutes and heat-shocked for 90 seconds at 42 °C. Transformed bacteria were spread onto agar plates containing carbenicillin (100 μg/ml). Plates were incubated at 37 °C overnight. Single colonies were picked and placed into a liquid culture of Luria Broth (Invitrogen) containing ampicillin (25 μg/ml). Following overnight growth at 37 °C in a shaking incubator, replicated plasmids were isolated and purified using QIAprep® spin miniprep kit (Qiagen) and stored at -20 °C. For long-term storage, bacterial cultures were mixed 50:50 with glycerol and placed at -80 °C.

**DNA Sequencing**

DNA Sequencing was performed in the University Core Sequencing Facility. DNA samples were prepared for sequencing using the BigDye® Terminator Sequencing Kit (Applied Biosystems). The sequencing reaction consisted of 6 pmol primer (see table 2.6 for sequences), 1 μg DNA, 5 x BigDye® Terminator Sequencing Buffer and 1 μl BigDye® Terminator Sequencing Kit (both Applied Biosystems). DNA amplification was performed using the following cycle times.
25: 96 °C for 10 seconds, 50 °C for 5 seconds and 60 °C for 4 minutes. Amplified DNA was precipitated on ice for 15 minutes with 8.5 mM NaAc pH 4.8, 70 % EtOH, and 9 μg/ml GlycoBlue (Ambion). Precipitated pellet was pelleted by centrifugation and air-dried for sequencing.

2.3 Protein analysis

Bradford assay

For equal loading of protein between cell lines a Bradford assay was performed in order to quantify the amount of protein in the lysate. Briefly, 150 μl of Bradford solution (Sigma) was added to a clear 96-well plate (BD Falcon™). To each solution, 2 μl of sample was added and left to rest for 20 minutes before measurement. A protein standard curve was set up using a purified BSA substance (NewEnglandBiolabs) and diluted in duplicate to concentrations between 0.75-10 μg. Detection of protein was performed on a Synergy HT microplate reader (Biotek) at 595 nm. Concentration of protein was calculated based on standard curve measurements of BSA and 8 μg of each lysate was loaded onto an SDS-PAGE gel.

SDS-PAGE

All proteins were denatured for 5 minutes at 100 °C in 6 x SDS buffer Resolution of proteins was achieved with either a 12 % acrylamide gel for Mcl-1 and Bcl-xL blots and 10 % gel for immuno-blotting of all other proteins (see Table 2.7 for reagents). A Precision Plus Protein™ Dual Color standard (Biorad) was used a a marker ladder. In 1 x running buffer (25 mM Tris, 200 mM glycine, 0.1 % (w/v) SDS), a current of 80 V was applied for 1 hour using a Hoefer™ SE260 vertical electrophoresis unit (Amersham Biosciences) followed by an application of 120 V until resolve of proteins had reached completion.

Immunoblotting

Polyacrylamide gels containing resolved proteins were electro-blotted onto Immobilon-P membranes (Millipore) using a Mini-PROTEAN® Tetra System (Bio-Rad) in 1 x transfer buffer (25 mM Tris, 190 mM glycine, 0.1 % (w/v) SDS, 20 % methanol) at 300 Å for 75 minutes. The membrane was initially soaked in methanol. To minimalise non-specific antibody binding, the
protein-coated membrane was blocked for 30 minutes in 5 % milk (Marvel) in TBST (100 mM Tris, 150 mM NaCl, 0.1 % (v/v) Tween-20, pH 7.5) for 30 minutes prior to overnight incubation at 4 °C with the primary antibodies indicated diluted in TBST/milk (see table 2.8). Unbound primary antibody was washed off membranes with 3 x TBST on a rocking platform. Following TBST washes, blots were incubated with the relevant horseradish-peroxidase-conjugated secondary antibody (see table 2.8). Detectable signal was produced by the addition of EZ-ECL Chemiluminescence Reagents (Biological Industries) and developed on a Biospectrum® 500 imaging system (UVP). For weaker signals, Luminata™ Forte Western HRP Substrate (Millipore) was used as a substrate. Images were processed on VisionWorks®LS (UVP).

### Table 2.7 SDS-PAGE Buffers

<table>
<thead>
<tr>
<th>Regent (per gel)</th>
<th>Resolving Gel (ml)</th>
<th>Stacking Gel (ml)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10 %</td>
<td>12 %</td>
</tr>
<tr>
<td>H₂O</td>
<td>6.1</td>
<td>5.1</td>
</tr>
<tr>
<td>1.5 M Tris pH 8.8</td>
<td>3.75</td>
<td>3.75</td>
</tr>
<tr>
<td>Tris 0.5 M pH 6.8</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Acrylamide (30 %)</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>10 % (v/v) SDS</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>10 % (v/v) APS</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>TEMED</td>
<td>0.015</td>
<td>0.015</td>
</tr>
</tbody>
</table>

**Coimmunoprecipitation**

For immunoprecipitation of exogenous GFP-tagged proteins, a GST-GFP-binder protein was used (Rothbauer et al., 2008). Previously, the ORF encoding a GFP-binder had been cloned into pGEX-4T3 then transformed into *E.coli* strain BL21. The GST-GFP-binder fusion protein was then induced with IPTG purified using Glutathione sepharose beads (Amintra), eluted using soluble glutathione then dialysed. Prior to co-immunoprecipitation, cells were plated into four 10 cm dishes per condition and treated with 1 μg/ml tetracycline overnight to induce expression of GFP-tagged proteins once the cells have reached roughly 70 % confluency. Cell plates were trypsinised, pooled and lysed in lysis buffer (0.1 % Triton X-100, 100 mM NaCl, 10 mM Tris pH7.4, 1 mM EDTA, 1mM EGTA, 20 mM β-glycerol, 10 mM NaF, cOmplete™, Mini, EDTA-free Proteasome inhibitor Cocktail tablet (Roche)). Insoluble proteins were removed by centrifugation at 4 °C. To extract GFP-tagged proteins, Glutathione magnetic bead slurry (50 %) was pre-washed twice in lysis buffer and added to the lysate along with 30 μg of GST-GFP-binder
protein. The bead-lysis mixture was put under rotation at 4 °C for three hours. The beads were washed five times in lysis buffer to remove any unspecific protein binding. To elute and denature the proteins bound to the beads, 6X SDS sample buffer was added to the beads and the samples were boiled for 5 minutes at 100°C. For the input sample, 5 % of the original lysis was taken.

<table>
<thead>
<tr>
<th>Antibody Target</th>
<th>Host</th>
<th>Source</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Primary Antibodies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anti-Cyclin B1</td>
<td>Mouse</td>
<td>Millipore</td>
<td>1/1500</td>
</tr>
<tr>
<td>Anti-Tao1</td>
<td>Sheep</td>
<td>(Westhorpe et al., 2010)</td>
<td>1/1500</td>
</tr>
<tr>
<td>Anti-Mcl-1</td>
<td>Rabbit</td>
<td>Santa Cruz</td>
<td>1/800</td>
</tr>
<tr>
<td>Anti-Bcl-xL</td>
<td>Rabbit</td>
<td>Cell Signalling</td>
<td>1/800</td>
</tr>
<tr>
<td>Anti-Myc (tag) 4A6</td>
<td>Mouse</td>
<td>Millipore</td>
<td>1/5000</td>
</tr>
<tr>
<td>Anti-Bak</td>
<td>Mouse</td>
<td>Calbiochem</td>
<td>1/800</td>
</tr>
<tr>
<td>Anti-Bax</td>
<td>Rabbit</td>
<td>Santa Cruz</td>
<td>1/800</td>
</tr>
<tr>
<td>Anti-Cdc20</td>
<td>Mouse</td>
<td>Santa Cruz</td>
<td>1/2000</td>
</tr>
<tr>
<td>Anti-FBW7</td>
<td>Rabbit</td>
<td>Bethyl</td>
<td>1/800</td>
</tr>
<tr>
<td>Anti-α-tubulin</td>
<td>Mouse</td>
<td>(Woods et al., 1989)</td>
<td>1/300</td>
</tr>
<tr>
<td>Anti-Aurora A</td>
<td>Sheep</td>
<td>(Girdler et al., 2006)</td>
<td>1/1000</td>
</tr>
<tr>
<td><strong>Secondary Antibodies</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anti-mouse HRP</td>
<td>Goat</td>
<td>Zymed</td>
<td>1/2000</td>
</tr>
<tr>
<td>Anti-rabbit HRP</td>
<td>Goat</td>
<td>Zymed</td>
<td>1/2000</td>
</tr>
<tr>
<td>Anti-sheep HRP</td>
<td>Rabbit</td>
<td>Zymed</td>
<td>1/2000</td>
</tr>
<tr>
<td>Anti-sheep-Cy2</td>
<td>Rabbit</td>
<td>Stratech</td>
<td>1/1000</td>
</tr>
<tr>
<td>Anti-mouse-Cy3</td>
<td>Goat</td>
<td>Stratech</td>
<td>1/1000</td>
</tr>
</tbody>
</table>

Table 2.8 Antibodies

### 2.4 Microscopy

*Time-lapse microscopy*

Cells were plated and transfected 24 hours prior to addition of anti-mitotic drugs and subsequent time-lapse imaging. Cells were seeded onto a microclear 96 well plate (Greiner). For the majority of the time-lapse imaging experiments, cells were maintained at 37 °C and 5 % CO₂ and phase-contrast images were taken within an IncuCyte ZOOM® (EssenBioSciences) using a 20x objective for the times indicated. Once trained, real-time confluency measurements were performed using the IncuCyte ZOOM® software. For confluency measurements, an average across 4 images per well were taken and represented as percentage change from t=0. To
determine mitotic fate and timing, MPEG-4 image sequences were generated and analysed manually (50 cells per condition from duplicate wells). Figure 2.1 displays images depicting what defines the various mitotic cell fates. Zero hours represents when imaging started unless indicated otherwise. Cell fate profiles were drawn on Graphpad Prism 6 (Gascoigne and Taylor, 2008). For real-time measurement of apoptosis, IncuCyte™ 96-Well Kinetic Caspase-3/7 reagent was added to the media at a final concentration of 5 μM and the number of green fluorescent entities was counted by IncuCyte ZOOM® software (EssenBioSciences).

**Fluorescent time-lapse microscopy.**

For transient transfections of the mCherry-Mcl-1 fragments and fluorescent tracking of AID-tagged proteins, live cell tracking of fluorescent cells was performed on an Axiovert 200 microscope (Zeiss) enclosed by a control chamber (Solvent) where cells were maintained at 37 °C and a continuous flow of CO₂. Images were taken every 10 minutes using a CoolSNAP HQ camera (Photometrics). Images were viewed on Metamorph® software. Cells were seeded into a 24 well microclear plate (Ibidi). The n number of cells are as indicated. Cell fluorescence was determined at each time point using integrated pixel intensity within a defined region of choice. Each fluorescence measurement was normalised against background fluorescence at each time point.

**Immunofluorescence**

Cells were washed with PBS and fixed in 100 % MeOH for 20 minutes at -20 °C. Fixed coverslips were washed in PBS/T (PBS with 0.1 % (v/v) Triton X-100) and incubated with PBS/T for 20 minutes at room temperature. Primary antibodies were diluted to the appropriate dilution with PBS/T and added to the coverslips for 30 minutes at room temperature. Unbound antibodies were washed off coverslips using three PBS/T washes before coverslips were incubated with the appropriate secondary antibodies (see table 2.8) for 30 minutes at room temperature in the dark. Unbound secondary antibodies were washed off the coverslips using three PBS/T washes. Coverslips were inverted and put on top of a glass slide containing a drop of mounting media (90 % glycerol, 20 mM Tris pH 9.2). An Axioskop 2 microscope (Zeiss) with a
Figure 2.1. Definition of mitotic fates. Cell fate profiles were generated by the analysis of phase time-lapse images of RKO cells treated with taxol as above. The point of mitotic slippage is defined as the flattening down of the cell without division into two daughter cells. Mitotic division is defined as the point the cell separates into two and flattens down onto the plate. Death in mitosis (DiM) and post-mitotic death (PmD) are defined as the point of cell death in mitosis and interphase, respectively.
100x objective was used to image cells and images were taken using a CoolSNAP HQ CCD camera (Photometrics). Images were analysed on Metamorph® software.

2.5 RNA analysis

**RNA extraction**

Following trypsinisation and centrifugation, cells were homogenized in 1 ml TRIzol® for 5 minutes before the addition of 0.2 ml chloroform. The chloroform-phenol mixtures were shaken vigorously for 15 seconds and incubated at room temperature for 2 minutes before centrifugation at 4 °C at 12,000 x g for 15 minutes. The top aqueous phase was removed, and the RNA was precipitated out of solution using 0.5 ml 100 % isopropanol at room temperature for 10 minutes before centrifugation for 10 minutes at 4 °C at 12,000 x g to pellet the RNA. The RNA pellet was washed with 1 ml 75 % ethanol, and re-pelleted. Finally, RNA was resuspended in RNase-free water and incubated for one hour with DNase enzyme and stored at -80 °C until use.

**cDNA Synthesis**

Total RNA (1 μg) was incubated at 70°C for 10 minutes with the following: 0.83 mM dNTPs and 0.29 μM random hexamers (Qiagen) for primer annealing. The mixture was chilled on ice before the addition of Reverse Transcriptase (100 Units) (Qiagen) and RNase inhibitor (20 Units) (Qiagen), RT buffer (Qiagen) and dH₂O. Tubes were incubated at the following temperatures: room temperature for 10 minutes, 37 °C for 50 minutes and 88 °C for 10 minutes.

**Quantitative PCR (qPCR)**

For specific gene amplification, 0.5 μl of the synthesized cDNA (see above) was mixed with SYBR® Green (Qiagen), 1 μM each primer (for sequences, see table 2.6) and dH₂O. Cycling conditions were as followed: 8 minutes at 95 °C followed by 40 cycles of 30 seconds at 95 °C, 30 seconds at 58 °C and 45 seconds at 72 °C. Analysis was performed on an Mx3000P qPCR System (Agilent Technologies). Fold changes were calculated using the delta CT method.
2.6 Flow Cytometry

Cells were plated into a 6-well plate at 15 x 10⁴ cells/ml and treated with drugs indicated. Both the cell media and trypsinised cells were collected into a tube and centrifuged at 12,000 rpm for 5 mins. Pelleted cells were washed in PBS and re-suspended with 150 μl PBS before drop-wise fixation of the cells with 350 μl 100 % ethanol. Fixed cells were stored at -20 °C for at least 16 hours. Cells were again pelleted by centrifugation and washed with PBS. To measure DNA content, pelleted cells were re-suspended in 40 μg/ml propidium iodide and 50 μg/ml RNase A diluted in PBS for at least 1 hour. Cell populations stained with propidium iodide were analysed on a BD Biosciences LSR Fortessa.

2.7 Statistical Tests

Cumulative frequency plots and statistical analyses (non-parametric Mann-Whitney U tests and correlation analysis) were performed on Graphpad Prism 6. Box-and-whisker plots show the mean and the interquartile ranges. Error bars represent standard deviation.
3 Chapter 3: The role of Mcl-1 in mitotic death

3.1 Introduction

Loss of Mcl-1 increases cell death in mitosis (DiM) in response to anti-mitotics (Shi et al., 2011; Topham et al., 2015; Tunquist et al., 2010). Whilst it seems likely that Mcl-1 loss increases the rate of pro-apoptotic signalling in mitosis, it is also possible that the increase in death is caused by the suppression of mitotic slippage by loss of Mcl-1. To distinguish between these two possibilities I would require a model system that was able to (1) uniformly commit to DiM in response to anti-mitotics so the rate of mitotic death could be directly measured and (2) degrade Mcl-1 in order to analyse the contribution of changes in Mcl-1 levels to DiM. The colon carcinoma cell line, RKO, predominantly undergoes mitotic death in response to a variety of anti-mitotic drugs (Gascoigne and Taylor, 2008). One way to inhibit residual slippage in this cell line is to express a stabilised form of Cyclin B1. This mutation, Cyclin B1 R42A, destroys the RxxL D-box motif of Cyclin B1 that is recognised by APC/C-Cdc20 (Holloway et al., 1993; Sivakumar and Gorbsky, 2015). High expression of Cyclin B1 R42A in mammalian cells results in a sustained metaphase-like arrest, where sister chromatids remain bound together (Hagting et al., 2002; Wolf et al., 2006). At low expression sister chromatids separate but mitotic exit is inhibited owing to re-activation of the spindle assembly checkpoint due to inefficient degradation of the mutant Cyclin B1 R42A protein (Clijsters et al., 2014; Hagting et al., 2002; Wolf et al., 2006). In this Chapter I generate this cell line and use it to directly measure time to mitotic death when modulating Mcl-1 levels.

3.2 Mitotic Mcl-1 degradation is proteasome-dependent in RKO cells.

In order to study the kinetics of mitotic death I first wanted to determine whether Mcl-1 levels were reduced in RKO cells during mitosis. Cells were synchronised overnight by thymidine treatment before being released into 0.1 μM taxol (Figure 3.1A). Flow cytometry analysis of RKO cells following thymidine treatment shows an increase in cells in S phase compared to asynchronous controls (Figure 3.1B, left and middle panels). To observe Mcl-1 levels during this
time-course protein samples were taken every 2 hours following a 10-hour incubation in taxol. The immunoblot (Figure 3.1C) shows that in interphase Mcl-1 runs as a single band of approximately 37 kDa. Following 10 hour treatment with taxol, when the majority of cells are in a mitotic arrest- (Figure 3.1B, right panel), a higher molecular band was also observed which corresponds to the mitosis-specific phosphorylation of Mcl-1 at T92 and S64 (Harley et al., 2010; Kobayashi et al., 2007). However, the levels of both forms of Mcl-1 are reduced during the course of a mitotic arrest when compared to the protein levels of loading control protein Tao1, that is unaffected in a mitotic arrest (Westhorpe et al., 2010). Mcl-1 protein levels had decreased significantly compared to the original 10-hour level after 16 hours taxol treatment. Consistent with previous observations, Mcl-1 is degraded in RKO cells during a prolonged mitotic arrest induced by taxol treatment.

Many proteins are degraded via the proteasome, a large holoenzyme complex containing many enzymes that drive proteolysis. One way to inhibit proteasome-mediated degradation of proteins is treatment of cells with MG132; a small peptide that reversibly binds the proteasome, inhibiting the chymotryptic and post-acidic action of protein degradation (Vinitsky et al., 1992). To investigate whether Mcl-1 is degraded in a proteasome-dependent manner, RKO cells were synchronised in S phase with thymidine and released into taxol for the times indicated. As addition of MG132 blocks mitotic entry, cells were treated with MG132 10-hours after thymidine release into taxol when cells had already entered mitosis (Rapino et al., 2013). Consistent with previous observations, Mcl-1 protein levels reduced during the mitotic arrest in the absence of MG132 (Figure 3.1D,left panel). In contrast, Mcl-1 was not lost in the mitotic population treated with MG132 (Figure 3.1D, right panel). In fact, the levels of both forms of Mcl-1 appear to increase upon the addition of MG132, which may suggest that Mcl-1 is getting synthesised during the mitotic arrest.

Mitotic degradation of several proteins including Cyclin B1, APC/C co-factor Cdc20 and pro-apoptotic protein Bim are also mediated through the ubiquitin-proteasome pathway (Glotzer et al., 1991; Nilsson et al., 2008; Wan et al., 2014). In the absence of MG132, Cyclin B1 protein levels remained constant, consistent with slow Cyclin B1 degradation in RKO cells observed with a Cyclin B1 fluorescent reporter (Gascoigne and Taylor, 2008). Protein levels of Bim were.
Figure 3.1 Proteasome-mediated loss of Mcl-1 in mitotic RKO cells.

(A) Timeline schematic of experimental procedure for protein sample collection of mitotic RKO cells.

(B) Flow cytometry profile of DNA content in cells treated with thymidine overnight followed by 10 hour taxol treatment.

(C) Immunoblot of Mcl-1 protein levels at times indicated following thymidine release into taxol. Tao1 protein levels were used as a loading control.

(D) Immunoblot of Mcl-1, Cdc20, Cyclin B1 and Bim in RKO cells during the course of a mitotic arrest with or without treatment with the proteasome inhibitor MG132 10 hours following wash-out of thymidine into taxol. Time-points of cell lysis are as indicated.
slightly reduced in all time-course samples in comparison with the interphase population, but no
decline over time was observed. Upon MG132 addition, Cyclin B1 levels increased upon which
is in line with the notion that Cyclin B1 protein is synthesised during a mitotic arrest (Mena et al.,
2010) Addition of MG132 also appeared to increase Bim levels at the later time point of 16 hours,
while Cdc20 protein levels remained constant with or without MG132 treatment in mitotic
populations. Overall, the most pronounced effect on protein levels upon addition of MG132 was
with Mcl-1, confirming that Mcl-1 degradation depends on proteasome activity.

3.3 Generation and characterisation of a cell line (RKO GFP-Cyclin B1
R42A) to directly study the rate of DiM.

The proteasome inhibitor MG132 appeared to have the greatest effect on Mcl-1 levels
during a mitotic arrest. Consequently I wanted to investigate the net effect MG132 treatment
would have on the rate of DiM. However, the limitation of this approach is that the proteasome
also affects the rate of slippage as Cyclin B1 degradation is also abolished (Clute and Pines,
1999). Based on the independent networks model, any change in mitotic death might just be a
hallmark of an inhibition of slippage. Therefore, I set out to express a stabilised form of Cyclin B1
(Cyclin B1 R42A) in order to create a model system to directly measure DiM by blocking mitotic
slippage.

Constitutive expression of this form of Cyclin B1 is highly detrimental for proliferating
cells, as it would interfere with normal cell division. Therefore, I wanted to control the expression
of Cyclin B1 R42A gene until it was required for experimental purposes. One way to accomplish
this is to put the Cyclin B1 R42A gene expression under the control of a tetracycline-inducible
promoter. The tetracycline system is based on a naturally occurring tetracycline-sensitive operon
in Escherichia coli (Gossen and Bujardt, 1992). Briefly, the operon requires a trans rtetR protein
that binds to a cis tetO element downstream of the promoter region of the gene of interest,
hindering the transactivation activity of the promoter. Cell lines stably expressing rtetR had been
made previously in the lab. The tetR protein interacts and binds tetracycline when added and
this interaction alleviates its interaction with TetO, thus relieving repression on the gene
promoter and activating gene expression.
An inducible RKO GFP-Cyclin B1 R42A cell line was created using the Flp-In™ T-Rex System (see methods). Upon addition of tetracycline, expression of the exogenous GFP-Cyclin B1 R42A protein was induced (Figure 3.2A). The expression levels of the exogenous protein (approximately ~80 kDa) appear equal to the endogenous (approximately 55 kDa). Subsequently, I performed time-lapse microscopy on the RKO GFP-Cyclin B1 R42A cell line to determine if this cell line was able to efficiently block mitotic exit either by itself or in combination with 0.1 μM taxol. In the untreated cell population, all cells completed mitosis within 45 minutes and 66 % underwent 3 or more mitoses (Figure 3.2B, left panel). In contrast, upon addition of tetracycline, 80 % of cells now arrested in mitosis for longer than two hours, 50 % of which were unable to overcome the mitotic arrest induced by expression of the GFP-Cyclin B1 R42A protein and eventually commit to DiM, with 34 % and 16 % undertaking mitotic division and mitotic slippage respectively (Figure 3.2B, second panel). As mentioned in Chapter 3.1, different expression levels of Cyclin B1 R42A can cause different phenotypes and heterogenous expression between cells within the population that may account for intraline cell fate variation.

Following mitotic exit, cells undertook a variety of post-mitotic responses: of those that exited mitosis, 16 % died in the subsequent interphase, 44 % entered a second mitosis and 40 % remained in interphase. This indicates that although the stabilised GFP-Cyclin B1 R42A protein is able to delay mitotic exit, its expression alone cannot fully block mitotic exit. Although expression of the GFP-Cyclin B1 R42A mutant protein alone did not fully abolish mitotic exit, I tested whether expression of the protein would abolish mitotic slippage when the SAC was superimposed by taxol treatment. Consistent with previous studies of wild type RKO cells, addition of 0.1 μM taxol alone caused 84 % of cells to commit to DiM (Figure 3.2B, third panel) (Gascoigne and Taylor, 2008; Topham et al., 2015). Co-treatment of tetracycline and 0.1 μM taxol caused 100 % of cells to remain in mitosis and commit to DiM with an average time to death of 15.4 hours (Figure 3.3B, fourth panel). These cell fate profiles confirmed that the Cyclin B1 R42A cells could be used as a model system to measure rates of DiM in response to taxol treatment.
Figure 3.2 Generation and characterisation of RKO GFP-Cyclin B1 R42A cells.

(A) Immunoblot showing endogenous and exogenous Cyclin B1 protein upon tetracycline induction.

(B) Cell fate profiles of RKO GFP-Cyclin B1 R42A cells upon tetracycline induction with or without taxol treatment. n=50.
3.4 Investigating the effect of Mcl-1 depletion on DiM in RKO GFP-Cyclin B1 R42A cells.

In Chapter 3.3 I described a model cell system in which the timing of mitotic death could be directly measured. To determine if the rate of DiM in this cell line was responsive to changes in Mcl-1 levels. I analysed the effect of Mcl-1 depletion on the rate of DiM in the RKO GFP-Cyclin B1 R42A cells in response to taxol treatment by reverse-transfecting cells with either non-targeting or Mcl-1 siRNA. Immunoblotting confirmed the loss of Mcl-1 in Mcl-1 siRNA transfected RKO cells 24 hours after oligonucleotide transfection (Figure 3.3A). Subsequently, RKO GFP-Cyclin B1 R42A cells depleted of Mcl-1 were subjected to the taxol and tetracycline combination. In comparison to the non-targeting and un-transfected populations, Mcl-1 depleted cells committed to DiM at a faster rate, with 50% of cells committing to DiM by 4.42 hours compared to 13.26 and 14.36 hours on average in the non-targeting and un-transfected populations respectively (Figure 3.3B). This suggests that by accelerating loss of Mcl-1, RKO cells accelerate commitment to DiM.

3.5 Analysing the effect of proteasome-mediated Mcl-1 degradation on DiM.

After observing that the RKO GFP-Cyclin B1 R42A cell line was responsive to Mcl-1 depletion, I chose to test the effect of Mcl-1 stabilisation in this cell line. As shown in Figure 3.1C, addition of MG132 stabilised Mcl-1 in mitosis. To test the effect of MG132 on DiM, cells were treated with the drug 10-hours after taxol addition. Addition of MG132 delayed DiM from an average of 15.5 hours to 25.8 hours (Figure 3.4A). Additionally, there also appeared to be a large degree of variability within the cell population in terms of mitotic death timing. This could be caused by the length of time that each cell had been in mitosis for prior to MG132 addition; cells that had been in mitosis for longer before MG132 addition having already degraded proteins that may contribute to the rate of DiM. To investigate this, I categorised the individual cells into two groups: cells that had either been in mitosis for more than or for less than 2.5 hours preceding MG132 treatment. Although both categories of cells delayed DiM in comparison to the untreated
Figure 3.3 Consequence of Mcl-1 depletion on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Immunoblot of Mcl-1 protein levels following transfection with siRNAs targeting Mcl-1 or non-targeting control. Protein lysates were collected 24 hours following transfection. Tao1 protein levels are used as a loading control.

(B) Cumulative frequency graph of mitotic death following transfection with siRNAs targeting Mcl-1 or non-targeting control. n=50. Mann Whitney U test, **** p < 0.0001.
Figure 3.4 Effect of proteasome inhibition on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Cell fate profiles of RKO GFP-Cyclin B1 R42A cells treated with taxol and tetracycline. At 10 hours MG132 was added. The line represents the point at which MG132 was added to the cell population n=50

(B) The data presented in Figure 3.4A plotted as time-to-death from mitotic entry in RKO GFP-Cyclin B1 R42A cells treated with taxol, tetracycline and MG132 at 10 hours. Cells within the MG132-treated population were sub-catagorised based on mitotic duration prior to the addition of MG132. Mann Whitney U test, * p < 0.05
control population, the fraction of cells that had been in a mitotic arrest for only 2.5 hours or less prior to MG132 treatment delayed death significantly longer than those that had been in mitosis for longer (Figure 3.4B). Thus far, I can conclude from this that proteasome-mediated proteolysis sensitises cells to DiM.

However, inhibition of the proteasome is also inhibits degradation of a number of proteins during a mitotic arrest (Figure 3.1C) (Glotzer et al., 1991; Nilsson et al., 2008; Wan et al., 2014) To test if the effect of MG132 on DiM was specific to Mcl-1 stabilisation, Mcl-1 depleted cells were also treated with MG132. Immunoblotting showed efficient loss of Mcl-1 following siRNA transfection that increased upon MG132 treatment although the Mcl-1 levels were below that of the non-targeted untreated population (Figure 3.5A). Importantly, this increase was substantially less than the non-targeting population treated with MG132 relative to the Tao1 loading control.

To determine the effect on DiM, cells were again tracked by time-lapse microscopy. However, to counteract the possibility that endogenous protein had already been degraded before the addition of MG132 as shown in Chapter 3.4, only cells that had been in mitosis for less than 2.5 hours were analysed. The addition of MG132 to control cells transfected with NT siRNA delayed DiM by 23.1 hours: from 10.2 hours to 31.2 hours (Figure 3.5B, 3.5C, left panels). As described previously, cells transfected with siRNA targeting Mcl-1 underwent DiM faster with an average time of 3.47 hours (Figure 3.5B). Strikingly, addition of MG132 did not induce a significant delay to DiM in Mcl-1 depleted cells, with an average time to DiM of 4.0 hours. Importantly, there was no significant difference between the time to DiM in Mcl-1 depleted cells with or without MG132 treatment (Figure 3.5B, 3.5C, middle panel). Additionally, to ensure that the lack of delay by MG132 in Mcl-1-depleted cells was not simply because cells had committed to DiM before addition of MG132 due to an acceleration of pro-apoptotic signalling, Bcl-xL siRNA was used as an additional control. The immunoblot for Bcl-xL displays an additional band in the mitotic lysates, consistent with phosphorylation of Bcl-xL in mitosis at Serine 62 (Figure 3.5A)(Upreti et al., 2008b). Loss of Bcl-xL accelerated mitosis by 3.83 hours but like the non-targeting population, MG132 treatment delayed the average time to death by 19.3 hours to 25.7 hours (Figure 3.5B, 3.5C, right panel).
Figure 3.5 Effect of proteasome-mediated Mcl-1 degradation on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Immunoblot of Mcl-1 and Bcl-xL protein levels of RKO GFP-Cyclin B1 R42A cells following 24 hour transfection with siRNAs targeting the indicated proteins before treatment with taxol, tetracycline and MG132 (after 10 hours). Lysates were collected 16 hours following drug treatment.

(B) Time-to-DiM from mitotic entry of RKO GFP-Cyclin B1 R42A cells treated as indicated in Figure 3.5A. Mann Whitney U test, ns p > 0.05.

(C) Cell fate profiles of RKO GFP-Cyclin B1 R42A cells treated reated as indicated in Figure 3.5A.
Put together, I can conclude that the dynamics of Mcl-1 degradation contribute to the sensitisation of these cells.

3.6 Investigating the effect of protein synthesis on Mcl-1 degradation and DiM.

As described previously (Chapter 3.2), upon addition of MG132, Mcl-1 protein levels were not just stabilised but increased during the course of a mitotic arrest. This suggests that Mcl-1 is being synthesised de novo during the course of a mitotic arrest. To test this I took lysates from mitotic cell populations during a mitotic arrest induced by treatment with taxol with or without the translational inhibitor cycloheximide. Cycloheximide inhibits the ability of the ribosome to move along the mRNA strand, thus blocking translational elongation (Schneider-Poetsch et al., 2010). As cycloheximide has a universal effect on gene expression I added the drug 10 hours after the start of taxol treatment. Addition of cycloheximide to RKO GFP-Cyclin B1 R42A cells dramatically accelerated Mcl-1 loss during a mitotic arrest (Figure 3.6A). This indicates that Mcl-1 is being synthesised during a mitotic arrest.

Cells treated with cycloheximide were imaged and analysed by time-lapse microscopy. As with the previous MG132 experiment, cell analysis was filtered so that only cells that had entered mitosis within 2.5 hours were quantified. Addition of cycloheximide increased mitotic slippage from 4 % to 26 % (Figure 3.6B). The increase in slippage is likely to be caused by inhibition of de novo Cyclin B1 synthesis in mitosis and therefore accelerated loss in Cyclin B1 protein levels resulting in slippage (Mena et al., 2010). Furthermore, time to DiM was accelerated from 15.2 to 9.2 hours in the cycloheximide-treated population (Figure 3.6C). It is possible that the decrease in the average time to DiM could be attributed to accelerated slippage that ‘masked’ cells that would have taken longer to commit to apoptosis. However, 31 cells (62 %) of the untreated population took longer than 13.1 hours to commit to apoptosis whereas only one cell within the cycloheximide-treated population underwent death-in-mitosis by this point and so this seems unlikely. Together, this suggests that inhibition of translation by cycloheximide accelerates DiM, and this may be attributed to Mcl-1 synthesis.
Figure 3.6 Effect of translational inhibitor cycloheximide on DiM and Mcl-1 protein in RKO GFP-Cyclin B1 R42A cells.

(A) Immunoblot of Mcl-1 levels in RKO GFP-Cyclin B1 R42A cells treated with taxol and cycloheximide.

(B) Cell fate profiles of cells treated with tetracycline and taxol. The black line indicates the point at which cycloheximide is added.

(C) Quantification of the time to DiM in the cell populations from Figure 3.6B. Mann Whitney U test, **** p < 0.0001
3.7 Summary

In this Chapter I generated a RKO GFP-Cyclin B1 R42A cell line that reduces slippage when treated with taxol. Using this system I have directly measured the time to DiM of cells in response to modulating levels of Mcl-1 and shown that Mcl-1 degradation during a mitotic arrest induced by taxol contributes to apoptosis in mitosis. As previously described, this indicates that (1) the rate of Mcl-1 degradation and (2) the duration of the mitotic arrest in order to degrade Mcl-1 likely to be important factors contributing to cell fate following exposure with anti-mitotic drugs (Huang et al., 2009; Sakurikar et al., 2012). In Chapter 6 I aimed to explore the later point by assessing the contribution of Mcl-1 degradation in a slippage-prone cell line and investigating the effect that increased mitotic duration has on overall survival in response to anti-mitotic drugs. Additionally I have shown that Mcl-1 is synthesised in mitosis and that this may be a factor in determining the rate of sensitivity to anti-mitotic drugs. Moreover, I have shown that proteasome inhibitor MG132 significantly delays time to mitotic death in RKO cells by stabilising Mcl-1. This was an interesting observation as it shows that the net effect of protein degradation is to sensitise RKO cells to apoptosis. This may be a cell-line specific phenomenon and may depend on the factors that dictate the degradation rates of proteins that could vary between cell lines.

The RKO GFP-Cyclin B1 R42A cell line provides a model system in which to study Mcl-1 degradation in mitosis as it efficiently degrades Mcl-1 and suppresses slippage so that time to death can be directly measured and in Chapter 4 I use this system to explore factors that contribute to Mcl-1 degradation in mitosis.
4 Chapter 4: The role of Mcl-1 degradation mechanisms on mitotic death

4.1 Introduction

The RKO GFP-Cyclin B1 R42A cell line generated in Chapter 3 provides an intrinsic system upon which to directly study the kinetics of DiM. Using this system I have shown that the rate of DiM can be controlled by changes to the Mcl-1 protein in mitosis. Here, using this system, I analyse the contribution of several known E3 ligase mechanisms to Mcl-1 degradation and DiM. Firstly, although an interaction between the mitotic E3 ligase complex APC/C-Cdc20 and Mcl-1 has been identified, no functional data exists on the contribution of this interaction to DiM. I take several approaches in order to assess the contribution of the APC/C-Cdc20 with regards to its interaction with Mcl-1 on DiM. Firstly I use Cdc20 RNAi and small molecule inhibitors in order to suppress APC/C-Cdc20 activity and measure time to DiM in the RKO GFP-Cyclin B1 R42A cell line. Secondly, I use a more direct approach by mutating the D-box-like degron in Mcl-1 to see if that has an effect on Mcl-1 protein stability and DiM. Finally, I analyse the extent to which APC/C-Cdc20 other E3 ligase mechanisms contribute in order to assess the relevant importance of each in the net effect of Mcl-1 degradation and DiM.

4.2 Analysing the effect of Cdc20 depletion on DiM.

In order to study the effect of the APC/C-Cdc20 on DiM, I decided to first concentrate on repressing the function of this complex and analysing the effect on DiM. To achieve this, RKO GFP-Cyclin B1 R42A cells were transfected with either non-targeting or Cdc20 siRNAs and protein lysates were obtained 24 hours later. Immunoblotting showed that Cdc20 levels were reduced in the Cdc20 RNAi cell population (Figure 4.1A).

To observe the effect of Cdc20 loss on DiM, RKO GFP-Cyclin B1 R42A cells were firstly transfected with non-targeting or Cdc20 siRNAs as well as treatment with thymidine in order to inhibit mitotic entry and arrest induced purely through loss of Cdc20. Cells were then
Figure 4.1 Effect of Cdc20 depletion on DiM in RKO GFP-Cyclin B1 R42A cells. 
(A) Immunoblot of Cdc20 levels in RKO GFP-Cyclin B1 R42A cells following transfection with siRNAs targeting either Cdc20 or non-targeting control for 24 hours. 
(B) Cumulative frequency graph of mitotic death of RKO GFP-Cyclin B1 R42A cells transfected with siRNAs targeting either Cdc20 or non-targeting control and treated with taxol and tetracycline. 
(C) Normalised confluency of cells transfected with siRNAs targeting Cdc20 or a non-targeting control.
released into 0.1 μM taxol and tetracycline to induce the GFP-Cyclin B1 R42A protein and imaged (Figure 4.1B). The control non-targeting population underwent DiM with an average time of 9.43 hours. Upon taxol addition, Cdc20 depleted cells underwent DiM with a similar timing to the non-targeting population of 9.69 hours, thereby suggesting that Cdc20 suppression, and therefore APC/C-Cdc20 activity, has no effect on DiM. However, it was possible that suppression of APC/C-Cdc20 by Cdc20 RNAi was not penetrant enough to efficiently suppress APC/C-Cdc20 activity and mitotic exit. To test this, untreated cells were transfected with siRNAs targeting Cdc20 and confluency was measured using the IncuCyte® software that is based on the surface area taken up by cells within the image (Figure 4.1C). If Cdc20 RNAi was efficiently blocking mitotic exit then one would have expected that cell confluence would remain the same over time as cells would be stuck in a mitotic arrest. The non-targeting population grew normally, with a continual upwards curve over time during the course of the experiment. However, in the cell population transfected with siRNAs targeting Cdc20, confluency was still increasing over the time-course experiment, albeit slightly slower than the non-targeting population, suggesting that Cdc20 RNAi was not sufficiently suppressing APC/C-Cdc20 activity.

4.3 Examining the effect of APC/C inhibitors proTAME and Apcin on mitotic exit.

As Cdc20 depletion by RNAi did not effectively halt cell growth, Cdc20 RNAi could not be used as a way to analyse the effect of APC/C-Cdc20 activity on DiM. Another way to block APC/C-Cdc20 activity is by treating RKO GFP-Cyclin B1 R42A cells with small molecule inhibitors of APC/C. ProTAME acts as a competitor of Cdc20 for the APC/C and Apcin fits into the D-box site inhibiting interactions between Cdc20 and D-box containing substrates (Lara-Gonzalez and Taylor, 2012; Sackton et al., 2014; Zeng et al., 2010). It hs been previously shown that proTAME and Apcin synergise to block mitotic exit (Sackton et al., 2014).

In order to find the lowest concentration combination of Apcin and proTAME that sufficiently blocks the APC/C, I performed serial dilutions of both drugs based on the concentration range known to delay mitotic progression in RPE cells (Sackton et al., 2014; Zeng et al., 2010). To evaluate the ability of the drugs to induce a mitotic arrest I took advantage of the
IncuCyte® software to measure confluency. As a mitotic cell takes up less surface area than a flattened-down interphase cell, I could use the confluency data over a time-course to determine drug concentrations that caused a mitotic arrest. In the untreated population, cell confluency steadily grew until 45.6 hours when confluency plateaued as the cells had covered over 99 % of the plate (Figure 4.2A). This graph shape was identical in cell populations treated with Apcin alone upto 100 μM, suggesting that Apcin by itself is not a potent inhibitor of APC/C activity (Figure 4.2A, top row). Equally, addition of proTAME upto 4 μM had little effect on confluency. However, when proTAME concentrations were increased to 8 μM or over, the confluency rate was decreased. At 15 μM, the cell population took 57.6 hours to reach 50 % confluency in comparison to the untreated population that took 20.2 hours (Figure 4.2A, left column).

To investigate the effect of this combination of drugs further, I generated cell fate profiles for each drug by itself and in combination. In the untreated population, 86 % completed 3 mitoses with an average time of 35.4 minutes (Figure 4.2B, left panel). Similarly when cells were treated with 25 μM Apcin, 90 % cells also completed 3 mitoses with an average time of 34.8 minutes (Figure 4.2B, second panel). When cells were treated with 15 μM proTAME, mitotic exit was blocked in 46 % of cells that eventually undertook DiM in an average time of 12.5 hours (Figure 4.2B, third panel). Only 66 % of the population treated with proTAME arrested in mitosis for longer than 3 hours. When cells are co-treated with 25 μM Apcin and 10 μM proTAME, 94 % of cells arrest in mitosis for 3 hours or longer. However, only 78 % of cells undergo DiM with an average time to death of 13.6 hours, with the rest able to complete mitosis (Figure 4.2B, right panel). Interestingly, cells that are able to complete mitosis despite addition of APC/C inhibitors are able to complete on average 2 more rounds of cell division. These subsequent rounds of mitosis are not delayed and cells complete these on an average of 48 minutes. This is possibly indicative of the life span of drug activity caused by either drug excretion or efficient drug metabolism. Altogether, this data shows that this combination of APC/C inhibitors can sufficiently inhibit mitotic exit and thus APC/C-Cdc20 activity.
Figure 4.2. Characterisation of APC/C inhibitors proTAME and Apcin.

(A) Confluency graphs of RKO GFP-Cyclin B1 R42A cells over the course of 72 hours after treatment with the two inhibitors at the concentrations indicated.

(B) Cell fate profiles of cells treated with the indicated concentrations of proTAME and Apcin. T=0 represents time of mitotic entry.
4.4 Exploring the effect of SAC override on the mitotic arrest induced by co-treatment of proTAME and Apcin.

I have established the concentration combination of Apcin and proTAME that could sufficiently block mitotic exit. However, the prolonged block in mitotic exit caused by Apcin/proTAME combination over time might not be caused directly by inhibition of APC/C-Cdc20 activity. Following a prolonged mitotic arrest induced by proTAME, sister chromatids prematurely separate, a process known as cohesion fatigue (Lara-Gonzalez and Taylor, 2012). The initiation of cohesion fatigue reduces kinetochore-microtubule tension, which in turn re-activates the SAC (Daum et al., 2011; Stevens et al., 2011). Therefore, it is possible that the block in mitotic arrest caused by the Apcin/proTAME combination is then only sustained over time by SAC activation instead of APC/C-Cdc20 inhibition. To eliminate this possibility, I wanted to see if overriding the SAC would have any effect on the mitotic arrest induced by Apcin and proTAME.

To override the SAC I used an Mps1 inhibitor, AZ3146 (Hewitt et al., 2010). Mps1 is a spindle checkpoint protein whose catalytic activity is required to recruit Mad2 to the kinetochore (Hewitt et al., 2010; Weiss and Winey, 1996). The untreated control population grew normally with an average time of 41.6 minutes to complete mitosis (Figure 4.3A top left, 4.3B, top left panel). Addition of AZ3146 to uninduced RKO GFP-Cyclin B1 R42A cells had a significant effect on cell growth as cell confluency plateaued at 58 % (Figure 4.3A, top right). Cell fate profile of this population showed that inhibition of Mps1 caused cells to exit mitosis with a slightly faster average time of 30.6 minutes, indicative of SAC override (Figure 4.3B, top right panel). Additionally, 42 % underwent post-mitotic death (PmD) following completion of one mitosis (Figure 4.3B, top right panel). Of the cells that did not commit to PmD, only 66 % entered a second mitosis, suggesting that the cells were delayed in G1. As aneuploidy is characteristic of inhibition of Mps1 activity, the large degree of PmD could be explained by the post-mitotic response mechanisms to aneuploidy in this cell line. (Jelluma et al., 2008a, 2008b) When inhibition of Mps1 by the addition of AZ3146 was imposed on top of the combination of APC/C-Cdc20 inhibitors, there was no obvious effect on confluency in comparison to the APC/C-Cdc20 inhibitors by themselves (Figure 4.3A, bottom bands). In addition, there was no difference in the
Figure 4.3 Effect of spindle checkpoint override on RKO GFP-Cyclin B1 R42A cells treated with Apcin and proTAME.

(A) Confluency graphs of RKO GFP-Cyclin B1 R42A cells over the course of 48 hours after treatment with the three inhibitors indicated.

(B) Cell fate profiles treated with the indicated combinations of drugs. T=0 represents time of mitotic entry.
percentage of cells that were arrested in mitosis for over three hours (98 % vs 96 %) or the number of cells that were unable to exit mitosis and undergo DiM (78 % versus 78 %) (Figure 4.3B, bottom panels). Moreover, there was no significant difference in the time to DiM between the populations. Similarly to addition of AZ3146 by itself, of the cells that could escape the mitotic arrest, 36.4 % underwent PmD. Put together, this indicates that the prolonged mitotic arrest induced by co-treatment of Apcin and proTAME is independent of cohesion fatigue and SAC reactivation.

4.5 Analysing the effect of Apcin and proTAME on DiM.

Once it was established that the Apcin/proTAME co-treatment on RKO cells was sufficient to inhibit APC/C-Cdc20 activity, I co-treated these cells with the APC/C-Cdc20 inhibitors in combination with 0.1 μM taxol and tetracycline for induction of GFP-Cyclin B1 R42A protein to investigate the effect inhibition of APC/C-Cdc20 would have on the time to DiM. Co-treatment of RKO GFP-Cyclin B1 R42A cells caused cells to undergo DiM in an average time of 8.25 hours (Figure 4.4A). When cells were also treated with 25 μM Apcin and 10 μM proTAME, the time to DiM was unaffected (8.91 hours). Additionally, co-treatment of cells with another combination of Apcin/proTAME, 5 μM and 15 μM respectively, also had no effect on the time to DiM, with cells dying in mitosis in an average time of 8.63 hours.

In addition, the effect of the APC/C-Cdc20 inhibitor combination on mitotic Mcl-1 degradation was analysed. RKO GFP-Cyclin B1 R42A cells were treated with the APC/C inhibitors, 0.1 μM taxol and tetracycline and protein lysate samples were taken 16 hours later (Figure 4.4B). This time point was chosen as Mcl-1 protein had been sufficiently degraded in response to taxol (Figure 3.1B). For a positive control of inefficient Mcl-1 degradation in mitosis, MG132 was added after 10 hours drug exposure. Immunoblotting showed that in comparison to MG132, Mcl-1 levels were reduced in the mitotic population (Figure 4.4C, lanes 1,4). The addition of Apcin/proTAME had no effect on Mcl-1 levels in comparison to the control, suggesting that Mcl-1 degradation was unaffected upon inhibition of APC/C-Cdc20 (Figure 4.4C, lane 2,3). Together, this indicates that the APC/C-Cdc20 complex does not contribute to DiM and Mcl-1 degradation.
Figure 4.4 Effect of Apcin and proTAME on DiM and mitotic Mcl-1 protein levels in RKO GFP-Cyclin B1 R42A cells.

(A) Cumulative frequency graph of the time to mitotic death of RKO GFP-Cyclin B1 R42A cells treated with tetracycline, taxol and the APC/C inhibitors indicated.

(B) Timeline schematic of experiment to collect protein samples.

(C) Immunoblot of Mcl-1 and Cyclin B1 proteins treated with the drug regimen shown in Figure 4.4B.
4.6 Investigating the effect of APC/C-Cdc20, SCF-Fbw7 and MULE inhibition on the DiM.

Although inhibition of the APC/C-Cdc20 complex has no effect on mitotic death, I explored the possibility that redundancy with other E3 ligases may be compensating for loss of APC/C-Cdc20 activity. As mentioned in the introduction, other E3-ligases have been implicated in the targeted degradation of Mcl-1 during mitosis including the SCF complex (through substrate recognition by subunit Fbw7) and the MULE complex (Shi et al., 2011; Wertz et al., 2011). To identify any redundancy between APC/C-Cdc20 and SCF-Fbw7, RKO GFP-Cyclin B1 R42A cells were transfected with siRNAs targeting Fbw7 followed by co-treatment with taxol, tetracycline and the proTAME/Apcin drug combination. When time to DiM was measured, there was no significant difference in the average time to death in cells treated with the APC/C inhibitors with Fbw7 RNAi (13.28 hours versus 11.11 hours) (Figure 4.5A). In addition, Mcl-1 levels following 16-hour drug exposure were analysed by immunoblotting. Co-treatment with proTAME, Apcin and Fbw7 RNAi did not stabilise Mcl-1 in mitosis (Figure 4.5B). Therefore, inhibition of both APC/C-Cdc20 and SCF-Fbw7 had no effect on DiM or Mcl-1 degradation.

Finally, I combined inhibition of SCF-Fbw7 by RNAi and APC/C-Cdc20 by treatment with proTAME and Apcin with transfection of siRNAs inhibiting MULE. Gene expression analysis by RT-PCR confirmed a gene expression decrease to 33 % of MULE mRNA compared to the non-targeting population (Figure 4.6A). Upon suppression of the activity of all three E3 ligases by either small molecule inhibitors or siRNA transfection, there was no significant change in the time to DiM of RKO GFP-Cyclin B1 R42A cells treated with taxol and tetracycline (Figure 4.6B). Immunoblotting showed that inhibition of MULE gene expression also had no effect on mitotic Mcl-1 degradation (Figure 4.6C) Altogether this implies that the three mechanisms previously shown to be important for Mcl-1 degradation do not appear to be necessary for Mcl-1 loss or DiM in this context.
Figure 4.5 Effect of Fbw7 depletion, Apcin and proTAME on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Cumulative frequency graph of the time to mitotic death of RKO GFP-Cyclin B1 R42A cells transfected with siRNAs targeting Fbw7 24 hours prior to the addition of taxol, tetracycline and the APC/C inhibitors indicated.

(B) Immunoblot of Fbw7, Mcl-1 and Cyclin B1 protein levels in RKO GFP-Cyclin B1 R42A cells transfected with siRNAs targeting Fbw7 24 hours prior to the addition of taxol, tetracycline and the APC/C inhibitors indicated. Protein lysates were collected 16 hours following drug treatment.
Figure 4.6 Effect of Fbw7 depletion, MULE depletion, Apcin and proTAME on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Relative gene expression of MULE and non-targeting mRNA following transfection of siRNA for 24 hours targeting MULE or non-targeting control.

(B) Cumulative frequency graph of the time to mitotic death of RKO GFP-Cyclin B1 R42A cells transfected with siRNAs targeting Fbw7 24 hours prior to the addition of taxol, tetracycline and the APC/C inhibitors indicated.

(C) Immunoblot of Mcl-1 and Cyclin B1 protein levels in RKO GFP-Cyclin B1 R42A cells transfected with siRNAs targeting Fbw7 24 hours prior to the addition of taxol, tetracycline and the APC/C inhibitors indicated. Protein lysates were collected 16 hours following drug treatment.
4.7 Exploring the effect of over-expressing Mcl-1 wild type and D-box-like mutant Mcl-1 protein on DiM.

I have so far shown that suppression of APC/C-Cdc20, SCF-FBW7 and MULE has no significant effect on Mcl-1 degradation and the time to DiM. However, it is possible that the use of siRNA transfections or small molecule inhibitors were not penetrant enough to sufficiently suppress E3 ligase activity on Mcl-1. A more direct approach to test this is by mutating residues in Mcl-1 that are recognised by the E3 ligase machinery for ubiquitination. For this I concentrated on the RxxL D-box motif that resides in Mcl-1 at residues 207-210. As mentioned previously, the RxxL motif is contained within substrates recognised by the APC/C-Cdc20 complex for degradation such as Cyclin B1 and Securin (Glotzer et al., 1991; Pines, 2011). Previously it was shown in U2OS cells that expression of a Mcl-1 form with a double mutation in the RxxL motif, where arginine 207 and leucine 210 in the RXXL motif are mutated to alanine, was more stable in a mitotic arrest (Figure 4.7A) (Harley et al., 2010). To see if this mutant form of Mcl-1 (named Mcl-1 RALA) has an effect on DiM, I created tetracycline-inducible RKO stable cell lines expressing either the wild type Mcl-1 protein (Mcl-1 WT) or the RxxL mutant form (Mcl-1 RALA) fused to GFP and treated these stable cell lines with taxol.

Immunoblotting of Mcl-1 shows that upon tetracycline addition, the GFP-Mcl-1 proteins are expressed at a higher molecular weight of ~75 kDa (Figure 4.7A). When compared to endogenous Mcl-1 that was also used as a loading control, the exogenous protein was expressed at slightly reduced levels in comparison to endogenous Mcl-1 protein. Importantly, both Mcl-1 WT and Mcl-1 RALA are expressed at similar levels and as such can be used for comparison. Following taxol treatment, 78 % and 86 % of cells underwent DiM in the control Mcl-1 WT and Mcl-1 RALA cell lines respectively (Figure 4.7B, left panels). Additionally, time to DiM was similar in both populations with an average time to DiM of 13.1 hours (Mcl-1 WT) and 12.7 hours (Mcl-1 RALA) (Figure 4.7C). Co-treatment with tetracycline delayed time to DiM by 5.3 hours (Mcl-1 WT) and 3.2 hours (Mcl-1 RALA) to 18.4 hours and 15.9 hours, respectively. Additionally, mitotic slippage was reduced in cells expressing GFP-Mcl-1 WT protein from 22 % to 14 %, whereas mitotic slippage was increased in cells expressing GFP-Mcl-1 RALA protein from 12 % to 22 % (Figure 4.7B, right panels). Importantly, there was no significant difference...
Figure 4.7 Generation and Characterisation of RKO cell lines stably expressing either GFP-Mcl-1 WT or GFP-Mcl-1 RALA mutant.

(A) Immunoblot of exogenous and endogenous Mcl-1 protein levels in the RKO GFP-Mcl-1 lines following treatment with tetracycline for 24 hours.

(B) Cell fate profiles of the RKO GFP-Mcl-1 cell lines treated with tetracycline and taxol.

(C) Quantification of time to DiM in cell populations in Figure 6.1B. T=0 represents time of mitotic entry.
between the times to DiM in cells expressing Mcl-1 WT versus cells expressing Mcl-1 RALA. This suggests that the RALA mutation in Mcl-1 does not have a significant effect on DiM. Moreover, it provides further evidence to highlight the insignificance of the Mcl-1-APC/C-Cdc20 interaction.

4.8 Analysing the effect of transiently transfecting in fragments of Mcl-1 containing the D-box-like motif.

It is possible that the GFP-tagged Mcl-1 RALA did not have a greater effect on DiM compared to expression of the wild type GFP-tagged Mcl-1 protein as the stable expression of the exogenous Mcl-1 protein was not high enough observe a detectable change in the time to DiM. To test this specifically, I overexpressed an 90 amino acid fragment encompassing the D-box like motif (amino acids 157-246) that may compete with Mcl-1 specifically for APC/C-Cdc20 binding via the putative D-box (Figure 4.8A). This approach is conceptually similar to the experiment that laid the foundation for the discovery of Securin whereby addition of a fragment of Cyclin B1 containing the D-box to Xenopus egg extracts competed endogenous Cyclin and Securin away from APC/C-Cdc20, thereby inhibiting mitotic exit and anaphase onset (Holloway et al., 1993). To perform overexpression analysis, the 90 amino acid fragment of Mcl-1 was fused to a Myc-tagged mCherry reporter (Gascoigne and Taylor, 2008), transiently transfected into the RKO GFP-Cyclin B1 R42A cell line and the time to DiM was measured. Immunoblotting using a Myc-tag antibody confirmed the success of the transient transfection (Figure 4.8B). Furthermore, I measured the time to DiM specifically in fluorescing cells as these were clearly expressing the fragment-mCherry fusion protein (Figure 4.9A). Furthermore, as the transfection protocol caused many cells to undergo interphase death, I selectively analysed cells healthy enough to commit to mitosis. Transfected cells were treated with taxol and tetracycline and imaged. In the mCherry control population, cells underwent DiM with a T_{50} of 14.2 hours (Figure 4.9B, black line), a time consistent with an un-transfected cell population. Overexpressing the 90aa fragment of Mcl-1 extended the T_{50} to 19.3 hours. Furthermore, expression of a Mcl-1 fragment containing the RALA double mutation did not extend the time to DiM, but reduced the
Figure 4.8 Transient expression of a 90aa fragment of Mcl-1.

(A) Schematic of the Mcl-1 gene and the 90aa fragment.
(B) Immunoblot of Myc protein levels in cells transiently transfected with a pLPCX plasmid containing a myc-tagged 90aa fragment of Mcl-1 fused to mCherry. Lysates were obtained 24 hours following transfection. Tao1 protein levels were used as a loading control.
Figure 4.9 Effect of transient expression of a 90aa fragment of Mcl-1 on DiM in RKO GFP-Cyclin B1 R42A cells.

(A) Red fluorescence and phase images of RKO Cyclin B1 R42A cells transiently transfected with an a 90aa fragment of Mcl-1 fused to mCherry and treated with taxol. The arrow indicates a tracked mitotic fluorescent cell.

(B) Immunoblot of Myc protein levels in cells transiently transfected with a pLPCX plasmid containing a myc-tagged 90aa fragment of Mcl-1 fused to mCherry. Lysates were obtained 24 hours following transfection. Tao1 protein levels were used as a loading control. Untransfected n=28, mCherry n=37, mCherry WT n=24, mCherry RALA n=21 for three independent experiments.
time to DiM to an average of 11.5 hours (Figure 4.9B, green line). This suggests that overexpressing this fragment oversaturates the APC/C, thus inhibiting any APC/C-Cdc20-Mcl-1 association that may contribute to death in mitosis.

4.9 Summary

Although the association between APC/C-Cdc20 and Mcl-1 had been previously identified and it has been noted that the APC/C-Cdc20 complex contributes to DiM, functional experiments have been difficult to interpret due to the presence of mitotic slippage. Using the RKO Cyclin B1 R42A cells, this Chapter primarily aimed to analyse the functional effect of the potential APC/C-Cdc20-Mcl-1 interaction on DiM through two approaches. Firstly, by inhibiting APC/C-Cdc20 action by Cdc20 depletion or by small molecule inhibitors proTAME and Apcin. Secondly, by mutating the D-box-like motif on Mcl-1 thought to be required for the interaction with the APC/C-Cdc20 complex. Using these methods, it appears that the APC/C-Cdc20 complex has no obvious overall effect on the rate of DiM. Additionally, by transiently overexpressing Mcl-1 fragments containing the RxxL mutation, it does appear that the this potential route of interaction between Mcl-1 and the APC/C-Cdc20 complex may have a functional effect. However, when the full length protein is stably expressed at lower levels, there was no functional effect between expression of Mcl-1 WT and Mcl-1 RALA. The later experiment using stable expression reflects better the physiological state, meaning that it may be more relevant.

I reasoned that E3 ligase redundancy may explain why APC/C-Cdc20 inhibition did not have an effect on DiM. Inhibition of other E3 ligases previously identified to contribute to Mcl-1 degradation and the response to anti-mitotic drugs (namely SCF-Fbw7 and MULE) by siRNA of MULE and Fbw7 in combination with APC/C-Cdc20 inhibition also had no effect on the time to DiM. One plausible reason for this is that like Cdc20 RNAi, the siRNA knockdown is not effective enough to show a functional effect. Additionally, this could be indicative of a novel targeted degradation mechanism or a non-targeted degradation mechanism. In addition, the discrepancy between these results and those previously published may be explained by cell line variation for the dependency of different E3 ligase mechanisms or alternative degradation mechanisms. In the next chapter I analyse the effect of Mcl-1 protein in a slippage-prone cell line.
5 Chapter 5: The role of Mcl-1 in mitotic slippage.

5.1 Introduction

In the previous chapters I explored the role of Mcl-1 degradation in DiM in the context of RKO cells as this was a model cell line in which to study the rate of mitotic death. Unlike death-prone RKO cells, slippage-prone cell lines are mostly able to escape a mitotic arrest. The first aim of this chapter is to explore the role of Mcl-1 in a slippage prone cell line, DLD-1, both in terms of efficiency of degradation and the dependency on Mcl-1 for survival in a prolonged mitotic arrest.

Secondly, even though I was unable to find any functional role of the APC/C-Cdc20 complex, specifically in regards to its identified association with Mcl-1, towards DiM in the RKO cell line, it is possible that this interaction may influence the rate of slippage by competing with Cyclin B1 for binding to the APC/C-Cdc20 complex. To do this, I determined whether modulation of Mcl-1 levels impacted on the rate of mitotic slippage in DLD-1 cells treated with Eg5 inhibitor AZ138 (Gascoigne and Taylor, 2008).

5.2 Analysing the effect of Mcl-1 depletion in DLD-1 cells treated with Eg5 inhibitor AZ138.

It has been previously suggested that slippage-prone cell lines do not degrade Mcl-1, which causes suppression of DiM in response to anti-mitotic drugs (Sakurikar et al., 2014). After choosing DLD-1 cells as a representative cell line for slippage, I firstly checked to see if Mcl-1 was being degraded efficiently. Using the same protocol as for RKO cells, I synchronised DLD-1 cells by an overnight single thymidine block before release into 1 μM AZ138. Protein samples were taken every 2 hours following a 10-hour incubation in AZ138. Immunoblotting showed no obvious decline in Mcl-1 levels during this time period (Figure 5.1A). This suggests that like other slippage-prone cell lines previously analysed, it is possible that DLD-1 cells do not degrade Mcl-1. However, to check whether this negative result was not just an artifact of ineffective thymidine synchronisation of DLD-1 cells, DLD-1 cells were synchronised in mitosis by the addition of
AZ138 for 4 hours followed by a mitotic shake-off and re-plating mitotic cells back into AZ138. Using this different synchronisation protocol, Mcl-1 loss was visible in DLD-1 cells (Figure 5.1B). Mcl-1 protein levels had decreased compared to the original 10-hour level after 16 hours incubation with AZ138. This confirms that Mcl-1 can be degraded in DLD-1 cells and more importantly, a slippage-prone cell line.

In RKO cells, loss of Mcl-1 contributes to DiM. However, even though it appears that Mcl-1 is degraded in DLD-1 cells, it is plausible that Mcl-1 degradation is not having as big an effect on DiM. To investigate whether accelerated Mcl-1 loss in DLD-1 cells influences the amount of DiM, DLD-1 cells were transfected with either non-targeting or Mcl-1 siRNA (Figure 5.1C). Upon addition with 1 μM AZ138 DLD-1 cells were tracked by time-lapse microscopy and cell fate was analysed. In the non-targeting cell population, 80% of cells committed to mitotic slippage, with 20% committing to DiM with an average time of 16.3 hours (Figure 5.1D, top left panel). Of the cells that exited mitosis, 10% underwent PmD, 15% entered a second mitosis and the rest remained in interphase until the end of the experiment. Similarly in the Mcl-1 depleted cells, 74% and 26% of cells underwent mitotic slippage and DiM respectively (Figure 5.1D, top right panel). Although loss of Mcl-1 accelerated DiM by 5.4 hours to 11.0 hours, this suggests that in the DLD-1 cell line, Mcl-1 degradation had no effect on DiM. However, 62% of the cells that exited mitosis underwent PmD, a 52% increase in comparison to the non-targeting cell population. This indicates that in this cell line, Mcl-1 is required to inhibit post-mitotic death.

As Mcl-1 is not particularly important for DiM in DLD-1 cells, I hypothesised that the cell line was more dependent on a different member of the anti-apoptotic family of Bcl-2 proteins that could compensate for loss of Mcl-1 during a mitotic arrest. To test this idea, I transfected cells with siRNA targeting anti-apoptotic protein Bcl-xL (Figure 5.1D, bottom panels). When Bcl-xL depleted cells were treated with 1 μM AZ138, all cells now underwent DiM with an average time of 6.3 hours, suggesting that this cell line is dependent on Bcl-xL in a mitotic arrest.
Figure 5.1 Effect of Mcl-1 depletion in slippage-prone DLD-1 cells.

(A) Immunoblot of Mcl-1 protein levels in DLD-1 cells treated with AZ138 for the times indicated.

(B) Immunoblot of Mcl-1 protein levels in DLD-1 cells treated with AZ138 for 5 hours followed by a mitotic shake-off.

(C) Immunoblot of DLD-1 cells transfected with siRNAs targeting Mcl-1, Bcl-xL or a non-targeting control. Lysates were taken 24 hours following transfection.

(D) Cell fate profiles of DLD-1 cells transfected with siRNAs targeting Mcl-1, Bcl-xL or a non-targeting control and treated with AZ138. T=0 represents time of mitotic entry.

(E) Cumulative frequency graph of mitotic slippage undertaken by DLD-1 cells transfected with either Mcl-1 or non-targeting control siRNA for 24 hours before treatment with AZ138. Mann Whitney U test, ** p < 0.0001
5.3 Investigating the effect Mcl-1 protein levels have on mitotic slippage.

Loss of Mcl-1 has very little effect on DiM as all cells are able to slip out of mitosis. This provided a way to address the second hypothesis regarding the Cdc20-Mcl-1 association and mitotic slippage. I hypothesised that loss of Mcl-1 would reduce any competition between the Cyclin B1 and Mcl-1 for the APC/C-Cdc20 complex, thereby accelerating the rate of Cyclin B1 loss and mitotic slippage. Interestingly, when the time to mitotic slippage data was re-plotted as cumulative frequency of slippage, it appears that loss of Mcl-1 accelerated the rate of mitotic slippage (Figure 5.1E). Non-targeting cells exited mitosis with an average time of 19.0 hours whereas Mcl-1 depleted cells exited mitosis with an average time of 14.7 hours; an acceleration of 4.3 hours.

Following this, I investigated what effect an increased amount of Mcl-1 protein would have on the rate of slippage. I generated a DLD-1 cell line expressing GFP-Mcl-1 upon addition of tetracycline. Immunoblotting showed that upon 0.2 or 0.5 μg/ml tetracycline, exogenous GFP-Mcl-1 was expressed at similar levels to the exogenous (Figure 5.2A). Note that the higher molecular weight band is due to the presence of an additional AID tag. DLD-1 GFP-Mcl-1 WT cells were then treated with 1 μM AZ138 and the time to mitotic slippage was plotted as cumulative slippage frequency (Figure 5.2B). In the control population, cells slipped out of mitosis with an average time of 20.59 hours. Upon tetracycline addition, the average time to mitotic slippage was increased by 3.7 hours to 24.3 hours. This indicates that the Mcl-1 protein levels can influence the rate of mitotic slippage.

In Chapter 4, I showed that the APC/C-Cdc20-Mcl-1 interaction had no effect on DiM and Mcl-1 degradation in RKO cells. However, as Mcl-1 protein appears to influence mitotic slippage by potentially interacting with components that affect the rate of slippage, I asked whether Mcl-1 was perhaps interfering with mitotic slippage through the association with Cdc20. To do this I also generated a DLD-1 cell line expressing the RALA mutant form (containing a mutation in the RxxL D-box-like motif recognised by APC/C-Cdc20) of Mcl-1 attached to GFP upon tetracycline addition. As with the DLD-1 GFP-Mcl-1 WT-expressing cell line, GFP-Mcl-1-
Figure 5.2 Generation and characterisation of DLD-1 cells stably expressing either GFP-Mcl-1 WT or GFP-Mcl-1 RALA mutant.

(A) Immunoblot of Mcl-1 exogenous and endogenous protein following tetracycline treatment for 24 hours in DLD-1 Mcl-1 cell lines.

(B) + (C) Cumulative frequency graph of mitotic slippage of DLD1 GFP-Mcl-1 cell lines following treatment with AZ138 and tetracycline. Mann Whitney U test, **** p < 0.0001, ns p > 0.05.
RALA was expressed in DLD-1 cells following addition of 0.2 and 0.5 μg/ml tetracycline at a similar level to the endogenous Mcl-1 protein (Figure 5.2A). Following treatment with 1 μM AZ138, control DLD-1 cells exited mitosis with an average time of 19.00 hours (Figure 5.2C). This time, addition of tetracycline to induce the DLD-1-GFP-Mcl-1-RALA protein had no significant effect on time to mitotic slippage and cells exited with an average time of 18.16 hours. This suggests that Mcl-1 protein interferes with mitotic slippage through its putative D-box like RxxL motif. As mentioned above, although no effect on DiM was observed, it is possible that Mcl-1 influences slippage rates by competing with Cyclin B1 for the APC/C.

5.4 Examining the effect that co-depletion of Mcl-1, Bak and Bax has on mitotic slippage.

I have shown that the levels of Mcl-1 influence slippage. Next, I used this knowledge to help explain a recent observation in the literature, namely that depletion of Bak and Bax delays slippage (Díaz-Martínez et al., 2014). It was proposed that Bak and Bax influence the rate of slippage indirectly through reduction in energy levels and translation via mitochondrial dynamics. Specifically, a reduction in translation suppresses Cyclin B1 synthesis, causing faster loss of Cyclin B1 and mitotic exit. However, as Mcl-1 can bind both Bak and Bax, I can alternatively suggest that loss of Bak and Bax increases the amount of Mcl-1 able to engage with the mitotic slippage machinery, thus slowing down Cyclin B1 degradation and mitotic slippage.

To test this, I first performed a immunoprecipitation of GFP-Mcl-1 to confirm that Mcl-1 can bind to both Bak and Bax in DLD-1 cells. Following overnight tetracycline induction in DLD-1 GFP-Mcl-1 WT cells, I incubated the cell lysates with a ‘GFP-binder’ protein and glutathione beads. This GFP-binder protein originates from a single chain llama antibody generated using a GFP fragment. The GFP-binder gene was previously cloned into a vector such that the expressed binder protein as fused to a Glutathione S-Transferase (GST) tag so that it can attach to glutathione beads. Immunoblotting of Mcl-1 showed successful pull down of the exogenous GFP-Mcl-1 protein upon tetracycline addition (Figure 5.3A). Although endogenous Mcl-1 was detected in the 5 % input sample, Mcl-1 was not detected in the immunoprecipitation reaction, thus serving as a good negative control. Both Bak and Bax could be detected in the
Figure 5.3 Effect of Mcl-1, Bak and Bax depletion on mitotic slippage in DLD-1 cells.

(A) Immunoblot of GFP, Mcl-1, Bak and Bax following immunoprecipitation of DLD-1 GFP-Mcl-1 WT cell line lysate with a GFP binder protein. Cells were treated with tetracycline to express GFP-Mcl-1 WT.

(B) Immunoblot of Mcl-1, Bak and Bax levels following transfection of siRNAs targeting the indicated proteins.

(C) Cumulative frequency of mitotic slippage in response to AZ138 and co-depletion of proteins indicated by RNAi. Mann Whitney U test, ** p < 0.01
immunoprecipitated tetracycline-treated sample, confirming that Mcl-1 may bind both proteins in DLD-1 cells. It should be noted however that this may not be entirely conclusive as the detergent used to lyse cells in this thesis (Triton X-100) may cause unspecific dimerization between Bcl-2 family members that may not completely reflect the situation in vivo (Hsu and Youle 1997, Hsu and Youle 1998).

Next I investigated the effect of Bak/Bax depletion on the time to mitotic slippage in DLD-1 cells using RNAi. Immunoblotting confirmed that Bak and Bax proteins were lost upon transfection with the relevant siRNAs (Figure 5.3B). Cells were then treated with 1 μM AZ138 and imaged (Figure 5.3C). In the non-targeting population, cells slipped out of mitosis with an average time of 18.3 hours. Consistent with previous literature, depletion of Bak and Bax delayed slippage by 1.8 hours to an average time of 20.1 hours.

To see whether the delayed slippage caused by Bak and Bax could be caused by an increase in free Mcl-1, I co-transfected siRNAs targeting Mcl-1 with siRNAs targeting Bak and Bax (Figure 5.3B, C). Consistent with my earlier data, Mcl-1 depleted cells accelerated slippage by 3.6 hours to an average time of 14.7 hours. Importantly, depleting Mcl-1 in Bak/Bax RNAi cells rescued the delayed time to slippage with an average of 16.5 hours, suggesting that the extended mitotic slippage time caused by Bak/Bax depletion may be dependent on Mcl-1. Although not conclusive, this provides evidence for the simpler explanation connecting members of the apoptotic network to slippage signalling.

5.5 Analysing the effect of Mcl-1 depletion on normal mitotic timing.

I have shown that the levels of Mcl-1 influence the rate of mitotic slippage during a prolonged mitotic arrest. This effect of Mcl-1 may only be apparent during a prolonged mitotic arrest as Cyclin B1 degradation is slower due to inhibition of the APC/C-Cdc20 by the MCC complex, meaning any changes to the rate of Cyclin B1 are easily identified. To see if Mcl-1 could effect the rate of Cyclin B1 degradation in a situation when APC/C-Cdc20 inhibition is alleviated (i.e. in anaphase), I transfected DLD-1 cells with siRNAs targeting Mcl-1 and imaged the dividing population of cells without addition of an anti-mitotic drug (Figure 5.4A). In the non-
Figure 5.4 Effect of Mcl-1 on normal mitotic timing in DLD-1 cells.

(A) Cell fate profiles of DLD-1 cells transfected with siRNAs targeting Mcl-1 or non-targeting control.

(B) Quantification of mitotic timing in cells transfected with siRNAs targeting Mcl-1 or non-targeting control. Mann-Whitney U test, ns p > 0.05.
targeting control population, 92% of cells underwent two or more mitoses during the 72-hour
time period. Similarly, in Mcl-1 depleted cells, 86% underwent two or more mitoses. In addition,
there was no large increase in cell death in the Mcl-1 depleted cell population. Importantly, when
the time in mitosis was measured, there was no significant difference in mitotic timing between
the non-targeting population and the Mcl-1 depleted population (Figure 5.4B). Put together, this
suggests that although Mcl-1 affects mitotic slippage timing, the effect is only apparent under
situations when Cyclin B1 degradation is constrained such as a mitotic arrest induced by SAC
activation.

5.6 Investigating the effect of overexpressing Mcl-1 on both mitotic slippage and DiM in parallel.

Thus far, I have used RKO GFP-Cyclin B1 R42A cells and DLD-1 cells to study the rate of DiM and mitotic slippage respectively. This is a reflection on extensive inter-line variation observed in cancer cell lines in response to anti-mitotics (Gascoigne and Taylor, 2008). In Chapter 3, I showed that modulating Mcl-1 levels affected the rate of DiM in RKO cells and in this Chapter I have shown that Mcl-1 levels influenced slippage, suggesting that Mcl-1 has the ability to affect both networks at the same time. To test this possibility, I re-tuned the DLD-1 experimental system so that the cell line underwent a combination of DiM and mitotic slippage. For this I used a high concentration of nocodazole (6.6 μM). When I treated the DLD-1 cells with 6.6 μM nocodazole, 36% cells committed to mitotic slippage and 64% of cells underwent DiM, possibly caused by super-activation of the SAC leading to greater inhibition of APC/C-Cdc20 activity (Figure 5.5A, top left panel). To test the effect of increased Mcl-1 levels I added tetracycline to induce expression of the GFP-Mcl-1 WT protein (Figure 5.5A, top right panel). Expression of the Mcl-1 protein increased time to DiM from an average of 23.2 hours to 33.2 hours, thereby showing that Mcl-1 levels can affect DiM in a slippage-prone cell line (Figure 5.5B). Furthermore, the time to PmD was extended from 10.3 hours to 27.1 hours, thus confirming the earlier Mcl-1 RNAi data suggesting that Mcl-1 is required for post-mitotic survival in this cell line (Figure 5.5C). As DiM was delayed in the cells expressing GFP-Mcl-1 WT one may have expected to observe an increase in slippage as suggested by the competing networks.
Figure 5.5 Treating DLD-1 cells expressing GFP-Mcl-1 WT or GFP-Mcl-1 RALA mutant with a high concentration of nocodazole.

(A) Cell fate profiles of DLD-1 Mcl-1 WT and RALA mutant treated with 6.6 μM nocodazole and tetracycline in order to induce the exogenous protein. T=0 represents time of mitotic entry.

(B,C,D) Time in mitosis before the cells in each population in Figure 5.5A undertake either death in mitosis (B), post-mitotic death (C) and mitotic slippage (D). Mann Whitney U test, *** p <0.001, ns p > 0.05.
model (Gascoigne and Taylor, 2008). However, only 44 % committed to mitotic slippage in the GFP-Mcl-1 WT expressing cells, corresponding to an insignificant 8 % increase (Figure 5.5A, top right panel.). One explanation for this is that mitotic slippage is also delayed, consistent with the results in Chapter 5.4. However, of the cells that exited mitosis, the time to slippage was unaffected upon expression of GFP-Mcl-1 WT (Figure 5.5D).

To test this further I also treated GFP-Mcl-1 RALA cells with tetracycline to express the exogenous Mcl-1 protein. Again, both DiM and PmD were delayed on average by 7.9 hours and 4.9 hours, respectively, indicating that the mutant Mcl-1 RALA protein was not defunct in its anti-apoptotic ability (Figure 5.5B, C). In contrast to expression of GFP-Mcl-1 WT, expression of GFP-Mcl-1 RALA increased slippage from 48 % to 80 % (Figure 5.5A, bottom panels). As expression of the GFP-Mcl-1 RALA protein has no significant effect on the rate of mitotic slippage (Figure 5.2C, 5.5D), I can deduce that the increase in slippage is caused by the increase in the time to DiM and that the increase was not apparent on expression of the GFP-Mcl-1 WT protein because slippage was also delayed. This indicates that Mcl-1 can influence both sides of the competing networks model at the same time.

5.7 Exploring the effect of Mcl-1 depletion on mitotic slippage in RKO cells overexpressing Bcl-xL.

I have shown that modulating the levels of Mcl-1 in mitosis influences the rate of slippage in DLD-1 cells. In order to see if this effect can be recapitulated in the death-prone RKO cell line, I needed to tune the RKO cells so that they would predominantly commit to slippage so that slippage rates could be directly measured. Recently it was shown that tetracycline induction of exogenous Bcl-xL in RKO cells switched RKO cells from DiM to slippage in response to taxol treatment (Topham et al., 2015). Overexpressing Bcl-xL suppresses the dependency of the RKO cells for Mcl-1 and so I can use this cell line as a way to measure slippage in response to Mcl-1 RNAi.

To use this as a model system, I needed to use a concentration of tetracycline that could induce a dominant slippage phenotype. Additionally, in order to directly compare slippage rates, I
Figure 5.6 Effect of Mcl-1 depletion on mitotic slippage in RKO cells stably overexpressing Bcl-xL.

(A) Cell confluency over time of RKO Myc-Bcl-xL cells transfected overnight with either non-targeting or Mcl-1 siRNAs. Following transfection, cells were treated with 0.1 µM taxol and tetracycline at the indicated concentrations.

(B) Immunoblot of RKO Myc-Bcl-xL cells transfected overnight with either non-targeting or Mcl-1 siRNA and treated with 500 ng/ml tetracycline for 6 hours.

(C) Cell fate profile and time to slippage of non-targeting or Mcl-1 depleted RKO Myc-Bcl-xL cells treated with 500ng/ml tetracycline and 0.1 µM taxol. Mann-Whitney U test, ns p > 0.05. T=0 represents time of mitotic entry.
also needed to ensure that loss of Mcl-1 had no effect on the abundance of slippage and DiM. I transfected RKO Myc-Bcl-xL cells with siRNAs targeting Mcl-1 before performing a serial dilution of tetracycline and co-treating cells with tetracycline and taxol. I used confluency as a read-out for the abundance of mitotic slippage within the population. In the non-targeting control cells, the non-induced population confluency peaked at 10 % above the t=0 time point at 37 hours and decreased to 2.5 %, indicating that the population was undertaking a large amount of cell death in response to taxol (Figure 5.6A, left panel). However, upon addition of either 500 or 1000 ng/ml tetracycline, cell confluency reaches the highest (15-16 % normalised) at 72 hours. From the confluency data, I looked more specifically at the effect of 500 ng/ml tetracycline had on the cell line when co-treated with taxol. Immunoblotting showed that this concentration induced Myc-Bcl-xL expression many times above the expression of the endogenous Bcl-xL protein in this cell line (Figure 5.6B). In line with the confluence data, 78 % of the control population underwent DiM in response to taxol treatment, whereas only 8 % of the population co-treated with 500 ng/ml tetracycline committed to DiM due to Bcl-xL overexpression (Figure 5.6C, top panels). Consistent with previous data, DiM was accelerated from 16.6 hours to 5.3 hours in response to Mcl-1 RNAi in cells treated with taxol only (Figure 5.6C, left panels). Furthermore, Mcl-1 RNAi increased DiM in the control population from 78 % to 100 %. Upon addition of 500 ng/ml tetracycline to induce the Bcl-xL protein in cells depleted in Mcl-1, there was no difference in the number of cells that committed to slippage, showing that Bcl-xL overexpression was sufficient to overcome the loss of Mcl-1 by RNAi (Figure 5.6C, bottom right panel). Moreover, there was only a slight increase in the number of cells undertaking PmD (16 cells versus 15 cells). However, when the time to slippage was compared, although Mcl-1 depleted cells underwent slippage on average 3.4 hours faster than the control population, there was no significant difference between the two populations, thus suggesting that in this context, Mcl-1 protein levels have no effect on mitotic slippage (Figure 5.6C). This indicates that Mcl-1 effect on mitotic slippage may not necessarily be a universal phenomenon.
5.8 Investigating the functional effect of variable levels of Mcl-1 and Bcl-xL proteins in slippage-prone and death-prone cell lines.

In Chapter 5.2 I show that slippage-prone DLD-1 cells are dependent on Bcl-xL to survive a mitotic arrest induced by AZ138. As DLD-1 cells are also able to degrade Mcl-1, one could hypothesise that a differentiating factor between DiM-prone and slippage-prone cell lines is the ability of the apoptotic network to cope with the loss of Mcl-1. This may in part depend on the dependency for Mcl-1 as opposed to other Bcl-2 family proteins due to the expression levels. To investigate the variability of protein expression of Bcl-xL and Mcl-1 I took protein lysates from 6 different cell lines: four DiM prone cell lines (HeLa, RKO, HT29 and H1703) and two slippage-prone cell lines (DLD-1 and HCT-116) (Figure 5.7). Immunoblotting of the six cell lines showed variability in the expression of both Mcl-1 and Bcl-xL in all cell lines in comparison to the protein control Tao1 (Figure 5.8). Both slippage prone cell lines had relatively low levels of Mcl-1 in comparison to the DiM-prone cell lines. However, both these cell lines expressed Bcl-xL, thus suggesting that these cell lines are dependent on Bcl-xL, thus explaining why Mcl-1 loss has no effect on DiM in DLD-1 cells and why Bcl-xL depletion causes a dramatic shift to DiM (Figure 5.1D). Of the four DiM-prone cell lines, two of the cell lines (HeLa and H1703 lung cell line) express little/no protein levels of Bcl-xL and are therefore likely to be dependent on Mcl-1. RKO and HT29 death-prone cell lines have a mixture of both and so the Bcl-2 protein dependency is harder to predict (Figure 5.8 lanes 4 and 5).

To confirm the predictions regarding dependency on Mcl-1 and Bcl-xL, I transfected into these cell lines siRNAs targeting Mcl-1 and Bcl-xL and performed time-lapse microscopy to see the comparative effect loss of each of these proteins had on the cell fate in each of the cell lines. Immunoblotting confirmed efficient knockdown of Mcl-1 and Bcl-xL in all cell lines (Figure 5.9). As a way to measure real-time apoptosis cells were treated with a dye that fluoresces upon caspase 3/7-enzyme activation and the number of fluorescent spots were counted in each image taken every 10 minutes. Although DLD-1 and HCT116 are slippage-prone cell lines, caspase 3/7 becomes activated after approximately 35 and 20 hours in the non-targeting populations (Figure 5.10, top panels). In both slippage-prone cell lines, knockdown of Mcl-1 had no significant effect on the amount of caspase 3/7 accumulation, explaining why loss of Mcl-1 does not increase...
Figure 5.7 Responses of different slippage-prone and DiM-prone cell lines to taxol.

Cell fate profiles of the indicated cell lines treated with 0.1 µM taxol.
Figure 5.8 Relative expression levels of Mcl-1 and Bcl-xL in different cell lines.

(A) Immunoblot of the levels of Mcl-1 and Bcl-xL protein in the lysates of six cell lines indicated. A Bradford assay was performed to enable equal loading of 8 µg.

(B) Quantification of 3 x immunoblots shown in Figure 5.8A.
Figure 5.9 Mcl-1 and Bcl-xL depletion in different cell lines. Immunoblot of Mcl-1 and Bcl-xL in the cell lines indicated. Lysates were collected 24 hours following siRNA tranfection of cells targeting either Mcl-1, Bcl-xL or non-targeting control.
Figure 5.10 Response of different cell lines treated with taxol to Mcl-1 and Bcl-xL depletion.
Different cell lines (indicated) were transfected overnight with siRNAs targeting Mcl-1, Bcl-xL and non-targeting control. The number of cells with activated caspase 3/7 per image are measured using a caspase 3/7 fluorescent dye.
DiM. However, loss of Bcl-xL in both cell lines had a very significant effect as caspase 3/7 activation occurred immediately following the addition of taxol. These results are in line with the high expression levels of Bcl-xL versus Mcl-1 in these cell lines (Figure 5.8). This indicates that slippage-prone cell lines are very dependent on Bcl-xL and are therefore unlikely to respond to loss of Mcl-1 during a mitotic arrest. In the death-prone cell lines, initiation of caspase 3/7 activation occurred faster than the slippage-prone cell populations in 3 out of 4 cell populations (RKO: 20 hours, HeLa: 10 hours, H1703: 10 hours) (Figure 5.10 bottom panels). Loss of Mcl-1 accelerated caspase 3/7 activation in both RKO and HeLa cell lines (Figure 5.10 bottom right panels). Furthermore, loss of Mcl-1 in the H1703 cell line caused uniform cell death before the beginning of the experiment, showing that this cell line is completely dependent on Mcl-1 for survival. This is again consistent with the high expression levels of Mcl-1 compared to Bcl-xL in this cell line (Figure 5.8). One exception is the death-prone HT29 cell line which displayed accelerated death only upon loss of Bcl-xL but not Mcl-1 which mirrors the response of the slippage-prone cell lines (Figure 5.10 middle right panel). However, this cell line takes much longer to commit to DiM compared with the other DiM-prone cell lines (35.8 hours versus and average time to DiM of less than 17 hours for the other 3 cell lines); an indication that Mcl-1 degradation does not affect the apoptotic balance in this cell line. Instead, the DiM-response of this cell line is likely to be caused by slow slippage kinetics as previously described (Gascoigne and Taylor, 2008). Put together, this suggests that DiM-prone cell lines have a greater dependency on Mcl-1 for survival, which may explain why they are sensitive to DiM due to loss of Mcl-1 during a protracted mitosis.

5.9 Summary

In the previous chapter it was observed that the APC/C-Cdc20-Mcl-1 association previously identified had no effect on DiM. In this chapter, analysis of mitotic slippage showed that it might have an effect on the rate of Cyclin B1 degradation. However, as loss of Mcl-1 in RKO cells expressing Bcl-xL had no effect on the rate of slippage, it is possible that this association is not a universal phenomenon and so the general significance of this may be minimal.
In this chapter I also show that Mcl-1 loss has little effect on DiM in a slippage prone cell line. This is caused by expression levels and therefore dependency of slippage-prone cell lines for Bcl-xL. This may also in help differentiate and predict death-prone and slippage-prone cell lines on a molecular level. However, despite not having an effect on DiM, loss of Mcl-1 has an effect on post-mitotic survival, indicating that it may also act as a post-mitotic death timer. In the final chapter I explore whether prolonging the mitotic arrest, thereby providing more time for Mcl-1 loss, can affect the post-mitotic response.
6 Chapter 6: The role of Mcl-1 in post-mitotic fate.

6.1 Introduction

In Chapter 3 I showed that degradation of Mcl-1 contributed to death in mitosis (DiM) in death-prone RKO cells and in Chapter 5 I observed that depletion of Mcl-1 increased the number of cells committing to post-mitotic death (PmD) following mitotic slippage, indicating that Mcl-1 has a survival role in both DiM and PmD. As previously shown, Mcl-1 is degraded during a prolonged mitotic arrest in slippage-prone DLD-1 cells (Figure 5.1B). I therefore postulated that if the mitotic arrest induced by the Eg5 inhibitor AZ138 was stalled for a longer period of time, DLD-1 cells would have more time to degrade Mcl-1 and subsequently commit to post-mitotic death (PmD), thereby making Mcl-1 degradation a contributor to the post-mitotic death timer. To indirectly achieve this, I aimed to analyse the effect of mitotic duration on post-mitotic death.

The concept of mitotic duration influencing the post-mitotic response is not novel. Although others have shown that mitotic duration correlates with decreased cell viability, whereby a death-signal accumulates during a mitotic arrest which then persists into the next cell cycle, the point at which these cells eventually commit to death (PmD or DiM in the next mitosis) is not well defined (Colin et al., 2015; Zhu et al., 2014). Here I use single-cell time-lapse analysis to differentiate between interphase and mitotic death when mitotic duration is artificially increased.

6.2 Correlation analysis between time to mitotic exit and post-mitotic death in DLD-1 cells.

Mitotic duration has an effect on post-mitotic cell cycle arrest and post-mitotic survival (Colin et al., 2015; Uetake and Sluder, 2010; Zhu et al., 2014). To investigate whether mitotic duration impacts on the kinetics of post-mitotic death I plotted the time in mitosis versus the time to PmD of DLD-1 Mcl-1 WT and Mcl-1 RALA cells previously treated with 6.6 μM nocodazole and tetracycline as there were enough cells committing to PmD in these populations in which to analyse (Figure 5.4, Figure 6.1). Two out of the four scatter plots show a significant correlation.
Figure 6.1 Correlation analysis between time to mitotic exit and time to post-mitotic death in DLD-1 GFP-Mcl-1 cell lines.

(A) Correlation analysis of time to mitotic exit versus time to post-mitotic death in individual DLD-1 GFP-Mcl-1 cells treated with 1 µg/ml tetracycline and 6.6 µM nocodazole as analysed in Figure 5.5.
between the two variables. The negative Pearson R values for the uninduced Mcl-1 WT and induced Mcl-1 RALA populations of -0.75 and -0.49 suggest a negative correlation between time to slippage and time to PmD; the longer a cell remains in mitosis before it exits, the faster it will commit to death in the subsequent interphase (Figure 6.1, top left panel and bottom right panel). However, the induced Mcl-1 WT and the uninduced Mcl-1 RALA populations did not show any correlation between mitotic duration and time to post-mitotic death (Figure 6.1, top right panel and bottom left panel). This may be caused in part on the small number of slipped cells analysed in this experiment. Although I could not draw any strong conclusions, the data does support the idea that a prolonged mitotic duration does appear to have an effect on the post-mitotic response.

6.3 Generation of DLD-1 cells expressing Cyclin B1 wild type and Cyclin B1 R42A-AID under the control of the AID-auxin system.

Although the data in Chapter 6.2 suggests a connection between mitotic duration and PmD, I wanted to test this relationship more directly. To achieve this I created a model cell system which could:

1. Induce a longer mitotic arrest by suppressing mitotic slippage
2. Control the timing of mitotic slippage.

In Chapter 3 I created a RKO cell line unable to commit to mitotic slippage by expressing a stabilised form of Cyclin B1, Cyclin B1 R42A. Expression of this protein in DLD-1 cells would therefore induce a prolonged mitotic arrest by suppressing slippage. In order to satisfy the second criterion, I expressed Cyclin B1 R42A fused to an auxin-inducible degron (AID) tag which causes its rapid degradation upon addition of a family derivative of the plant hormone auxin, indole-3-acetic acid (IAA). So, by adding a controllable-degradation tag to Cyclin B1 R42A, one can cause its degradation at will, thus controlling mitotic slippage.

The components of the AID-auxin system were identified in plants as a way to rapidly degrade short-term transcriptional repressors (Figure 6.2)(Hayashi, 2012). Upon addition to cells, IAA mediates ubiquitination of AID-tagged proteins via the SCF E3 ligase complex. IAA binds both Tir1, an F-box protein subunit of the SCF and a protein containing an AID tag, putting
Figure 6.2 The AID-auxin system.
The AID-auxin system requires expression of two components: the Tir1 F-box protein that binds to the E3 ligase SCF complex and the target protein fused to an AID tag. Addition of IAA brings the two protein complexes together. With the help of an E2 protein, the AID-tagged target protein is rapidly ubiquitinated and degraded via the proteasome.
the two proteins into close proximity (Nishimura et al., 2009). This allows the transfer of ubiquitin from an E2 conjugating enzyme to the AID-tagged target substrate and subsequent proteasome-mediated degradation. As both Tir1 and AID-containing substrates are not present in mammalian cells, the AID system has been used to rapidly and reversibly degrade a variety of specific proteins in both yeast and mammalian cells by exogenously expressing the Tir1 protein which binds to the mammalian SCF complex and the protein of interest fused to an AID-tag (Holland et al., 2012; Morawska and Ulrich, 2013; Nishimura et al., 2009).

6.4 Characterisation of the DLD-1 GFP-AID-Cyclin B1 cell lines.

Using the Flp-In™ T-Rex System, GFP-AID tagged Cyclin B1 genes (GFP-AID-Cyclin B1) were stably integrated into the genome of DLD-1 myc-Tir1 cells (Holland et al., 2012). Immunoblotting for Cyclin B1 and GFP showed that upon addition of tetracycline, exogenous GFP-AID-Cyclin B1 WT and GFP-AID-Cyclin B1 R42A proteins were expressed at slightly lower levels when compared to the endogenous Cyclin B1 protein (Figure 6.3). Importantly, upon co-treatment with 500 μM IAA, exogenous Cyclin B1 protein is lost, indicating that the expressed AID-tagged Cyclin B1 proteins are being rapidly turned-over by IAA-mediated degradation.

Having shown that I can degrade GFP-AID tagged Cyclin B1 I aimed to test whether the AID-auxin system could revert the phenotype exerted by expression of Cyclin B1 in vivo. Cells were synchronised with a single overnight thymidine block then released into media with or without the drugs and filmed single cells using time-lapse microscopy. Uninduced DLD-1 GFP-AID-Cyclin B1 WT cells undertook two or more divisions during the 48 hour time period (86 %) (Figure 6.4A, top left panel) with an average time in mitosis of 37.8 minutes (Figure 6.4B). Expression of wild-type Cyclin B1 upon the addition of tetracycline to the non-drug population had no obvious effect on proliferation as 94 % of cells were able to complete two divisions (Figure 6.4A, top middle panel). However, the average mitotic duration was increased by 17.4 minutes to 55.2 minutes, possibly caused by the requirement to degrade more Cyclin B1 protein during anaphase (Figure 6.4B). Upon addition of Eg5 inhibitor AZ138, the majority (90 %) of control uninduced DLD-1 GFP-AID-Cyclin B1 cells underwent slippage with an average time of 14.0 hours (Figure 6.4A, bottom left panel). This is similar response to wild type DLD-1 cells.
Figure 6.3 Generation of DLD-1 cells stably expressing GFP-AID-Cyclin B1 protein.

Immunoblot of Cyclin B1 and GFP protein levels in DLD-1 GFP-AID-Cyclin B1 WT and DLD-1 GFP-AID-Cyclin B1 R42A cells after 24 hour treatment with 1 μg/ml tetracycline and 500 μM IAA. Bub3 is used as a loading control.
Figure 6.4 Characterisation of the DLD-1 GFP-AID-Cyclin B1 WT cell line.  
(A) Cell fate profiles of DLD-1 GFP-AID-Cyclin B1 WT cells treated with 1 μM AZ138, 1 μg/ml tetracycline and 500 μM IAA where indicated. Cells were imaged using time-lapse microscopy.  
(B) Quantification of the time to regular mitotic division in DLD-1 GFP-AID-Cyclin B1 WT cells treated with 1 μg/ml tetracycline and 500 μM IAA.
Figure 6.5 Characterisation of the DLD-1 GFP-AID-Cyclin B1 R42A cell line.
Cell fate profiles of DLD-1 GFP-AID-Cyclin B1 R42A cells treated with 1 μM AZ138, 1 μg/ml tetracycline and 500 μM IAA where indicated. Cells were imaged using time-lapse microscopy.
Although the time to slippage or DiM is unaffected, expression of GFP-AID-Cyclin B1 WT caused an increase in DiM to 40 %, presumably as slippage was suppressed due to an increase in Cyclin B1 protein. Altogether this shows that the exogenous Cyclin B1 WT protein is functioning as expected with the GFP-AID tag. Importantly, co-treatment of tetracycline and IAA with or without the presence of AZ138 resulted in the DLD-1 cells reverting to their original phenotypes, showing that the Cyclin B1 AID-auxin system has a functional effect (Figure 6.4A right panels).

The same characterisation was also performed on the DLD-1 GFP-AID-Cyclin B1 R42A cells. Untreated DLD-1 GFP-AID-Cyclin B1 R42A cells undertook two divisions during the 48 hour time period (76 %) with a mitotic average time of 42.3 minutes (Figure 6.5A, top left panel). In contrast to Cyclin B1 WT-induced cells, expression of GFP-AID-Cyclin B1 R42A protein caused 84 % of cells to arrest in mitosis for longer than two hours (Figure 6.5A, top middle panel). Only 14 % of cells could commit to a normal mitotic division, with 20 % committing to mitotic slippage and 66 % undertaking DiM as they were unable to escape the mitotic arrest. These cell fate profiles mirror the characterisation of the RKO cell line expressing GFP-Cyclin B1 R42A (Figure 3.3). Upon addition of AZ138, the number of cells unable to exit mitosis increased to 86 %, with 76 % of cells committing to DiM with an average time of 18.1 hours (Figure 6.5A, bottom middle panel). Again, addition of IAA to the DLD-1 GFP-AID-Cyclin B1 R42A reversed the effect and cells reverted to the original cell fate phenotypes (Figure 6.5A, right panels). This shows that I have a model cell system that can force cells to remain in a mitotic arrest under the control of the AID-auxin system.

6.5 Time-course fluorescence analysis of GFP-AID-Cyclin B1 R42A upon addition of IAA.

I generated cell lines expressing AID-tagged Cyclin B1 R42A in order to control mitotic duration. However, the AID-auxin system has been shown to degrade different target proteins at different rates (Holland et al., 2012). To investigate the kinetics of AID-tagged Cyclin B1 degradation and how this corresponds to the kinetics of mitotic exit, I used single-cell fluorescence time-lapse microscopy to determine the rate of GFP loss upon IAA addition. DLD-1
Figure 6.6 Tracking degradation kinetics of GFP-AID-Cyclin B1 R42A protein using fluorescence microscopy.

(A) Average fluorescence intensity of DLD-1 GFP-AID-Cyclin B1 cells over the course of an hour following IAA treatment. Cells were first treated with tetracycline for 6 hours prior to imaging to induce the GFP-AID-Cyclin B1 protein. Error bars represent standard error. n=4 per condition.

(B) Fluorescence intensity of individual mitotic DLD1 GFP-Cyclin B1 R42A cells following the addition of IAA at t=0. The arrows depict the time-point at which the cell divides.
GFP-AID-Cyclin B1 R42A cells were treated with tetracycline for 6 hours to induce expression of the GFP-AID-Cyclin B1 protein and force a mitotic arrest in some cells. At this point, IAA was added to the media and fluorescent cells that had arrested in mitosis were imaged (classed as t=0). Images were taken every 4 minutes over the course of 1 hour. Fluorescence measurements of control mitotic cells that were not treated with IAA remained relatively level with a small reduction of fluorescence of 5.3 % on average by the end of the experiment (Figure 6.6A). In contrast, addition of IAA caused a rapid decrease in GFP expression with average fluorescence levels reduced to just 16.4 %. On average, the half life of the protein was roughly 22 minutes which is consistent with the degradation of other AID-tagged proteins (Han et al., 2013; Holland et al., 2012; Nishimura et al., 2009).

In order to analyse the kinetics of mitotic division following IAA addition, phase images were also taken. Mitotic cells divided on average 35.8 minutes following the addition of IAA (Figure 6.6B). Conversely, mitotic cells that were not treated with IAA were unable to exit mitosis (data not shown). Moreover, cells completed cell division after GFP fluorescence was reduced to 21.3 % on average. This shows that mitotic exit can occur rapidly after the degradation of GFP-AID-Cyclin B1 R42A protein. Put together, I have created and characterised a system that can control the mitotic time to exit through the rapid degradation of exogenous Cyclin B1 R42A protein that can be used to investigate the effect of time to mitotic slippage on post-mitotic death.

### 6.6 Investigating the effect that mitotic duration has on post-mitotic death.

Having generated and characterised the DLD-1 GFP-AID-Cyclin B1 R42A cell line I can now directly compare the post-mitotic response when mitotic duration is changed under the control of the Cyclin B1 R42A AID-auxin system. The aim of this experiment was to add IAA at different times during a protracted mitosis in order to induce slippage at different times for comparison using time-lapse microscopy. To do this, time points for comparison needed to be chosen. Based on the independent networks model (Chapter 1.3.2), if cells are arrested in mitosis for too long, the DiM signal has enough time to reach the threshold and cells commit to DiM as seen in the DLD-1 Cyclin B1 R42A cells treated with tetracycline and AZ138 only (Figure
This means that the longer time point has to be before the point at which many cells undertake DiM in order to obtain enough cells that have undertaken mitotic slippage to analyse the post-mitotic response. Following thymidine release, the majority of cells had naturally slipped out of mitosis by 30 hours and so delaying IAA treatment until this time point would further prolong the mitotic arrest. Additionally, by 30 hours less than 50 % of the cells expressing GFP-AID-Cyclin B1 R42A in response to AZ138 had committed to DiM, meaning that this time point would provide enough “slipped” cells in which to assess the post-mitotic response (Figure 6.5A, bottom middle panel). As an IAA control to induce a short arrest for comparison, I chose 20 hours because at this point, none of the control DLD-1 Cyclin B1 R42A cells had committed to slippage by this point as endogenous protein had not yet been degraded (Figure 6.5A, bottom left panel). Addition of IAA at this time point meant that cells can then exit mitosis naturally through endogenous degradation of Cyclin B1.

Cell fate profiling was used to characterise these cell populations in response to the Eg5 inhibitor AZ138 (Figure 6.7A). Consistent with earlier results, 88 % of the control population underwent slippage in an average time of 14.8 hours (Figure 6.7A, top left panel). Consistently, expression of Cyclin B1 upon tetracycline treatment caused 70 % of cells to commit to DiM with 30 % undertaking mitotic slippage (Figure 6.7A, top middle panel). This phenotype was reversed upon co-treatment with IAA (Figure 6.7A, top right panel). When IAA was added 20 hours post-thymidine release, 96 % of cells underwent mitotic slippage at an average time of 15.5 hours; a time that was not-significant with both the non-induced and the tetracycline/IAA control cell populations (Figure 6.7A bottom left panel, 6.8B). On average, these cells exited mitosis 6.9 hours after IAA addition. This at first seemed inconsistent as the fluorescence kinetics analysis suggested cells could undergo mitotic exit after 35.8 minutes (Figure 6.6B). However, this is likely to reflect on the fact that endogenous Cyclin B1 had not yet fallen beneath a level to cause mitotic exit upon IAA addition. Addition of IAA at 30 hours post-thymidine release caused 84 % of cells to slip out of mitosis at a significantly delayed average time of 20.6 hours compared to controls (Figure 6.7A, bottom right panel, 6.7B). Additionally, cells were able to exit mitosis 2.4 hours after IAA addition presumably because by this time, endogenous Cyclin B1 had already been degraded and so cells were now dependent on the exogenous GFP-AID-Cyclin B1 R42A
Figure 6.7 Analysing post-mitotic fate following changes to the time to mitotic slippage.
(A) Cell profiles of DLD-1 GFP-AID-Cyclin B1 R42A cells treated with 1 μM AZ138, 1 μg/ml tetracycline and 500 μM IAA.
(B) Graph quantifying time to mitotic slippage in DLD-1 GFP-AID-Cyclin B1 cells from Figure 6.7a.
protein, and therefore under the control of IAA. Therefore, these time points (20 and 30 hours) were used to compare differences in the post-mitotic response.

To analyse the post-mitotic response I looked at the proportion of cells committing to mitotic exit that eventually undertook death in the subsequent interphase. Following exit, 17 % and 20 % of the control uninduced and tetracycline/IAA cell populations committed to PmD (Figure 6.7A, top panels). Furthermore, a similar effect was observed in the IAA 20 hour cell population, where 17 % undertook PmD, 60 % entered a second mitosis and the rest remained in interphase (Figure 6.7A, bottom left panel). However, in the IAA 30 hour population, the percentage of cells that committed to PmD following mitotic slippage increased to 52 %, with only 7 % able to enter a second mitosis (Figure 6.7A, bottom right panel). Put together, this experiment elegantly confirms the hypothesis regarding the association between mitotic duration and post-mitotic death in the subsequent interphase.

6.7 Analysing the co-functional effect of mitotic duration and Mcl-1 loss on the post-mitotic response.

Prolonging the mitotic arrest using the Cyclin B1 R42A AID-auxin system has led to 44 % of cells committing to PmD (Figure 6.7A, bottom right panel). This is very similar number to the 46 % of cells committing to PmD in Mcl-1-depleted DLD-1 cells (Figure 5.1). These observations add fuel to the notion that the PmD caused in cells forced to remain in a mitotic arrest for longer is due to a reduction in Mcl-1 levels. If this is true, one may expect that loss of Mcl-1 in the IAA 20-hour treated population may mirror the effect of prolonging mitotic duration by Cyclin B1 R42A expression. To test these hypotheses DLD-1 GFP-AID-Cyclin B1 R42A cells were treated with thymidine and transfected with siRNAs targeting Mcl-1 before treatment with AZ138, tetracycline and IAA at 20 and 30 hours post thymidine release. Immunoblotting confirmed knockdown of both Mcl-1 24 hours after siRNA transfections (Figure 6.8A).

Cells were imaged using time-lapse microscopy and the number of cells undertaking each post-mitotic fate was quantified (Figure 6.8B). Consistently, 22 % of control cells with IAA treatment at 20 hours committed to PmD, which was increased to 51 % in cells treated with IAA
Figure 6.8 Effect of Mcl-1 depletion and mitotic duration on post-mitotic death.

(A) Immunoblot of Mcl-1 levels 24 hours following siRNA transfections targeting the indicated proteins in DLD-1 GFP-AID-Cyclin B1 R42A cells.

(B) Bar graph representing the proportion of DLD-1 GFP-AID-Cyclin B1 R42A cells undertaking PmD in response to co-treatment with 1 µM AZ138, 1 µg/ml tetracycline and 500 µM IAA at the indicated times following 24 hour siRNA transfections targeting the indicated proteins. n=20x4 per condition.
at 30 hours post-thymidine release. Loss of Mcl-1 in the IAA 20 population increased the number of cells that committed to PmD by 17.5 % to 42.5 %, a phenotype consistent with previous Mcl-1 knockdown data. However, Mcl-1 RNAi did not completely restore PmD to the level of the control IAA 30 hour population (42.5 % versus 51 %), indicating that other factors may play a role. Furthermore, depletion of Mcl-1 further increased the amount of PmD in cells treated with IAA at 30 hours from 51.3 % to 63.8 %. This indicates that Mcl-1 loss during a further prolonged mitosis can further enhance PmD.

6.8 Summary

In this chapter I have generated and characterised a Cyclin B1 R42A AID-auxin cell system that can be used to control mitotic duration and mitotic slippage. Using this system I have concluded through direct analysis of populations undertaking mitotic slippage at different times that increasing mitotic duration increases PmD. Firstly, this supports the notion that an accumulated ‘death’ signal over time in a prolonged mitotic arrest causes PmD rather than a de novo apoptotic signal upon mitotic exit. Using the knowledge that loss of Mcl-1 increases PmD, I hypothesised that the shift in the apoptotic network towards pro-death through the degradation of Mcl-1 over time contributed to the increased PmD. Although loss of Mcl-1 does contribute to PmD, it appears that Mcl-1 degradation is not the only accumulative factor required for PmD and is therefore not necessarily the definitive post-mitotic death timer. However, this may be due to the fact that Mcl-1 protein expression is not fully lost by this time.
Chapter 7: Discussion

7.1 Mcl-1 and the response to anti-mitotics

Since the acknowledgement that there is extensive interline and intraline variation in the response to anti-mitotic drugs in cell culture, substantial effort has gone into understanding the underlying factors that drive such intrinsic diversity. As proposed by the competing networks model, these factors contribute to the rates of mitotic slippage and death-in-mitosis (DiM) that accumulate during a prolonged mitotic arrest. Whereas the rate of mitotic slippage is ultimately determined by the factors that influence the rate of Cyclin B1 degradation, the rate of DiM is governed by the balance between the pro-apoptotic pathway and expression of anti-apoptotic players. These two rates combine to determine the sensitivity of cancer cells to anti-mitotic agents. Thus, further understanding the determinants of this interplay may help explain the differential responses seen in cells when treated with anti-mitotics.

Many groups have shown that the two rates are governed by differential post-translational modifications to key players in both networks. For the apoptotic network, these modifications have been described as ‘priming’ the network to accumulating death signals during a prolonged mitosis (Wang et al., 2014). Most of these studies looking at the rate of DiM have been functional studies using phospho-mutant forms of the apoptotic proteins. Relevant to this work, both phosphorylation of Bcl-xL and Mcl-1 have been shown to affect the rates of DiM. Phosphorylation of Mcl-1 in mitosis increases death whereas phosphorylation of Bcl-xL suppresses apoptosis (Bah et al., 2014; Harley et al., 2010). Conversely, phosphorylation of pro-apoptotic protein Bid sensitises cells to death (Wang et al., 2014). These post translational modifications appear especially vital when one considers that non-genetic factors are the major cause of heterogeneous responses to anti-mitotics (Gascoigne and Taylor, 2008). In addition to phosphorylation, another main determinate of protein activity is regulation of its turnover. Importantly, Mcl-1 degradation is an observed phenomenon that occurs during a protracted mitosis that results in a shift in the balance between pro-apoptotic and Bcl-2 family anti-apoptotic factors. Proof of this is found by depleting Mcl-1 which results in increased DiM and a decrease...
in slippage (Shi et al., 2011; Topham et al., 2015; Tunquist et al., 2010). Further support that Mcl-1 is a plays a critical role in overall survival in response to anti-mitotic drugs was given by Caspase 3/7 reporter dye that confirms acceleration of death following Mcl-1 depletion in various cell lines. By looking at single-cell time-lapse imaging it has been possible to pinpoint the dependency on Mcl-1 for survival at specific stages in the cell cycle. To do this I first created a system using RKO cells expressing a more stable isoform of Cyclin B1 (R42A). This allowed the direct measurement of the rate of DiM to a higher degree of accuracy than previously shown. In Chapter 3, I found that induced loss of Mcl-1 accelerates the rate of DiM when cells were exposed to a high dose of taxol (0.1 μM). This indicated that Mcl-1 degradation could act as a DiM sensitiser. Additionally, time-lapse analysis of DLD-1 cells treated with an Eg5 inhibitor, AZ138, showed that Mcl-1 depletion had little effect on DiM, but increased PmD showing that Mcl-1 is required at both these points in the cell cycle (Figure 7.1).

The loss of Mcl-1 is therefore important in mediating cell death in response to anti-mitotics. The ability of Mcl-1 loss to drive the apoptotic process may therefore depend on the efficiency of Mcl-1 degradation. This idea was proposed in Sakurikar et al who showed inefficient degradation of Mcl-1 during slippage-conditions (Sakurikar et al., 2014). Although it appears in this thesis that Mcl-1 is degraded in both death-prone RKO and slippage-prone cell lines, immunoblotting methods do not provide enough resolution for a direct comparison. Another way to test this idea would be the endogenous tagging of Mcl-1 with a fluorescent reporter using knock in-CRISPR methods in different cell lines in order to compare the cell line-specific rates of Mcl-1 degradation. If this is indeed the case then understanding the factors that contribute to the rate of Mcl-1 degradation may have greater importance in understanding cell fate.

### 7.2 Factors affecting Mcl-1 loss during mitosis.

Several proteins are degraded during a prolonged mitotic arrest. Using the pan proteasome inhibitor MG132, I have shown that the net effect of protein degradation during mitosis is to sensitisce cells to apoptosis, with Mcl-1 as a target for proteasome degradation. This doesn’t rule out the possibility that degradation of other Mcl-1 regulators are not important (for example, Noxa) (Haschka et al., 2015). However, ultimately I show that the downstream effect of
Figure 7.1 Mcl-1 as an important mediator of mitotic fate. This thesis has provided data to show that Mcl-1 loss during mitosis influences the ability of the cell to undertake death in mitosis (DiM) and death in interphase post-slippage (PmD). Mcl-1 can also dictate the rate of slippage. Therefore Mcl-1 can mediate the cell fate response to a protracted mitosis both in mitosis and interphase.
protein degradation on the rate of DiM is through loss of Mcl-1 activity via the proteasome. This further highlights the importance of Mcl-1 as a primary anti-apoptotic factor during a prolonged mitosis.

The ubiquitin-proteasome pathway provides a quick, efficient and targeted way to degrade important proteins (Pines and Lindon, 2005). To understand this process in mitosis I exploited the fact that the time to DiM in the RKO GFP-Cyclin B1 R42A cell line depended in part on the rate of Mcl-1 degradation in order to expose the dependency of different E3 ligase mechanisms on Mcl-1 degradation and therefore DiM. APC/C-Cdc20, SCF-Fbw7 and MULE E3 ligase complexes have all been previously identified in the literature as mechanisms of Mcl-1 degradation in mitosis (Harley et al., 2010; Shi et al., 2011; Wertz et al., 2011). However, a combination of siRNAs and small molecule inhibitors suppressing the activity of all three ligase mechanisms had little effect on Mcl-1 degradation and DiM. One obvious explanation for the inconsistencies between previous research and this data is that degradation of Mcl-1 is not a singular linear mechanism. Whilst a function of each E3 ligase in Mcl-1 degradation is not ruled out, it suggests that any functional role each ligase has can be compensated for by an alternative degradation system. Furthermore, different cell lines may vary in the dependency for different degradation mechanisms as well as contain mutations in the Mcl-1 protein that may affect the ability of Mcl-1 to bind members of each E3 ligase complex. Finally, suppression of gene expression using RNAi may not be penetrant enough to see an effect. One conclusive way to fully inhibit activity is through the creation of a knockout cell line using CRISPR methods. To further address the later point, a more direct approach to delve further into the potential functional role of the APC/C-Cdc20-Mcl-1 interaction was used. By stably expressing Mcl-1 containing mutations in the D-box like motif, I showed that the D-box has no additional effect on the time to DiM. This certainly contradicts the idea proposed in the Harley et al paper that showed that the mutating RxxA motif increased Mcl-1 stability that then should have translated into an increase in the time to DiM. This discrepancy could be caused by cell line variation or possible differences in experimental procedures. It is also possible that Mcl-1 binding and polyubiquitination by the APC/C-Cdc20 is not completely dependent on the D-box like motif. Indeed, Mcl-1 contains both an IR tail that may promote binding with tetratricopeptide repeat
(TPR)-containing subunits of the APC/C and a TEK site that was proposed to provide a platform for transfer of the first ubiquitin molecule onto a substrate (Benanti and Toczyski, 2008; Harley et al., 2010; Jin et al., 2008). Either way, this does cast a level of doubt onto the significance of past findings. All together, this pointed towards either a novel degradation mechanism such as sumoylation-mediated proteasome degradation or proteasomal degradation independent of the E1-E2-E3 ubiquitin pathway. Additionally, this may provide evidence that supports the notion of non-targeted proteasome degradation of Mcl-1 (Stewart et al., 2010). One way to test this is to compare the time to DiM following expression of another mutant form of Mcl-1 with all its lysines mutated to expression of Mcl-1 wild type. If there is no difference in the time to DiM following expression of the mutant form then one would add more caution onto the importance of the E3 ligase-mediated mechanism of Mcl-1 degradation and suggest that the dynamic reduction in Mcl-1 protein levels could be a passive process caused by reduction in overall protein synthesis in mitosis (Konrad, 1963).

The levels of Mcl-1 during a mitotic arrest are based on the rate of synthesis as well as the rate of degradation. As transcription and translation is largely suppressed in mitosis, it seemed unlikely that protein synthesis of Mcl-1 in mitosis would have a significant effect. However, using the translational inhibitor cycloheximide, I have now added Mcl-1 to the list of proteins that are synthesised in mitosis including Cdc20 and Cyclin B1. Addition of cycloheximide accelerated DiM in line with the phenotype observed with Mcl-1 RNAi, suggesting that the accelerated DiM is due to accelerated loss in overall Mcl-1 levels. Additionally, the fact that Mcl-1 is synthesised in mitosis may have provided an alternative hypothesis regarding the effect of cycloheximide on mitotic slippage. Treatment of cells with cycloheximide accelerates the rate of mitotic slippage. This is recapitulated in the RKO GFP-Cyclin B1 R42A cells as cycloheximide increases slippage. This is currently attributed to inhibition of de novo Cyclin B1 protein synthesis. As I have also shown that Mcl-1 depletion accelerates slippage, I hypothesised whether the cycloheximide slippage phenotype was caused by its effect on Mcl-1 levels. However, Mcl-1 depletion with RNAi did not show a similar effect on mitotic slippage in this context, thus ruling out this possibility (Figure 3.5, 3.7).
7.3 APC/C-Cdc20 and DiM.

The APC/C-Cdc20 complex is best known for mediating Cyclin B1 degradation, making it a major factor in mitotic progression. However, it is now known that the repertoire of binding-partners and catalytic substrates not only expands to other mitotic mediators but also to members of the apoptotic network. Specifically, Cdc20 is associated to both pro-apoptotic protein Bim and Mcl-1, suggesting that the APC/C-Cdc20 has some function in regulating apoptosis. As these two proteins are clearly antagonistic to one another, it was unclear what net effect the APC/C-Cdc20 has on DiM. APC/C-Cdc20 activity has been linked to apoptosis as increased DiM is observed in Cdc20-depleted cells treated with anti-mitotics (Huang et al., 2009; Sakurikar et al., 2012). However, whether the increased DiM is caused by accelerated DiM signalling or merely just a block on mitotic slippage was unknown.

I used RKO cells expressing Cyclin B1 R42A as a way to enable the analysis of the role of APC/C-Cdc20 in DiM through the use of small molecule inhibitors proTAME and Apcin and Cdc20 RNAi. I showed that the proTAME/Apcin combination efficiently inhibited normal mitotic exit, which is in line with suppression of APC/C-Cdc20 mediated degradation of Cyclin B1. However, co-treatment had no effect on the time to DiM, indicating that the net effect of APC-Cdc20-mediated degradation of protein members of the apoptotic network is insignificant. This could be explained by the antagonistic effect the APC/C-Cdc20 has on Mcl-1 and Bim, but no changes to the rate of Mcl-1 degradation were observed.

One caveat to these experiments is that despite identification of an association between APC/C-Cdc20 and apoptotic member proteins, protein degradation by the APC/C may not be entirely dependent on the interaction between Cdc20 and proteins containing the D-box motif. An example of this is Nek2a whose degradation is unaffected upon loss of Cdc20 by RNAi (Boekhout and Wolthuis, 2015). In which case, the use of Cdc20 RNAi and the small molecule inhibitors that suppress Cdc20 binding and/or D-box-containing proteins to the complex may be ineffective in inhibiting binding and catalysis of apoptotic proteins. However, this is unlikely to be the case for Bim that specifically interacts with the WD40 repeat motif of Cdc20(Wan et al., 2014). Inhibiting other potential binding sites of the APC/C complex through either the
development of novel APC/C inhibitors or knockdown of various APC/C subunits such as Apc3 that can bind substrates containing a C-terminal MR or IR motif tails (present on Mcl-1) independently of Cdc20 binding (Hayes et al., 2006; Kraft et al., 2005), may uncover the dependency on other sites for binding of APC/C substrates.

7.4 Mcl-1 and network ‘cross-talk’.

When the competing networks model was first formulated in 2008 (in the Taylor lab), it proposed that the DiM and mitotic slippage networks were independent (Gascoigne and Taylor, 2008). Further to this, another group measured the time to slippage and DiM separately by using a pan-caspase inhibitor or Cdc20 RNAi respectively and used simulated predictive modeling to support the notion of independent networks (Huang et al., 2010). Additionally, this model was further supported by the recent discovery that transcription factor Myc was a major determinant of mitotic cell fate (Topham et al., 2015). Expression of Myc drives DiM in response to anti-mitotic drugs through the up-regulation of several pro-apoptotic BH3-only proteins (Bim, Bid and Noxa) and down-regulation of the anti-apoptotic protein Bcl-xL. Whilst loss of Myc increases mitotic slippage through a delay in DiM, slippage rates are unaffected, thus showing that a major shift in the expression of many apoptotic proteins has no obvious effect on the rate of mitotic slippage.

However as mentioned in the introduction, members of the slippage network can interact with various proteins within the apoptotic network. For example, the Cyclin B1/Cdk1 complex has been shown to phosphorylate Caspase 9, Bcl-xL and Mcl-1 (Allan and Clarke, 2007; Chu et al., 2012; Harley et al., 2010; Terrano et al., 2010). From this one may predict that the gradual loss of Cyclin B1 by APC/C-Cdc20-mediated targeted degradation would also dynamically change the Cdk1-dependent phosphorylation status of the above apoptotic factors, thus affecting the rate of DiM. However, upon mitotic exit, Cyclin B1/Cdk1 kinase activity is counteracted by feed-forward activation of phosphatases driven by loss of inhibitory Cyclin B1/Cdk-1 phosphorylations and therefore it is unlikely that loss of Cyclin B1/Cdk-1 activity is gradual despite the continual loss of Cyclin B1 and is thereby unlikely to have an effect on the apoptotic network (Grallert et al, 2015; Medema and Lindqvist, 2011; Dohadwala et al, 1994). In addition to Cyclin B1, the
APC/C-Cdc20 complex targets Bim for degradation in mitosis (Wan et al., 2014). This may suggest that the rate of APC/C-Cdc20 activity is able to mediate the rates of both mitotic slippage and DiM. Put together, the molecular associations previously identified highlights the possibility of cross-talk between the networks. Recently this notion was supported with functional data by Diaz-Martinez et al who showed that suppression of the MCC disassembly factor p31comet accelerated the rate of DiM in comparison to Cdc20 RNAi, thereby showing that a factor that can influence Cyclin B1 degradation by regulation of the MCC-APC/C interaction can also influence slippage. Equally, they observed that co-depletion of Bak and Bax delayed mitotic slippage showing in converse that the levels of apoptotic factors can influence the rate of mitotic slippage (Diaz-Martinez et al., 2014). If indeed there is network cross-talk, then interpretation of functional data regarding the effect of members of either network becomes complicated as manipulating one network may impact on the rate of the other. Despite this, there have been occasions when results have been misinterpreted as network cross-talk. For example, it has been suggested that the SAC activates apoptosis as checkpoint override resulted in decreased death. However, this is explained simply by checkpoint override driving a cell out of mitosis, thereby reducing DiM. Therefore, one must be cautious when concluding a result as network cross-talk unless all simplified explanations have been exhausted.

For this thesis, I optimised the cell conditions such that each network could be analysed separately: RKO GFP-Cyclin B1 R42A cells treated with taxol to study DiM and DLD-1 cells treated with AZ138 to study mitotic slippage. Additionally, cell fate profiles generated from the time-lapse microscopy have allowed the effect of both networks to be observed when required. Using these model systems, I demonstrated that Mcl-1 protein levels can influence the rates of both DiM and slippage. Furthermore, I have shown that mutating the D-box-like motif inhibits the ability of Mcl-1 to delay slippage. Based on prior research identifying an interaction between Mcl-1 and Cdc20, the data supports a notion that Mcl-1 delays slippage through substrate competition with Cyclin B1 for the APC/C-Cdc20. This at first glance not only supports the notion of network cross-talk but also suggests that Mcl-1 is a central protein in this cross-talk. However, in the RKO GFP-Cyclin B1 R42A cells, inhibition of APC/C-Cdc20 has no effect on Mcl-1 degradation or DiM, suggesting that the supposed APC/C-Cdc20-Mcl-1 interaction is
unidirectional. It is possible that the ability of Mcl-1 to bind the APC/C may differ between cell lines, a notion supported by the fact that loss of Mcl-1 did not have a significant effect in RKO cells over-expressing Bcl-xL (Figure 5.6). To test this idea, the Mcl-1-Cdc20 interaction identified using immunoprecipitation would be required to be replicated in other cell lines. Despite this, the ability of Mcl-1 to influence slippage may be an epiphenomenon that arises during a prolonged mitotic arrest due to the presence of an RxxL motif that serves as a weak D-box allowing it to engage APC/C-Cdc20 in a non-regulated manner. The idea that Mcl-1 passively influences the rate of Cyclin B1 degradation by APC/C-Cdc20 is further supported by the fact that Mcl-1 depletion has no obvious effect on normal mitotic timing.

This idea can help explain other recent observations in the literature that describes ‘cross-talk’ between the two networks. Firstly, the observation that loss of p31\textsuperscript{comet} accelerates DiM (Diaz-Martinez et al 2014). As p31\textsuperscript{comet} is a disassembly factor for the MCC and therefore acts as a SAC silencer, one could propose that p31\textsuperscript{comet} causes super-stabilisation of the MCC onto APC/C-Cdc20, thus inhibiting the ability of Cyclin B1 to engage with the APC/C, causing an acceleration in Mcl-1 degradation and DiM. However, this idea is contradicted by the data presented in Chapter 4 that argues against any physiological importance for APC/C-Cdc20 mediated degradation of Mcl-1, potentially due to novel degradation mechanisms. However, the cell line used in the previous study, U2OS cells, may be more dependent on the APC/C-Cdc20 complex for Mcl-1 degradation. Importantly, the Mcl-1 mCherry fragment experiment did show that the RxxL motif had a role to play in the time to DiM when overexpressed, so the role of APC/C-Cdc20 has not been ruled out entirely. Secondly, I have shown that loss of Mcl-1 rescues the delay in slippage caused by co-depletion of Bak and Bax. Loss of Bak and Bax alleviates Mcl-1 binding, creating a greater pool of Mcl-1 able to engage with other binding partners such as the APC/C-Cdc20 complex, thereby causing a delay in Cyclin B1 degradation and mitotic slippage. All together this argues against the proposal of direct cross-talk signalling between the two networks, but rather that passive network interference is occurring. The presence of network interference also highlights the need to create assays that isolate either network when studying the molecular components within each network.
7.5 Mcl-1 and the post-mitotic response

Mitotic slippage leads to the formation of cells with abnormal tetraploid genomes that tend to be eliminated by cell cycle arrest and death. However, how the apoptotic network responds to mitotic slippage is largely unexplored. First, using the Cyclin B1 R42A auxin-AID system, I showed directly that prolonging a mitotic arrest leads to increased cell death post-slipage. This suggests that dynamic changes in a mitotic arrest can sensitise cells to death (Figure 7.2). This could be through either modifications to the apoptotic network, thus softening the response to apoptotic stimuli or an accumulation of stress signaling such as DNA damage (Orth et al, 2012). As Mcl-1 levels drop during mitosis, it is conceivable that the network becomes more sensitised to apoptotic stimuli over time, such that in the presence of any apoptotic stimuli, whether in mitosis or the subsequent interphase, the network is more responsive to apoptosis under situations when Mcl-1 protection was required for survival. It is equally conceivable that the level of damage and apoptotic stimuli accumulates over time that drives apoptosis in a mitotic-duration dependent manner. Although these both reflect on the correlation between mitotic duration and apoptosis in Chapter 6, it is important to remember that interphase mitochondria are not as well ‘primed’ for apoptosis as mitotic mitochondria and so the death threshold may raise as cells exit mitosis (Rieder and Maiato 2004). This could mean that the damage accumulated during mitosis drives a large death signal post-mitosis. This seems plausible as DNA damage signaling through p53 is only active in interphase (Minn et al, 1996). However, loss of Mcl-1 during mitosis may cause mitochondria to be more responsive to apoptosis in the subsequent interphase. Both of these explanations may contribute to the mitotic duration-induced PmD. Whilst this does argue for the accumulative model, it does not rule out that a de novo cell death signal upon mitotic exit, such as the formation of micronuclei, contributes to the post-mitotic response (Crasta et al., 2012; Zhang et al., 2015; Zhu et al., 2014).

As I showed that Mcl-1 could be degraded in a slippage-prone cell line and that Mcl-1 depletion resulted in increased PmD, I tested the possibility that the increased PmD observed when further prolonging a mitotic arrest was caused by Mcl-1 loss over time in a mitotic arrest. However Mcl-1 loss did not fully mirror the level of PmD caused by forcing cells to remain in
Over the course of a mitotic arrest, dynamic Mcl-1 loss may make the apoptotic network more responsive to apoptotic stimuli such that the longer a cell remains in mitosis, the more responsive the network may be to apoptotic stimuli in the subsequent interphase. Equally, over a protacted mitosis intracellular damage may accumulate such as DNA damage that can be only responded to in the subsequent interphase. The longer the mitotic arrest, the greater the level of damage that the cell has to respond to in the subsequent interphase.

Figure 7.2 Factors contributing to the mitotic duration-induced post-mitotic death.
mitosis for longer. This shows that although loss of Mcl-1 can sensitise cells to PmD, potentially through accumulation of DNA damage (Colin et al., 2015), Mcl-1 degradation may not be solely responsible for the accumulative death signal in mitosis. Other accumulative signals are likely to come in the form of stress stimuli such as oxidative/proteosomic stress. These stresses then signal to the apoptotic machinery that shift the balance towards death over time which impacts in the subsequent interphase.

### 7.6 Mcl-1 as a therapeutic target.

I showed that Mcl-1 is an important determinate in the sensitivity between cell lines to induced apoptosis in mitosis. In addition I found that Mcl-1 post-translational degradation can lead to accelerated DiM and PmD. This increased sensitivity to mitotic inhibitors when combined with depleted Mcl-1 reaffirms the possibility of combinatorial therapies. Mcl-1 depletion decreases the threshold at which apoptosis is triggered however this appears most apparent in the cell lines that are dependent on Mcl-1, partly due to elevated protein expression. Consequently this would require pre-screening of patients to identify those that would have the most therapeutic benefit with the proposed combination such as cancers with increased Mcl-1 levels. Although Mcl-1 dependency may only account for a fraction of the patients receiving anti-mitotic drugs the benefits could still be substantial. This dependency may come from increased expression of the gene or from cell lines that are less efficient at degrading Mcl-1 during mitosis. Indeed, mutations in Fbw7 have been shown to affect the efficiency of Mcl-1 degradation, resulting in increased sensitivity to anti-mitotics (Wertz et al., 2011). Thus suggesting that E3 ligase mutations may also be used to stratify patients into those that are more resistant to anti-mitotic agents due to inefficient Mcl-1 degradation. However, the data presented in this thesis suggest that E3 ligase dependency, specifically of those already identified, is not universal. Moreover, stratified patients receiving combination with anti-mitotics may show improved overall drug tolerance by decreasing the drug dose burden that causes severe side effects, such as peripheral neuropathy and liver damage.

To this end, much work has gone into developing small molecule inhibitors specifically targeting Mcl-1 (Belmar and Fesik, 2015). The rational of using Mcl-1 specific inhibitors versus
other pan BH3 inhibitors such as obatoclax is that pre-screening for high Mcl-1 dependency in the tumour may lead to preferential targeting and therefore decreased off target effects. Recently a small molecule inhibitor (A-1210477) has been tested in vitro that disrupts the Mcl-Bim interaction (Leverson et al., 2015). Inhibition of Mcl-1 with A-1210477 induces apoptosis in cell lines specifically dependent on Mcl-1. Furthermore, in combination with Navitoclax (Bcl-2/Bcl-xL inhibitor), A-1210477 causes synergistic cell death (Leverson et al., 2015). As Navitoclax is able to synergize with anti-mitotics in cell lines more dependent on Bcl-2/Bcl-xL, this lends further support that Mcl-1 small molecule inhibitors should also synergise with anti-mitotic drugs in cell lines dependent on Mcl-1 (Shi et al., 2011).

Dependency on Mcl-1 was observed in many cancers containing a genetic amplification of the genomic region of Mcl-1 (Beroukhim et al., 2010). Dependency on Mcl-1 will also depend on (1) the levels and activity of other Bcl-2 pro-survival factors and (2) the levels and activity of the pro-death factors including the BH3-only proteins as well as Bak and Bax. Indeed many of these factors change during mitosis either by degradation (Bim and Noxa) or phosphorylation (Bid, Bcl-xL) (Haschka et al., 2015; Poruchynsky et al., 1998; Wan et al., 2014; Wang et al., 2014). The first of these points was partially addressed by comparing the levels of Mcl-1 and Bcl-xL in two slippage-prone cell lines and four death-prone cell lines. In both the slippage-prone cell lines, the relative level of Bcl-xL protein appeared greater than the amount of Mcl-1 protein, whereas the death-prone cell lines appeared to have a relatively equal amount of both proteins or a greater amount of Mcl-1. The high Bcl-xL/Mcl-1 ratio may explain why slippage-prone cell lines are able to cope with the loss of Mcl-1 in mitosis as Bcl-xL compensates for the reduction in pro-survival activity. In support of this, depletion of Bcl-xL significantly sensitised slippage-prone cell lines DLD-1 and HCT-116 to anti-mitotics as opposed to depletion of Mcl-1. This result has also been seen in a separate study looking at the slippage-prone breast cancer cell line MDA-MB-231 (Bah et al., 2014). However, this is not the case with the Mcl-1 high DiM prone cell lines where Bcl-xL depletion only has a significant effect on one cell line, suggesting that Bcl-xL cannot effectively compensate for the loss of Mcl-1 in DiM-prone cell lines. This is similar to the situation found in a drug screen that discovered that low Bcl-xL expression compared to Mcl-1 resulted in increased sensitivity to repressing Mcl-1 function (Wei et al., 2012). This balance of Bcl-2 family proteins as
shown here in relation to the relative levels of Mcl-1 and Bcl-xL that may serve as predictors of cell response to anti-mitotic agents (Figure 7.3). This model is as yet incomplete as the apoptotic balance also depends on the levels and activity of the pro-death factors, including the BH3-only proteins as well as Bak/Bax, many of which have been shown to change during mitosis. In addition, other anti-apoptotic proteins could provide redundancy in place of Bcl-xL. Although there appears to be no obvious role of Bcl-2 or Bcl-w in regulating DiM in response to anti-mitotics, it does not mean that another member of the Bcl-2 family, namely A1, is involved in the response (Li et al., 2005; Shi et al., 2011). This situation is likely to be far less simple in tumours as the activity of apoptotic factors within cells can be regulated by extracellular signals that derive from the stroma and other neighbouring cells. For example, Mcl-1 can be regulated by JNK, Gsk-1 and Erk-1, either functionally or in the ability to engage with the degradation machinery, which themselves are often regulated by extracellular signaling pathways (Ding et al., 2008; Domina et al., 2004; Inoshita et al., 2002; Kobayashi et al., 2007; Kodama et al., 2009; Maurer et al., 2006; Morel et al., 2009). However, these pathways may also be manipulated to sensitise cells to anti-mitotics through the influence on members of the apoptotic network. For instance, inhibition of MEK to cells treated with anti-mitotic vincristine accelerates Mcl-1 loss in mitosis as well as sensitising the cells to DiM although whether this is causative remains unclear (Kawabata et al., 2012). Although this may prove effective, the apoptotic network contains a large level of redundancy and it is the fine-tuning of the apoptotic balance that ultimately decides the net output of the system. The responsiveness of the system to apoptosis using the various BH3 peptides and measuring MOMP as utilized by the BH3-prolifing, is currently being used to predict sensitivity to chemotherapy, optimal drug dosage and treatment identification from patient samples grown in culture (Monetro et al 2015).

Genetic amplification of many members of the Bcl-2 family has been widely observed in the development of many cancers (Beroukhim et al., 2010). To appreciate how variations in their ratios impact on DiM it would be essential to analyse specific Bcl-2 amplified cell lines. Indeed, genetic amplifications of Bcl-2 family members may be one of the true determinants of patient outcome in response to anti-mitotics, as well as providing an explanation for the heterogeneous
Figure 7.3 The Mcl-1/Bcl-xL balance. The irreversible switch to death is dictated by the balance of pro- and anti-apoptotic factors. During a prolonged mitotic arrest, Mcl-1 is degraded, forcing the balance towards cell death. However, if the levels of other Bcl-2 family proteins are high they are able to compensate for the loss of Mcl-1 and block death in mitosis. Adapted from Topham et al 2015.
responses observed between cell lines in culture. Consequently, prescreening for the levels of Mcl-1 and Bcl-xL may indicate whether the cancer will react in a DiM-prone or slippage-prone manner due to its dependency for Mcl-1 which gets lost during a prolonged mitosis. Secondly this suggests that these predictions may form a rational basis for trialing combination therapies of anti-mitotic drugs with the relevant Bcl-xL/Mcl-1 inhibitor for a more efficacious result. This may indeed also result in lower concentrations of both drugs, thus reducing drug side-effects.

7.7 Concluding remarks

This thesis has first served to highlight the importance of Mcl-1 degradation in providing sensitivity to anti-mitotic drugs in both mitosis and interphase, as well as showing that cell lines have different dependency on Mcl-1 and Bcl-xL for survival. A more in-depth analysis on the correlation between the levels of the Bcl-2 family protein members and the response to anti-mitotic drugs in cell culture and patient samples will be required. This thesis also casts doubt over the simplicity/targeted nature of the mechanisms of Mcl-1 degradation previously proposed and suggests that more analysis in different cell lines is required in order to dissect the importance of each degradation mechanism. Finally, although an interaction between the APC/C cofactor Cdc20 complex and Mcl-1 has been previously identified, this thesis shows that the significance of this is likely to be minimal and only through an indirect effect on mitotic slippage (network interference).
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