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2 Abstract

This thesis explores the nature of cyber-security at the beginning of the 21st century. In the current security paradigm, security strategies based on anticipatory governance have become essential in the management of the constantly changing cyber-security environment. Thus, this thesis aims to understand security strategies and governance introduced in the European region. The increased dependency on cyber-space is visible in all public-private sectors and governmental operations, as well as communications between groups and individuals. As a result, cyber-attacks on public and private entities are increasing. This requires a security framework that is flexible and establishes different types of security cooperation to manage the widespread cyber-risks. This is essential to the development of security strategies, governance forms, practices, and guidelines for enhancing resilience and preparedness towards cyber-risks. Therefore, I am examining cyber-security through the lenses of nodal governance and governmentality, which enables me to understand European cyber-security strategies and governance forms developed by the Council of Europe, the European Union, and the North-Atlantic Treaty Organization. To analyse existing strategies and governance forms, I have used two critical security schools, the Copenhagen School and the Paris School, which cover different aspects of the security agenda. The thesis develops a substantive analytical framework through two case studies, namely cyber-security and cyber-terrorism. The findings in this thesis identifies problem areas, such as the complexity of the nodal system, the legislative lacuna, reliance on different governance forms, transparency and accountability, and types of anticipatory governance and regulatory practices.

Keywords: Anticipatory governance, awareness-raising and education, Council of Europe, cyber-attacks, cyber-crime, cyber-security, cyber-terrorism, Europe, European Union, governmentality, (in)security, NATO, nodal governance, risk, state-regulation, security, securitization, self-regulation and self-governance technical regulation, the Copenhagen School, the Paris School, threat, transnational and cross-sectoral cooperation.
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## 6 Abbreviation

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full name</th>
</tr>
</thead>
<tbody>
<tr>
<td>ASEAN</td>
<td>Association of Southeast Asian Nations</td>
</tr>
<tr>
<td>AU</td>
<td>The African Union</td>
</tr>
<tr>
<td>CERT</td>
<td>Computer Emergency Response Teams</td>
</tr>
<tr>
<td>CEU</td>
<td>Council of the European Union</td>
</tr>
<tr>
<td>CFSP</td>
<td>The Common Foreign and Security Policy</td>
</tr>
<tr>
<td>CI</td>
<td>Critical Infrastructure</td>
</tr>
<tr>
<td>CIIP</td>
<td>Critical Information Infrastructure Protection</td>
</tr>
<tr>
<td>CoE</td>
<td>The Council of Europe</td>
</tr>
<tr>
<td>DDoS</td>
<td>Distributed Denial of Service</td>
</tr>
<tr>
<td>DoS</td>
<td>Denial of Service</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ECo</td>
<td>European Council</td>
</tr>
<tr>
<td>EC3</td>
<td>European Cybercrime Centre</td>
</tr>
<tr>
<td>EC/HREUFASP</td>
<td>The European Commission and the High Representative of the European Union for Foreign Affairs and Security Policy</td>
</tr>
<tr>
<td>ECSC</td>
<td>The European Coal and Steel Community</td>
</tr>
<tr>
<td>EFMS</td>
<td>The European Forum of Member States</td>
</tr>
<tr>
<td>EISAS</td>
<td>The European Information Sharing and Alert System</td>
</tr>
<tr>
<td>ENISA</td>
<td>European Network and Information Security Agency</td>
</tr>
<tr>
<td>EP</td>
<td>European Parliament</td>
</tr>
<tr>
<td>EP3R</td>
<td>European Public-Private Partnership for Resilience</td>
</tr>
<tr>
<td>EU</td>
<td>The European Union</td>
</tr>
<tr>
<td>Eurojust</td>
<td>The European Union's Judicial Cooperation Unit</td>
</tr>
<tr>
<td>Europol</td>
<td>European Union's Law Enforcement Agency</td>
</tr>
<tr>
<td>G8</td>
<td>Group of Eight</td>
</tr>
<tr>
<td>ICTs</td>
<td>Information and Computer Technologies</td>
</tr>
<tr>
<td>ITU</td>
<td>The International Telecommunication Union</td>
</tr>
<tr>
<td>L.N.</td>
<td>The League of Nations</td>
</tr>
<tr>
<td>MERCOSUR</td>
<td>Mercado Común del Sur / Southern Common Market,</td>
</tr>
<tr>
<td>NATO</td>
<td>The North Atlantic Treaty Organization</td>
</tr>
<tr>
<td>NAFTA</td>
<td>North American Free Trade Agreement</td>
</tr>
<tr>
<td>NIS</td>
<td>Network and Information Security</td>
</tr>
<tr>
<td>OAS</td>
<td>Organisation of American States</td>
</tr>
<tr>
<td>OECD</td>
<td>The Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>OSCE</td>
<td>The Organization of Security and Cooperation in Europe</td>
</tr>
<tr>
<td>PPP</td>
<td>Public-Private Partnerships</td>
</tr>
<tr>
<td>SitCen</td>
<td>The Joint Situation Centre</td>
</tr>
<tr>
<td>UN</td>
<td>United Nations</td>
</tr>
<tr>
<td>WWI</td>
<td>World War One</td>
</tr>
<tr>
<td>WWII</td>
<td>World War Two</td>
</tr>
</tbody>
</table>
7 **Glossary\(^1\)**

| **Botnet** | Indicates a network of computers that have been infected by malicious software (computer virus). Such networks of compromised computers (‘zombies’) may be activated to perform specific actions, such as attacks against information systems. These ‘zombies’ can be controlled – often without the knowledge of the users of the compromised computers – by another computer. This ‘controlling’ computer is also known as the ‘command-and-control centre’. The persons who control this centre are among the offenders, as they use the compromised computers to launch attacks against information systems. It is very difficult to trace the perpetrators, as the computers that make up the botnet and carry out the attack, might be located elsewhere than the offender himself. |
| **Denial-of-Service (DoS) attack.** | A denial of service attack is an act to make a computer resource (for example a website or Internet service) unavailable to its intended users. The contacted server or webpage will show itself as "unavailable" to its users. The result of such an attack could, for example, render online payment systems non-operational, causing losses for its users. |
| **Information System** | Any device or group of interconnected or related devices, one or more of which, pursuant to a programme, performs automatic processing of computer data, as well as computer data stored, processed, retrieved or transmitted by them for the purposes of their operation, use, protection and maintenance. An example of this is a computer or a server. |
| **Large-scale attacks** | The either attacks that can be carried out by big botnets or attacks that cause considerable damage, e.g. in terms of disrupted system services, financial cost, loss of personal data, etc. The damage caused by the attack can have a major impact on the functioning of the target itself, and/or affect its working environment. In this context, a ‘big’ botnet will be understood to have the capacity to cause serious damage. It is difficult to define botnets in terms of size, but the biggest botnets witnessed were estimated to have between 40,000 to 100,000 connections (i.e. infected computers) per time span of 24 hours. |
| **Malware** | Computer software designed to infiltrate or damage a computer system without the owner's consent. It is distributed through a variety of means (emails, computer viruses and botnets). Intention is to obtain data (passwords, codes) in a fraudulent way, or to integrate this computer in a computer network destined to be used for criminal actions. |

---


1 Introduction

1.1 Introduction
At the beginning of the millennium, government computer systems operated on dedicated networks, which were comparatively easier to protect. This is no longer the case. The highly decentralised and increasingly complex Internet is anchored in nearly every aspect of public and private computing. Mobile ‘ubiquitous’ computing has further complicated security efforts by multiplying the potential access and breach points. What now constitutes a cyber-security risk has evolved from being a simple matter of protecting a computer network from outside intrusions or physical access, to protecting entire nations, its citizens and their most sensitive information. For all of its user friendly attraction and promises, the Internet is effectively a ‘series of tubes’ and ‘clouds’ that connect everything from Facebook accounts, to bank accounts, to aspects of critical governmental and private infrastructure.2

Cyber-space creates a virtual world that enables criminal acts, where the

“[C]riminal activity takes place within or by utilising networks of electronic communication such as the Internet”.3

Barlow’s Declaration of the Independence of Cyber Space (the Declaration) proclaims hackers as the owners and guardians of a free and independent cyber-space:

“Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather. We have no elected government, nor are we likely to have one, so I address you with no greater authority than that with which liberty itself always speaks. I declare the global social space we are building to be naturally independent of the tyrannies you seek to impose on us. You have no moral right to rule us nor do you possess any methods of enforcement we have true reason to fear. Governments derive their just powers from the consent of the governed. You have neither solicited nor received ours. We did not invite you. You do not know us, nor do you know our world. Cyberspace does not lie within your borders. Do not think that you can build it, as though it were a public construction project. You cannot. It is an act of nature, and it grows itself through our collective actions”.4

During the cyber-idealism period of the mid 1990s, and a few years before the dot-com bubble burst, the Declaration described hackers as curious youthful spirits. The

---

Declaration claimed that hackers should be celebrated, and have the right to access cyber-space freely, in order to exchange knowledge and information. The Hacker’s Manifesto states:

“Yes, I am a criminal. My crime is that of curiosity. My crime is that of judging people by what they say and think, not what they look like. My crime is that of outsmarting you, something you will never forgive me for”.

In the cyber-world, a hacker is considered to be someone who seeks knowledge for knowledge’s sake, not because of the purity of his or her intentions. The ‘black hat’ hacker’s aggressive way largely overshadows the naïve and curious ‘white hats’ ethical hacktivism. The growing influence of cyber-space and the Internet in everyday life has created manifold opportunities for exploiting the weaknesses in the virtual world. Consequently, ‘black hat’ hackers have developed technologically advanced ways of searching computer networks for vulnerabilities and compromising individual and networks of computers. The reality of cyber-space in the 21st century is that nothing is secure. Hackers have proven their capability to attack computer systems, and their resiliency to stay one-step ahead of security actors. The updated Hacker’s Manifesto 2.0 states:

“Hackers create the possibility of new things entering the world. Not always great things, or even good things, but new things. In art, in science, in philosophy and culture, in any process of knowledge where data can be gathered, where information can be extracted from it, and where in that information new possibilities for the world produced, there are hackers hacking the new out of the old”.

The following outline shows that hackers are responsible for numerous cyber-security problems, and these problems continue to proliferate (appendix 5). Recent high-profile examples include the 2013 attack on the cryptocurrency, Bitcoin, which was plagued by hacks, Ponzi schemes, increasingly professional cyber-thefts and claims that it has

---

11“A Ponzi scheme is a scam investment designed to separate investors from their money Once the scam artist feels that enough money has been collected, he disappears - taking all the money with him”. Moffatt (2014) ‘Ponzi scheme’. Hern (2013) ‘A history of bitcoin hacks’.
enabled other illicit trades such as drugs and child pornography. During 2013, Facebook, Twitter and Apple were also hacked, with a significant number of their users’ data and passwords stolen. Adobe was also attacked during 2013, later confirming that personal details of 2.9 million customers had been stolen. Apple’s iCloud service, which allows Apple users to synchronise photos and other data came under scrutiny after intimate images of celebrities were stolen and leaked in 2014. In 2014, a hack of eBay’s user database resulted in the compromise of encrypted passwords and other non-financial data. The Heartbleed bug in the OpenSSL cryptography library also caused problems in 2014. The bug allowed hackers to steal sensitive cryptographic keys protecting online commerce and web connections, and leaked personal data. In 2014, Russian hackers attacked the American security company, Hold Security, and stole more than 1.2 billion usernames and passwords associated with more than 500 million email addresses. However, the most high-profile attack was against Sony Pictures Entertainment towards the end of 2014. A hacking group, claiming the name Guardians of Peace, targeted the US based Japanese film studio and compromised extensive email ‘spools’, financial data, business plans, scripts, and several unreleased movies – especially the movie called ‘The Interview’, which portrays the assassination of the North-Korean leader Kim Jong-un. In response to the attack, Sony Pictures temporarily delayed the film’s release following a number of threats to the company. The Sony attack provoked intense debate about cyber-security and cyber-attacks as a new dimension of warfare.

Attacks are not only fragmented criminal activities, but they constitute a growing illegal enterprise across territorial boundaries. Cyber-attacks have profoundly affected the economic and privacy interests of companies and their customers. However, this is only a cursory review of cyber-attacks, with many others going unannounced or undetected. The review also demonstrates that the challenge of cyber-security demands a greater understanding of network security, as well as an increase in international cooperation to

---

14 BBC News (2013b) ‘Apple moves to close Java hack flaw after intrusion’.  
17 Kelion (2014a) ‘eBay makes users change their passwords after hack’.  
19 BBC News (2014b) ‘Russia gang hacks 1.2 billion usernames and passwords’.  
address contemporary cyber challenges. The scope and complexity of the global internet infrastructure shows that no single actor can manage cyber-space. Although, this has not prevented some nations from attempting to ‘Master the Internet’. Alternative cooperative alliances must continue to be formed to maximise resilience to cyber-attacks worldwide. Despite numerous initiatives to bring down the criminal cyber-activities, destroying one network often results in the establishment of another, forcing hackers to innovate upon their methods, and in turn, allow new cyber-risks to develop. Nonetheless, the frequency of attacks demonstrates the need for new security directions, guidelines and practices to counter cyber-risks worldwide. The central complication of this task is that the virtual world is extra-territorial, with no fixed boundaries applying to legal or illegal online activities in the same way as the rules and regulations developed in the real world. This gives creative hackers the opportunity and freedom to obtain control over interconnected.

Cyber-security and cyber-space are abstract areas. It is possible to define and describe visible areas and patterns. However, it is impossible to get a full picture because the future is unpredictable, and the scientific journey into a digital universe with unlimited opportunities has only just begun. Only our imagination and technical skills are boundaries, and at this point, our understanding of its potential is limited. I believe that it is possible to identify processes, structures, opportunities, and dangers, and we can to some extent predict and estimate how future computer science and technologies will influence us by using existing knowledge. Nonetheless, the growing number of cyber-attacks puts greater pressure on security actors to increase security in order to manage eventualities.

Policy-makers and academics needs to pool resources to understand the new security structure and the parameters of the future-oriented cyber-security concept, i.e. by enhancing resilience building, prevention and preparedness. These anticipatory measures are included in the collection of policies, practices, and technologies designed to protect the cyber environment, its organisation and users’ assets. As a result, the global community, security experts, etc. face profound challenges in rethinking security and making changes to policy. Intellectually, it is important to address the way

---

22 MacAskill et al (2013b) ‘Mastering the Internet’.

academics think about the cyber-security risks and the organisation of security actors as there is no global organisation through which information passes. Instead, security governance and information sharing are distributed across numerous independent trajectories within a network.

1.2 The Research Objectives
Cyber-security, the capacity of networked computer technologies and the related socio-political challenges they present are some of the central issues of the 21st century. The technological development shows the imminence of new security challenges which security actors are unprepared for at governance and operational levels. The primary governance issue is the organisation of cyber-security strategies that now include state and non-state actors in a multi-levelled framework that circumvents state-centric management. The recent high-profile cyber-security issues that have been highlighted above have been influential in allowing both policy-makers and the public to accept that cyber-related crime is an increasingly serious problem, with potentially catastrophic, political, economic and social implications. The Sony Pictures attack has been the catalyst for a marked shift in governmental and public concern over the efficient management of cyber-risks and the need for increased cooperation between actors. However, the challenges of cyber-security, together with the troubled alliance between state and private sector actors, create additional tensions for security and technology policy problems. These problems require further attention, and it is the aim of this thesis to examine and investigate them. In this thesis, cyber-security is examined within the European framework, with a particular emphasis on anticipatory governance practices.

The primary research objective of this thesis is to critically examine an area of cyber-security governance which has been overlooked in the academic literature and ineffectively managed by governments. The existing literature focuses on diverse areas of cyber-security, such as U.S. governance and management methods, the Council of Europe’s Convention on Cyber-crime, international cooperation, critical infrastructure (CI), critical information infrastructure (CII), and information computer technologies

ICTs), and specific cyber-crime areas like privacy, policing, surveillance, data protection, cyber-law and social media. To answer the research objective, this project explores nodal governance structures that include both transnational and cross-sectoral cooperation in cyber-security. The nodal governance framework requires security actors to form alliances beyond their traditional security partners on order to advance governance forms. The overall research question, in combination with the sub-objectives, enables this project to adopt a novel approach to discussing cyber-security, differentiated networks of security actors, multi-levelled cooperation strategies, and anticipatory governance forms on the strategic level. This research project attempts to provide a more nuanced understanding of cyber-security governance and trends, such as the shift away from the normative state-centric security policies.

<table>
<thead>
<tr>
<th>Primary objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>To examine contemporary European cyber-security strategies and their governance forms</td>
</tr>
</tbody>
</table>

Table 1 primary research objective

This thesis adopts nodal governance as the organisational foundation for understanding and addressing the challenges of an interconnected system, which is a dynamic and ongoing process. Anticipatory governance practices are developed on multiple levels in a hybrid-networked formation, where security actors selectively cooperate on a case-by-case basis. I argue that cyber-security governance and practices reveal a more complex structure, which requires alternative methods for ensuring meaningful security. The Declaration of the Independence of Cyber Space and the Hackers Manifesto states that traditional boundaries, sovereignty and power structures have broken down and they are being replaced by a new distribution of knowledge and power. The justification for using this research question is that cyber-security governance is overlooked in academia, which is surprising as the strategies establish a conceptual framework and the direction of security responses in a networked security formation. Furthermore, the role of both the private sector and individuals in cyber-security is also mainly ignored in
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cyber-security discussions. The rationale for including both areas, are as follows: Firstly, both state and non-state actors are at risk of being attacked. Secondly, different groups of actors have experience with developing preventive governance and management forms.

The primarily objective of this thesis is advanced using two secondary objectives, which cover specific areas of the research.

<table>
<thead>
<tr>
<th>Secondary objectives</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. To evaluate the adequacy of existing governance forms, concepts of risk, and security approaches and perspectives for understanding cyber-security problems</td>
</tr>
<tr>
<td>2. To examine whether European policies and strategies for dealing with emerging security risks, i.e. cyber-security and cyber-terrorism, generate new insights into thinking about risk and security in the twenty-first century</td>
</tr>
</tbody>
</table>

Table 2 specific research objectives

The two secondary objectives are guidelines for answering the primary objective. The first secondary objective is linked to the first part of the thesis, and assists in the investigation of governance forms, risk and relevant security approaches. The primary objective is addressed through a literature review of different definitions, governance forms and security schools. Before beginning any discussion on cyber-security, it is important to understand the interplay between cyber-security and the capacity of networked computer technologies, and the related socio-political challenges. Therefore, the first specific research objective is to analyse the existing security framework, security approaches, and the concept of risk, to establish a theoretical and substantive understanding of this area. The rationale for including this analysis in the framework is that current cyber-security research does not cover this area, thus creating lacunae in understanding how cyber-security is conducted and whether it is adequate to respond to the cyber-risks in the current security environment. The literature review includes concepts and definitions necessary to understand cyber-security and the critical security perspectives of this thesis. To analyse this area, the approaches of two established security schools, the Copenhagen School of Peace and Conflict (the Copenhagen
School) and the Paris School on Security (the Paris School), are examined to utilise the cyber-security discussion, explore conceptual matters and to sharpen and critique the existing framework.

The second secondary research objective follows on from the first objective, allowing an insight into the related topics of cyber-security and cyber-terrorism. So far, only limited aspects of these two cyber-security areas have been investigated in academic literature, despite expectations that cyber-security and cyber-terrorism will rapidly expand in light of continued technological innovation and its attendant social complications. The rationale for this approach is that, even though these two cyber-concerns are recognised worldwide, they remain under-researched in relation to anticipatory cyber-governance in the European context. The first case study investigates a number of leading European organisations’ cyber-framework developed to manage the overarching concept of cyber-security. The second case study covers cyber-terrorism, which is an issue high on the global security agenda, where it has been identified as a significant and increasing risk. Cyber-terrorism research is limited and often overlaps with cyber-crime and cyber-warfare issues. By separating cyber-terrorism from the other two sub-units, I offer an in-depth analysis of an under-research area. Therefore, this research project develops a novel approach to understanding anticipatory governance of cyber-terrorism.

1.3 Aim and Scope of the Research: The Contribution to Existing Literature

The aim of this project is to offer a greater insight into the different forms of cyber-security governance. I will analyse anticipatory governance and practices in the European region, which are determined by the geographical position and cooperative regionalism considered from their involvement in three European security institutions – North-Atlantic Treaty Organization (NATO), The Council of Europe (CoE), and the European Union (the EU) (appendix 1). The EU has developed a comprehensive security structure incorporating numerous cyber-security concerns, actors and agencies, as well as cooperation forms and legislation. As a result, I have drafted most of the research on this regional security institution’s initiatives. In cyber-security, an active cooperative structure is required as these unlawful activities are not limited to one jurisdiction alone. This perspective broadens the security agenda by requiring a horizontal and vertical approach involving public and private sectors, groups and
individuals.\textsuperscript{32} Rothschild has described security interactions between sectors and actors as:

“[D]iffused in all directions from national states, including upwards to international institutions, downwards to regional or local governments, and sideways to non-governmental organisations, to public opinion and the press, to abstract forces of nature or of the market. The geometry…. is… of dizzying complexity”.\textsuperscript{33}

This citation captures the core element of this thesis. Security governance and practices are defined by the complexity that blurs the overview of the hybrid networks structure, the different actors and the organisation of security responses. Nevertheless, the nature of cyber-risk requires a broadly formulated approach where the security actors attempt to cover as many potential risk areas as possible. The aim of this approach is to understand European cyber-security strategies and their governance forms, which will involves looking at existing definitions, concepts and governance forms in order to obtain knowledge about a growing security concern.

The scope of this thesis and my contribution to the existing knowledge and literature is linked to five different areas. These areas are discussed throughout the thesis. Firstly, I include the European region. I have focused on this region, because it has been an area in which several significant conflicts have occurred in the last century (appendix 1). As a result, several security agencies and institutions have been established to prevent future conflicts and security concerns, and Europe has been at the forefront of the cyber-development in the last decade. This prime position has resulted in the introduction of a significant number of cyber-security strategies, road maps, and action plans to manage the growing number of cyber-risks, which are useful for my analysis. Another reason to include the European region is that the development of cyber-security responses are more established in Europe compared with other regions – and these responses continue to develop at a fast pace. In this context, the governance forms are primarily based on cooperation and hybrid networks created to increase resilience in the area. Despite the great potential of using Europe as a case study, I have not been able to find any scholars who have used it for this purpose, apart from when carrying out an analysis of specific issues, institutions or legislation, such as the Council of Europe’s Convention on Cyber-crime, NATO, and fragmented areas of the EU. I find it interesting that European cyber-security strategies are left out of academic research.

Secondly, the foundation of the study is anchored in nodal governance, which derives from the work of Shearing, Burris, Johnson, Wood and Dupont. As a result of using the nodal foundation, this thesis will differ from other cyber-security studies because it will bring the work of Shearing et al into the internet age.\textsuperscript{34} The way in which Shearing et al understanding security is compatible with the extended use of hybrid networks in cyber-security, where governmentality plays a significant role in framing and analysing security responses. Nevertheless, this area is already thoroughly investigated by scholars such as Dean, Rose, O’Malley, Valverde, Garland, etc. The research conducted by these scholars is primarily based on a conceptual discussion or in combination with the concept of risk, where I narrow down the discussion to cover anticipatory governance and practices.\textsuperscript{35} Discussions on threat and threat-based policies have been monopolising security discourse for decades. The result of using the concept of risk as the primary focus allows me to set these threat-based policies aside. Instead, I concentrate on the uncertainty and the high probability of cyber-risks in relation to cyber-governance.

The concept of risk is critically reviewed in security literature, and technologies of risk-management deployed for the purposes of security governance are well established. Consequently, prominent security scholars influence the progression of the risk-based analysis in this thesis, i.e. Beck, Luhmann, Ewald, whereas McCulloch and Pickering, Amoore and de Goede, Walklate and Mythen, O’Malley, Garland, Aradau and van Munster, etc., contribute significantly to the literature reviewed in part one of this thesis.\textsuperscript{36} A large number of security studies are based on counter-terrorism measures, practices and governance forms, which have occupied security studies significantly since 9/11. This thesis has a different scope because I have chosen to link the discussion to emerging security issues which are surfacing in a socio-technology environment because of the increased reliance on computer technologies. This signifies that ‘good’ technological development can quickly embrace the ‘bads’ in a paradoxical

relationship. These ‘bads’ constitute a severe risk, and the responses to them are developed from a future-oriented perspective where security actors develop anticipatory measures and governance forms to manage the potential cyber-risks.

Thirdly, I have chosen to include anticipatory governance to the security framework. The growing focus on risk in everyday life requires security actors to manage cyber-risks in order to increase resilience and decrease vulnerability through governance forms. Critical security scholars, such as O’Malley, Rose and Lentzos, Wakelate and Mythen, Aradau and Van Munster incorporate imaginative scenarios, resilience and preparedness in their research. In this thesis, I have linked the critical risk literature together with literature addressing governance and practices of anticipation, such as resilience, preparedness, precaution and pre-emption. As a result, I believe that the concepts of resilience and risk are interlocked in a complex structure that has emergent qualities that infuse the security environment with uncertainty. Nevertheless, none of these scholars applies the concept of resilience and preparedness to the virtual world by merging the social and technological development with the proactive security approach.

In this thesis, I have focused my analysis on anticipatory governance and practices introduced to enhance the resilience in society by targeting vulnerabilities in CI, CII and ICTs. These vulnerabilities are arising from the rapid socio-technological development and the growing reliance on cyber-space in everyday life (chapters 3 and 4). In practice, this means the governance structures enable security actors to develop different forms of rules, regulation and practices, i.e. through transnational and cross-sectoral cooperation (chapter 5 and 6). My own understanding of cyber-security mirrors the constant changes in cyber-space, computer technologies and electronic communication. Therefore, the concept advances in synergy with the anticipatory approach. This has also been the catalyst in other fields of science, where the socio-technological development is vital. I have chosen to include the anticipatory governance similar to other emerging areas, such as nanotechnology, computing, climate change and synthetic biology.

Fourthly, I will focus on cyber-security and its application in a broader context. In doing so I will not just limit my focus to the concept of cyber-crime, which will distinguish this thesis from a number of socio-legal studies in this field. Academics such as Denning, Wall, Yar, Deibert and Rohozinski, Arquilla and Ronfelt, and Dunn Cavelty have done pioneering research to enhance the understanding of cyber-security. However, a remarkable gap in the literature remains by ignoring European risk-based security strategies and anticipatory governance and practices. Cyber-security and its sub-categories of cyber-crime, cyber-warfare and cyber-terrorism are mostly interpreted from a general perspective, or from the viewpoint of the United States (the U.S.), the national state or by using a particular area of the concept. My contribution to the existing literature derives from two case studies where I investigate European cyber-governance forms and practices, i.e. cyber-security and cyber-terrorism. In the first case study, I investigate cyber-security based on a broad governance discussion, which sets out an overall framework for managing cyber-risks in Europe. In the second case study, I narrow down the research to one particular security sub-category under the cyber-security umbrella, where I investigate the emerging concept of cyber-terrorism. This particular area of research lacks a clear definition and as a result, the concept is partly divided into counter-terrorism and cyber-crime regulation. Additionally, cyber-terrorism has previously been neglected in academic literature, with most studies focusing on the two sub-concepts of cyber-security, i.e. cyber-crime and cyber-warfare.

Fifthly in this thesis, I use two well-known security approaches which have emerged from the Cold War, i.e. the Copenhagen and the Paris Schools. These critical security perspectives are essential for understanding the structures of the emerging cyber-risks and the features embedded in security actors responses. By outlining these security concepts, I am able to examine the depth and the breadth of European cyber-security strategies necessary for the execution of anticipatory governance forms. Dunn Cavelty

has used both approaches, but her application was linked to U.S. cyber-management.\(^{43}\) I acknowledge that the two schools are critical approaches focusing on the analysis of governance and practices by exploring their political effect. The two security approaches generate insights and clarify the use of anticipatory governance. Although the securitization (Copenhagen) and the management of unease (Paris) are deployed to understand cyber-security, there is a lack of research concerning an in-depth analysis of the practices of governing cyber-security in Europe. Therefore, this unexplored area is included in this thesis. This thesis tweaks the Paris School’s perspective and gives it a new foundation for understanding cyber-security on the strategic level. In relation to the Copenhagen School, I look into a new interpretation of the Copenhagen School’s securitization by Nissenbaum and Hansen.\(^{44}\) This theoretical perspective appears to be a work-in-progress. Nevertheless, it gives a new dynamic to the discussion, and I chose to use this new understanding of securitization to utilise cyber-security.\(^{45}\)

1.4 Methodology
This thesis is based on qualitative research where I have analysed data from a variety of sources. The identified research objectives require a qualitative - rather than quantitative - approach as I have examined cyber-security based on a documentary analysis where I reviewed relevant academic literature in order to advance the theoretical cyber-security framework in the case studies (section 4.9). This is an interdisciplinary research project, where I have used sources from different research areas regardless of their scientific origin, and I have conducted interdisciplinary research where the theoretical basis spans different academic fields, such as political, sociological and legal insights. In order to identify, select, discuss and conclude on data found in the documentary research, I have used a mixture of a top-down approach and a grounded approach. This section outlines the underpinning research methodology by explaining how I have answered my research objectives. This is followed by two sections which narrow down the research areas. Firstly, the overall research area is described in section 3.2 and this is illustrated by figure 2. This area outlined the research area for the first part of the thesis. Secondly, section 4.8 synthesises the theoretical and the substantive parts of the thesis and this is illustrated by figure 7. However, it is also important to read this section together with


\(^{45}\) Hansen and Nissenbaum (2009).
the case-study methodology in section 4.9, because this section contains a more detailed explanation of the methodology used.

In this documentary analysis, I have analysed documents from within the framework of the two security perspectives, i.e. The Copenhagen School and the Paris School (chapter 4). While I do not adhere to a particular security perspective or school, I have drawn upon two perspectives to understand security in order to delineate my own approach. This study only involves the principles of the two security schools to investigate the core elements of cooperation and governance. In doing so, I have limited the scope of the security study by leaving out other influential security perspectives, such as critical security studies, military/strategic studies, peace theory, feminist security studies, human security, etc. Although these perspectives are influential and useful theoretical security perspectives, they are less compatible with the aim and the scope of this thesis.

I have used the Copenhagen School and the Paris School to criticise and sharpen the understanding of cyber-security structures because I want to utilise the parameters and the limitations of current governance forms. These two security schools offer a particular stance on security, which allows me to cover two different sides of the debate on cyber-security and governance (chapter 4). Both the Copenhagen School and the Paris School are critical approaches and both schools are related to security-discourses. Their critical perspectives on how security is managed make them relevant to include in the analysis of the complex cyber-governance area. In this context, I have focused on the history of discourse, information regarding the development, all its interrelations and transformations in relation to cooperation and nodal governance, and the critical approach of the two security schools. In the documentary analysis, I have included the two schools and their critical understanding of security to discuss the processes of discourse, the thresholds, which have led to a different perception of security, cooperation and the actors involved in the process. This framework enables me to analyse governance by differentiating between rationalities and the technologies of

government, cyber discourses and the practices of different realities and heterogeneous strategies.48

This documentary analysis has enabled me to examine a large number of documents and it provides me with particular lenses for understanding and developing the research guided by the research objectives. I found this analytical concept useful for discussing cooperation, security actors and the complexity of cyber-security governance. From this perspective, I have adopted a constructivist analytical stance because it is impossible to predict the future, and therefore it is necessary to construct the security issue based on an objective and subjective perception.49 In this thesis, cyber-security develops from a political and social construction, where social and technological developments are imagined to manage the techno-scientific cyber-risks. This stance has allowed me to acknowledge the subjectivity and my involvement in the construction and interpretation of the data.50 Chapter 4 provides a more comprehensive outline of the methodology, where I have synthesised the research by connecting the theoretical foundation and the substantive analysis. Strauss and Corbin have developed the grounded theory around the use of particular research techniques, and these are applied in this section (section 4.9).51

The thesis is based on empirical research, where I have combined a top-down approach and grounded approach (chapter 4).52 This indicates that I have not carried out an objective selection of knowledge by hoovering up the entire cyber-security field, and consummated it before highlighting the different rationales involved in this necessary to progress this research. Instead, my research and understanding of cyber-security derives from a selection process. In this process, I have established the research area based on a top-down research approach using the keywords in section 4.9. These keywords are useful for narrowing down the research and to outline relevant discussion areas.53 Secondly, I have used a grounded approach, because I did not begin the research with a hypothesis but took a range of data sources, analysed them using a range of qualitative

53 Sabatier (1986).
methods and grounded my understanding of the problem in my observations (section 4.9).

Cyber-security is an emerging area, and traditional sources are not up to date with the constant technological changes, and this forces me to include other alternative sources for my data collection (section 4.9). Thus, I needed to collect a broad range of alternative material which shed light on questions under study.\textsuperscript{54} Grounded theory is based on a systematic and flexible form of collection and analysis of qualitative data, and this method allows me to seek out patterns and structures of European cyber-security strategies.\textsuperscript{55} I have grounded the data collection and analysis by using material from institutional documents, legislation, books, journal articles, reports, newspapers and web-pages (section 4.9). By carrying out the procedure of data collection and analysis systematically within the already established framework, I am able to proceed to capture all potentially relevant aspects of the topics as soon as they are perceived.\textsuperscript{56} This signifies that the research strategy is not a linear process. Instead, it is an ongoing selection-process, where I have identified research areas, selected sources, and assessed and analysed the material to determine the relevance for this study and to develop a critical understanding of cyber-security and governance. The inclusion of a variety of data generates an initial understanding of European anticipatory risk-policies, which is useful for analysing and concluding on the findings.

This thesis consists of two parts, using two different perspectives, i.e. literature review and case study. In the first part of my thesis, I have carried out a literature review to establish the theoretical foundation of cyber-security. I made a systematic review based on the research objectives in order to progress arguments relevant to the thesis.\textsuperscript{57} I have used the literature review to reinterpret existing publications, which are relevant to my two case studies. As a result, I have included materials from different sources in order to explore possibilities, rather than follow a strict and defined investigation.\textsuperscript{58} To do so, I have reviewed a number of data to understand the concept of cyber-security, i.e. cyber-space, threat and security, nodal governance, risk, anticipatory governance. The first case study is related to European cyber-security and the second is related to cyber-
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terrorism. I have specifically chosen these areas because they are strategically important, and I have used the two case studies to carry out an in-depth and detailed examination of cyber-security and its related conditions.\textsuperscript{59} This approach highlights a particular way in which discourses engage with the present understanding of cyber-security by explaining how security methods and practices have developed. My strategy for analysing the documentary material aligns with the theoretical approach I have adopted. The key areas I was looking for in data were the same which the theoretical framework suggested were important (section 4.9).

1.5 Structure of the Thesis
Cyber-security strategies reveal a new security direction, which I will critically investigate throughout the analysis of anticipatory governance introduced in the European security framework. I have divided the thesis into two parts. Chapters 2, 3 and 4 will create the theoretical foundation based on a literature review in order to conceptualise security theories, approaches and concepts. In the first part of my thesis, chapter 2 defines threat and security and outlines the historical development of security processes and cooperation since World War I up to the recent security paradigm. This chapter also introduces the concept of cyber-security, which creates the foundation for discussing cooperation, risk and anticipatory governance. Chapter 3 is essential to the framework by theorising the overarching perspective of this thesis as nodal governance by utilising the understanding of governance forms and practices and the use of multi-actors. The concept of risk and its usefulness enables me to progress the cyber-security analysis, because I position anticipatory governance central to this thesis. As a result, my conceptualisation of cyber risk-management and governance includes resilience, preparedness and preventive tools, which all have a significant place in the ongoing security circle (figure 6). Chapter 4 defines and analyses two critical security schools developed in the aftermath of the Cold War. Both the Copenhagen and Paris Schools are critical to any study of security, and I have included them both because they are significantly influential in many areas of the security spectrum. In this thesis, they are fundamental to improving the empirical examination of cyber-security in chapters 5 and 6. The final part of chapter 4 connects the two parts of my thesis and explains the methodology used in part two. In this part, I have discussed the core elements of the substantial analysis, i.e. cooperation, security actors and the development of

anticipatory governance and practices. Moreover, in section 4.9 I have outlined the methodology for the case studies.

To progress the discussion, chapters 5 and 6 constitute the substantive analysis of the two case studies I have used to investigate the use of anticipatory governance in current cyber-security strategies. Chapter 5 advances the overarching concept of cyber-security and anticipatory governance. The discussion follows the outline made in the previous chapter regarding cyber-security governance and cooperation on different levels. The last part of the study is divided into sub-sections. These sub-sections will include state governance, technical governance, awareness-raising and education, self-defence and self-governance. Chapter 6 covers cyber-terrorism, which is an emerging area within cyber-security. The structure of the analysis follows chapter 5 and focuses on the protection of CI, CII and ICTs, where different forms of cooperation and governance are integral parts of the discussion. This chapter focuses significantly on the EU response, and includes the development of Public-Private Partnerships (PPPs), which have emerged as an alternative to the transnational structure. Finally, the last chapter sums up the analytical framework developed in this thesis. I conclude the analysis by outlining the original contributions and discuss the findings from the case studies.
PART ONE: THE THEORETICAL FOUNDATION OF ANTICIPATORY CYBER-SECURITY

2 The Evaluation of Security; From Threat to Risk

2.1 Introduction
Cyber-security is considered a growing political, economic and social threat, which is constantly evolving and challenging high-tech users globally. The way in which security is understood has developed rapidly over the last century, and this has had an influence on the recent risk-based security paradigm. In this thesis, the focus is on Europe, defined by its geographical, cultural or historical criteria (appendix 1). The contemporary understanding of European security is a direct consequence of wars and conflicts in the last century. Over the years, territorial war and conflicts have changed the security landscape beyond the military approach, and security has progressed from being a pure defence mechanism to becoming a broader concept, including non-military security problems. However, threat is not a static concept, and the definition cannot be fixed to one particular end. Instead, it is important to link the understanding of both threat and security to a particular time and place because the two concepts differ between persons, situations, conditions and times. I have set out the foundation for understanding cyber-security by going back in time to observe which parameters have been significant and how they have developed over time. This enabled me to understand the way in which cyber-security is seen and governed, and it has been the underpinning foundation for progressing the research objectives outlined in chapter one.

This chapter is introductory to the whole thesis, and it frames the concept of security to enhance the understanding of the growing awareness of cyber-security and anticipatory governance through an analysis of the conceptual development of security. In this chapter, I outline key security dimensions to establish the discussion regarding the structural design and dynamics of cyber-security risks. I focus on how security and cooperation have changed over the years by anchoring the historical outline of Foucault’s work on the archaeology of knowledge (section 1.4). I analyse the historical development of security from WWI until the present time. This analytical foundation is based on how particular security strategies and measures can generate an
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understanding of the concept of cyber-security, its application, and the actors involved. Additionally, I outline core elements included in the concept of cyber-security.

2.2 Conceptualising the Relationship between Threat and Security

During the Cold War, threats were defined militarily from external sources. As a result, threats activated a defence mechanism to protect the sovereign state. In this hostile environment, new directions in security studies slowly began to emerge, including non-military security issues. In this thesis, I frame the concepts, and position them in the correct historical period and geographical place in order to discuss the latest threat emerging because of technological development. Anticipatory governance forms have advanced in the risk-based security framework compared with traditional threat-based security. Nevertheless, I dedicate time to outline the concept and the historical development in terms of cooperation, institutions, and governance and practices. The underpinning concept is still prevalent as a secondary management form to catch unnoticed dangers if they transform into actual threats (chapter 3).

The definition of threat and security has changed over the years, and I consider the definition made by Ullman in the 1980s to be highly topical because of the way in which cyber-security is framed and governed. His work was pioneering because of his expansive interpretation of security that provided a broader understanding of threats at a time when military defence was seen as the only way to enhance security. He stated:

"[A]n action or sequence of events that (1) threatens drastically and over a relative brief span of time to degrade the quality of life for the inhabitants of a state, or (2) threatens significantly to narrow the range of policy choices available to the government of a state, or to private, nongovernmental entities (persons, groups, corporations) within the state." 63

This is a very comprehensive definition, and it is still functional in the current security climate because it defines a variety of threats or risks that a nation could face at any given time without focusing solely on exceptional measures. Therefore, a two-step test can be constructed to examine, firstly, the level of the threat, and secondly, the nature of the threat. This is done to establish if it is an emergency, or a problem that can be solved by standard practices. It is clear that Ullman’s definitions are directly opposed to the traditional military interpretation of security, which is perceived as being an echo from the last century.

2.2.1 Conceptualising Threats

It is almost impossible to separate threats from security as these two concepts are entwined. However, there is a shift from the construction of threat and security as a state concern to an open-ended approach where the state and non-state actors are involved in security. I have used the following two sections to increase the definitional conceptualisation of central security areas discussed in this thesis. The shift is embedded in cyber-security where the technological weaknesses are exploited by hackers, who directly seek out vulnerabilities in computer systems. Ayoob claims that the threat is linked to vulnerabilities, which threaten or have the potential to bring down or weaken state structure territorial, institutional and governing regimes.\textsuperscript{64} Buzan et al. accepts that threats and vulnerabilities are no longer purely linked to military defence, but it has a broader scope.\textsuperscript{65} These definitions are important. However, it is necessary to take them one-step further because anticipatory-risk has another scope and this concept has become the operating concept of security and, thereby, it circumvents previous threat-based definitions (chapters 3 to 6).

The way in which cyber-security is conceptualised and managed cannot be comprehended in an analytical framework where exceptionalism is central. Cyber-security fails to be categorised by its normal or exceptional nature. Buzan et al. claims that security issues have to meet strictly defined criteria that differentiate them from the usual run of the merely political.\textsuperscript{66} However, I find this definition too narrow. It is a fact, that threats can arise from a number of different sources, and the common determination for threats and security is the way security is framed, perceived and assessed. I also reject the idea that the threat can only be considered within the normal politicised area. Threats can be destructive regardless of their position in the politicised system and the way the discourse is framed. Nevertheless, it is evident that threats are being assessed differently in the global sphere. I support Beck when he correctly abolishes the internal and external dimension of threat. He states that we all are members of a global community of threats and these threats are no longer the internal affairs of particular countries, because one state cannot deal with the threats alone.\textsuperscript{67} I claim that a new dynamic develops from the global interconnectivity and dependency on computer technology, because computing is common almost in every-day life and

as a result, new threats have surfaced. Therefore, new forms of security measures and governance forms are developed to accommodate the cyber dangers, arising in and from cyber-space, which do not fit the previous threat scenario.

2.2.2 Conceptualising Security

The definition of security is closely linked to threats, and I find it difficult to find a universal characterisation of security despite several attempts to explain and justify the concept. This lack of definition can be transferred to the problem of conceptualising cyber-security in precise terms. Therefore, I outline the common understanding and definitions of security in order to understand the underpinning elements of security. Luciani focuses on an old-fashioned understating of security, where it is defined as the ability to withstand aggression from abroad. Levy supports this argument by linking security to values that need protection. Again, Buzan et al brings in an alternative perspective to the security debate by rejecting the narrow interpretation that security is purely a state concern. Yet, they create a paradox. On one hand, Buzan et al claim that the issue needs to be framed as posing an existential threat to a designated referent object, which does not necessarily needs to be the state, incorporating government, territory or a particular society. On the other hand, Buzan et al still see the state as the primary provider of security as they have the means to ensure the survival of the referent object (section 4.4). From my perspective, cyber-security cannot be pinned down to a pure state problem or related to an external aggression. It is naïve to limit the security framework to the sovereignty of the national state or particular values because cyber dangers cannot be framed in a narrow way because of global interconnectivity. The threats of cyber-attacks are external as well as internal issues, and a clean-cut distinction between these areas cannot be upheld.

Security definitions have become more complex and less tangible; they have become a matter of conditions, rationalities, and interpretations linked to specific security threats. This is a fundamental argument in this thesis, and I argue that the security structure requires a broadly defined security understanding. This is done to encompass the multi-levelled threat structure, which covers a particular way of seeing security

problems deriving from everyday practices. Morgan argues correctly that security is a condition, like health or status, which resists easy definition and analysis.\textsuperscript{73} This subjective security perception is supported by Valverde, who grasps the complexity of security and the lack of definitions. She argues that security is not something we can have more of or less of because it is not a thing at all. Valverde claims that security is just a name used for a temporally extended state of affairs characterised by the calculability and predictability of the future.\textsuperscript{74} This impressive statement encompasses the key element of anticipatory governance central to my security perspective. Job follows on from this argument. The author argues that in principle, four or more securities create problems simultaneously: the security of the individual citizens, the nation, the regime and the state.\textsuperscript{75} Job identifies one of the primary concerns regarding cyber-security, where an unbalanced view of security discourses creates problems. The main problem is that different community groups or security actors perceive threats differently, and therefore, knowledge exchange, resource allocations and measures remain insufficient. As a result, uncoordinated security approaches jeopardise the security level because a lack of understanding of the area creates gaps in the security framework. In relation to cyber-security, for example, these conditions allow the security actors to patch the security gaps, but not to solve the underlying issues globally. The main problem is that the governance structure has become a very complex and differentiated perception of the severity of cyber-crime, and its socio-technological impact makes the interplay and competition among the various security actors’ problematic (chapters 5 and 6).\textsuperscript{76}

Both Wolfers and Booth analyse the subjective and objective nature of security, which is highly relevant in terms of protecting the virtual world. Although the Internet is an imagined free space for the exchange of ideas, we know only a little about online threats and technological developments in the future (section 1.1). As a result, it is only possible to perceive cyber-dangers by using a subjective and objective interpretation, and there are areas that slip through the assessment and categorisation. This follows the argument that complete security does not exist, as this would require that no threat is present.\textsuperscript{77} I believe that it is naïve to think that a fully free society, which is built
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entirely on liberties, can exist without any security measures. Security and liberty are contested concepts, which act as signposts for an ideal, which we seek, but can never achieve. Instead, it is possible to balance the concepts to find a middle ground where security is held in check by the libertarian stance. This discussion is ongoing, and a solution cannot be reached because liberty vs. security can never be objectively interpreted, as the interpretation will always be linked to a certain time and place – and the framing of a particular concern. In this thesis, I promote the understanding that security is a condition that needs to be handled in different ways, either in order to neutralise the threat or to avoid the risks mutating into actual threats. This is in line with Wolfers’ security definition, where he focuses on the objective and subjective nature of security. He correctly states that security could be approached objectively where there is a real threat, and subjectively when there is a perceived threat. Booth supports this idea when he argues that security is an instrumental value is at the heart of the political significance of the concept. In order to understand this, three distinctions are necessary: between absolute and relative security, subjective and non-subjective threats, and survival and security.

The definitions above fail to provide a precise and comprehensive understanding of neither threat nor security. Moreover, they do not enhance the understanding of the growing significance of multileveled security, which is useful to comprehend and advance the empirical cyber-security research. Instead, they act as indicators for ways of seeing security as a concept, which give a fragmented explanation of what security can be, and how security can be analysed. To get a conceptual understanding of the parameters used to define cyber-security, I extend the discussion to include in a historical analysis of certain aspects of security. In the following sections, I argue that historical events or paradigms are not only useful for reviewing previous security concerns, but they are also relevant to our understanding of the fragmented and differentiated security perspective, which has transformed over the last century. Interpretations of experience show how the long-term effect of events, security trends,
security perceptions, and security changes have influenced the way cyber-security is perceived and governed.

### 2.3 The Development of Security

Discussions on the issue of threat and security go back in time and have been a topical issue for centuries. Still, it is possible to establish different security models linked to special situations, i.e. war or conflicts. Therefore, it is important to establish how these changes have shaped our understanding of threat and security. By studying the historical evolution, it is possible to create a foundation for discussing cyber-security discourses and management forms relevant for security studies in the 21st century. In Foucault’s archaeology of knowledge, the analysis seeks to describe the history of discourse, and how thing are understood with all its interrelations and transformations (section 1.4). Historical analysis is therefore not only related to questions of procedure, but also with theoretical problems.  

According to Foucault, instead of studying the origin, these archaeologies examine the archive:

“[S]ystems that establish statements (´enonc´es) as events (with their own conditions and domain of appearance) and as things (with their own possibility and field of use)”.  

Central to Foucault’s way of seeing things in a historical context, is that the systems of thought and knowledge are governed by rules defined by conceptual possibilities developing from ideas and languages used in a given domain and period. Each of these provides meaning to the understanding and the construction of discourses in the current security paradigm. According to Foucault, modernity is not reducible to existence prior to the interpretation of it. Instead, Foucault highlights how ‘historical a priors’ do not give a priori to all experience, but rather they give attention to experiences that constitute the condition of possibilities of a particular era. These shape the perceptions of particular paradigms; yet, they do not highlight any absolute truth, only a way of seeing.  

In line with a Foucaultian analysis of discourses, the concept of security has shifted in response to particular historical events. This development gives particular insight into the understanding of cyber-security, as this security form has shifted in response to
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particular events. Because of modern technologies, a change in modern warfare from the 19th century created new strategies and ways of understanding security. What happened in and after WWI (1914-1918) had an effect in WWII (1939-1945), and decisions taken in the aftermath of WWII caused the bipolar power struggle during the Cold War. These security conflicts might seem outdated and irrelevant in a cyber-security context, but they are not. Firstly, I argue that it is possible to identify the first trembling and ineffective moves towards institutionalised cooperation as a security management solution, which we have seen accelerate over the decades. In terms of cyber-security, global technological interconnectivity makes it impossible to manage cyber-space without cooperation, different security actors and anticipatory governance forms. Secondly, I argue that there has been a significant development towards individual security deriving from the first attempts to develop rights and freedoms to a personal responsibility to secure cyber-space. Nevertheless, significant changes deriving from the Cold War have broadened and deepened the security agenda, which has created a new analytical foundation for understanding security.

2.3.1 The First World War

First World War (WWI) was described, as the war to end all wars, but this was not the outcome. The war was the result of the industrial revolution during the 19th century, when technological advances had made it possible to develop and use destructive weapons. These new weapons, along with the development of new forms of communication and supply lines facilitated the build up to the first global war. Two important areas of security emerged as a result of the WWI. Firstly, WWI marked a significant shift in international cooperation and the development of the first set of international human rights. In the aftermath of the war, collective security was secured through a new agency, the League of Nations (L.N), which was established in 1919. The main role of the L.N. was to create a forum where states could resolve their disputes instead of aggressively pursuing their own individual interests and ignoring other states. This required that the collective states could oppose aggressive states and use force if necessary, regardless of national interests. It was hoped that the L.N would

90 Weiss and Kalbacher (2008), 131.
93 Hough (2008), 31.
ensure international cooperation, morality, and the diplomatic openness.\textsuperscript{94} However, even though all the member countries agreed on this, the essential platform for cooperation was missing, and the lack of an international institutional system with general structures and practices made the L.N. inadequate as a peacekeeping institution.\textsuperscript{95} Despite the lack of success, I believe that this marked a step forward in international cooperation and human rights, and it paved the way for establishing the United Nations (the UN) as a cooperative institution in the aftermath of WWII.\textsuperscript{96}

\subsection*{2.3.2 The Second World War}

The second change in security came about because of the impact of the Second World War (WWII). This war was a direct result of the L.N.s failure to establish an international forum for security and foreign affairs which could deal with global crises such as the economic crisis in Germany and the collapse of Wall Street in 1929. By the end of WWII, it became obvious that changes in modern warfare had created new threats that required a rethinking of security. The mass-deaths and destruction worldwide, along with unconscionable violence and massive human suffering called for further protection.\textsuperscript{97} This resulted in the development of collective security to prevent future great-power conflicts, which prompted a rethinking of security to include the protection of national and collective security.\textsuperscript{98} I would argue that the two directions, which were the core elements of post–WWII security, were based on a paradox.

The first direction was based on the growing focus on national security and the protection of the sovereignty of the state. In the aftermath of WWII, states and their citizens, hugely mistrusted other states, and security was imposed as a protective measure against international anarchy.\textsuperscript{99} This state-centric approach was understandable after the years of terror and horror experienced during WWII, but unfortunately, it was prolonged by the bipolar conflict during the Cold War. The second direction developed as a contradiction to the state-centric approach was an enhanced form of cooperation between countries. For example, the UN was created from the ruins of the L.N.\textsuperscript{100} The
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UN (and other cooperative organisations) were created, systematised and institutionalised in order to strengthen collective security and avoid faults made by its predecessor by creating an institutional structure. \(^{101}\) Furthermore, an international set of human rights was developed under the UN Charter of Human Rights and in the European Region; with the Council of Europe (CoE) developing the European Convention on Human Rights. \(^{102}\) From a historical perspective, it is understandable why a vast amount of states overcame their scepticism and joined collectives. These states recognised that the benefits of enhanced security cooperation were higher than the cost of independence.

### 2.3.3 The Cold War

The Cold War (late 1940s–1991) was the outcome of the cold peace established between the winning allies during and after WWII. \(^{103}\) After WWII, only two superpowers remained; the USA and the USSR. These two superpowers were locked in a conflict of mistrust based on their different capitalist and communist ideologies. Their political differences were non-negotiable and fuelled by a deep mistrust. \(^{104}\) This kind of war never turned ‘warm’ and consequently, there was a security setback in promoting and developing global cooperation. \(^{105}\) A new conflict replaced the fragile peace after WWII, and this kept the security actors in a deadlock, where security was only seen from a military perspective. The use of nuclear weapons against Hiroshima and Nagasaki in August 1945 started the superpowers’ weapons escalation which changed the security landscape completely. \(^{106}\)

During the Cold War, the UN failed to play a significant role. The organisation turned out to be indecisive and grossly incompetent in dealing with conflicts because it was trapped in the same situation as its predecessor. \(^{107}\) To some extent, this changed after the Cold War when the conflicts decreased. Nevertheless, I believe that despite the bipolar conflict, cooperation moved into the security framework, and different important institutions developed which are important for understanding cyber-governance in the current security paradigm. In Europe, security cooperation developed which resulted in
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the creation of the North-Atlantic Treaty Organization (NATO), The Council of Europe (CoE) and The European Union (EU). NATO is a military alliance focusing on external security challenges and providing a framework for military integration. Internal European integration after WWII began with the creation of the European Coal and Steel Union (ECSC) in 1951. The development of ECSC was politically and economically motivated and was based on a treaty system containing both intergovernmental and supranational elements. This community has over the years changed, and today the EU is considered to be an important security player, both externally and internally in the region. The rationale for this cooperation was to restore Europe and prevent Germany from developing once again into a military power. The desire for lasting peace in Europe brought the countries of Europe in a new model of regional and political cooperation.

Despite the fact that this is not a human rights thesis, the concept has relevance by placing human beings central to the security framework (human security), and as a balancing concept to prevent misuse of state power. Human rights were not only developed through international cooperation in the UN. Regionally, the CoE developed a human rights system in 1949, when the European Conventional system launched a set of rights and the court system. After the Lisbon Treaty, the EU launched its system of rights, known as the Charter of Fundamental Rights of the European Union. Although the tendency to involve non-military issues did begin to gradually develop from the first set of rights established after WWI, the security perspective was still purely on military security. Nevertheless, the understanding of security was challenged and it slowly began to change through different initiatives. The first significant step towards a new security agenda was launched in the 1970s by the Independent Commission on International Development Issues (the Brandt report):

“[A]n important task of constructive international policy will have to consist of providing a new, more comprehensive understanding of ‘security’ which would be less restricted to the purely military aspects... Our survival depends not only on military balance, but on global cooperation to ensure a sustainable biological environment based on equitably shared resources”.

---

2.4 The Historical Shift in Analysing Security Post-Cold War

The end of the Cold War in the 1990s left the world in a power vacuum, and created a significant shift in analysing security. I argue that the Brandt report prompted a major step towards a rethinking of threat and security, and this fostered a new way of seeing security beyond military defence. As a result, I make a between the post-Cold War’s reinvention of security and the fragmentation of security issues, which is central to cyber-security. The Cold War was not followed by another global conflict and therefore, the concept of security expanded to other areas in order to be applicable in times that are more peaceful. Today, non-military problems are causing economic instability, environmental degradation, the dependence on foreign financial resources, mass-migration, organised crime and pandemic disasters. The concept of human security has also developed since the end of the Cold War, and this human-centric security approach emphasises desirable human conditions for people to be secure. 

Human security highlights this new direction by integrating individuals in the security spectrum and within the United Nations Development Programme (UNDP), which has promoted this idea. The central idea is to ensure the welfare of ordinary people. Still, it is hard to capture a precise definition and understanding of this. The UNDP has defined human security as:

“[F]reedom from want and freedom from fear”.

Yet, despite this relative vague concept, human security has changed the security perception by focusing on the relationship between individuals and the state – and, in particular, state sovereignty. Newman raises an interesting question of whether it actually is possible to uphold all the right intentions in human security, calling it a normatively attractive but analytically weak concept. Despite the definition problems, the logic behind the individualistic approach has created an alternative to the security framework by breaking the state-centric dominance. Security in the recent paradigm
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includes both state and individual approach, which is the legacy of this individualistic dimension (chapters 3 to 6).

Security cooperation post-Cold War is characterised as a transitional period; changes are central, and former cooperative structures and institutions are being reinvented to include new threats. The previous construction of threat and security is no longer needed. The UN still struggles to uphold its objectives as a peacekeeping institution and to create the diplomatic foundation for peace. This has created problems, and the consequences were highlighted in relation to the ethnic wars in the former Yugoslavia (1991-2001). During this conflict, the UN showed its inefficiency while peacekeeping on the territory of former Yugoslavia. It was during this intervention that the UN was condemned for participating in the conflict without the political and legal support it required. The result was the same in the conflict in Syria (from 2011), where the UN demonstrated its inability to act to restore peace and security.

Surprisingly, NATO managed to transform itself after the end of the Cold War, when most security experts expected the alliance to disappear, or to simply continue as a bureaucratic organisation to ensure the stability and development into a new security order. No one expected the alliance to reinvent itself and be even stronger than before, but NATO is a leading institution which has constructed a security architecture based on a new reflexive conception (chapter 5). During the same period, a new security agent has developed since the Cold War. After a slow start under the intergovernmental structure, the EU has developed into an internal and external security power. The Lisbon Treaty created a more visible security structure in external affairs, which over time will strengthen the EU’s role as a security actor. The cooperation was previously complicated by the intergovernmental structure due to the diversity of the EU Member States’ national, foreign and security traditions and priorities. The First Gulf War (1990-1991), the Yugoslavian wars (1991-2001), and the Iraq War (2003) exposed the problem of a lack of common stance in international. The internal
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disagreements between the Member States were a setback to developing the EU as an important security actor internationally.\textsuperscript{129}

2.4.1 The ‘War on Terror’

The progress made in the transitional period after the Cold War suffers a remarkable setback in the ‘War on Terror’ era as exceptional measures was used to circumvent legislation, processes and practices designed to protect individuals.\textsuperscript{130} It has been argued that these measures are necessary to manage the actual existential threat by bypassing existing laws and international obligations instead of violating them directly. This is what Ericson calls counter-laws.\textsuperscript{131} The use of counter laws follows the logic that:

“[L]egal order must be broken to save the social order”.\textsuperscript{132}

By adopting a ‘war-like strategy’ as the preferred response to terrorism, the U.S. and others have enhanced the political discourse rather than focusing on the rights and obligations covered by different human rights treaties. This way of framing threats and developing governance forms was the consequence of the Madrid and London bombings, where the reaction was an increase in proactive counter-terrorism legislation and practices. As a response to the threat, the Copenhagen School’s analytical framework, securitization (chapters 4 to 6), and emergency measures have dominated the security agenda.

This security paradigm has significance for cyber-security and the security governance discussion in this thesis, as this period also bridges the development of cooperation on multiple levels with new and alternative governance forms. It is in this period that the focus on risk begins to mutate, and anticipatory management procedures and practices develop (section 3.7). The starting point for discussing cyber-security and anticipatory governance forms is the acceptance of a changing security structure and the way of seeing and governing dangers. Cooperative networks begin to transform, building on a stronger structure, and acting as incitements for pooling resources and working in partnerships. Following these changes, states recognise that they cannot handle the threat alone, and security formations are being strengthened to counter terrorism and
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other emerging threats. However, the cooperation structure is fragmented, and the security issues are diverse. The events of 9/11 can be understood as a new trademark of transnational terrorism which had been developing since the onset of globalisation. The enemy now was not another state, but rather individual actors who were imbedded in terrorist cells throughout the world. It was now evident that new security strategies were needed to manage these new terrorist threats. Terrorist attacks have previously been associated with a small number of states with unsolved and ongoing political conflicts. However, the 9/11 terrorist attack was a turning point in security and modern warfare. The 9/11 attack was the first-time irregular warfare involving non-state actors was the principal plot line, and this had an immediate effect worldwide.

2.4.2 Risk-Security Paradigm

Following the historical analysis, I argue that three features are noticeable. Firstly, the concept of security has progressed from a state-centric approach to a wider security agenda, which includes states, groups and individuals. This denotes the way in which a variety of security actors is involved in security on vertical and horizontal levels. Secondly, security is not only related to military defence. The development of security has created a diverse agenda, which involves a large number of non-military issues. Thirdly, to manage these threats, cooperation is necessary, because public and private sectors, groups and individuals are equal targets.

With these three elements in mind, I analyse the shift in security by outlining the current security model which has emerged from the Cold War, the ‘War on Terror’ and globalisation. Complex non-military issues, constraints and social trends were present in previous approaches to security. However, these issues have become more important to the security agenda fuelled by cooperative changes, the focus on individual security, and globalisation. In this thesis, I side with Vedby Rasmussen, who argues that the evolving nature of traditional military security results in security strategies that go beyond the means-ends rationality central to the former security structure. Instead, the core element of security policies contains reflexive management processes based on the perception of the threat imposed and the management of future risks.
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supports this argument by stating that policy-makers consistently use anticipatory measures to avert probabilistic scenarios.\textsuperscript{139} This argument is relevant to understand the security patterns in the following discussion.

In modern security strategies, anticipatory governance and practices have been given a prominent place. This management form has mutated from the pre-emptive wars of the last decades - the NATO bombing of Kosovo, the wars in Afghanistan and Iraq - to be deeply integrated in policy-making decisions and security strategies.\textsuperscript{140} The former U.S. President George W. Bush (The Bush Doctrine) justified the increased use of anticipatory governance by stating:

“[I]f we wait for threats to fully materialize, we will have waited too long”.\textsuperscript{141}

This is a common justification for including anticipatory governance and practice in security strategies, where the fear of the unknown is the main accelerator. In relation to cyber-security, I believe that there is a notable change in the use of threat and risk strategies, although both are related to uncertainty. As stated by Clausewitz, threat assessment is linked to the enemy’s intentions and their capabilities:\textsuperscript{142}

“The first consideration in the combination of a plan for war is to determine the centres of gravity of the enemy’s power, and, if possible, to reduce them to one”.\textsuperscript{143}

I find that contemporary security policies and governance structures are entirely different. They are based on the prospect of managing a future event by setting up preventive barriers to capture risks before they develop and become a greater danger to groups and individuals. Strategies are based on a calculation between probabilities and consequences, and this future-oriented element clashes with past management forms (chapter 3).\textsuperscript{144} Nevertheless, these management structures are inadequate to capture risks. Vedby Rasmussen rightly criticises Gray, Mearsheimer and other scholars for their obsession with past strategies.\textsuperscript{145} By focusing solely on threats, they overlook the most dangerous threat to security; namely the unexpected.\textsuperscript{146} Security practitioners have already recognised this and have created anticipatory management structures that mirror
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the risks, i.e. structures that enhance resilience and preparedness. As stated by Clausewitz:

“Every age has its own kind of war". 147

Over the years, an intricate pattern of cooperation has developed, with new alliances being based on significant policy diversity in security areas. This thesis is concerned with the European region. I have chosen this region because it has a history of developing anticipatory measures. These measures span more than two decades as the region has become subjected to large-scale aggressive acts such as terrorism, cyber-attacks, organised crime and the threat of weapons of mass-destruction. 148 The European region has cemented itself as a valuable security player and has developed numerous security institutions and agencies since the end of WWII. Moreover, I have selected Europe because other international institutions have failed to facilitate a global cooperative culture to counter the threats. One reason for the global fragmentation and differentiated approach towards security issues is that security threats are perceived and assessed differently throughout the world. However, Europe has been open to developing alternative governance methods and alliances beyond regional security institutions, such as NATO, the CoE and the EU. This open approach has resulted in new risk-based security formations and structures based on a variety of different, overlapping and complementary forms of cooperation, which go beyond the normal structures. The U.S.-EU, NATO and bilateral or multilateral security agreements are an integral part of transatlantic cooperation, which may or may not include the involvement of the UN. 149 Furthermore, there is a strong tendency to involve private security actors, and this has been emphasised in security strategies developed by the three leading organisations, i.e. Coe, EU and NATO

2.5 Emerging Security Issues in the 21st Century: The Concept of Cyber-security

New types of security threats have emerged during the 21st century, which circumvent the traditional analysis in the threat-security tandem. The current security paradigm calls for a different management structure based on resilience and preparedness linked to risk-management and anticipatory governance and practices. The most recognised new
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area is cyber-security, which has had an impact on all levels of everyday life, i.e. public and private sectors, and groups and individuals.

Cyber-security is the response to the growing threat of cyber-related crimes, and the concept has developed to provide a safe and secure computing environment for all users. Various international and national institutions have failed to develop a comprehensive definition of cyber-security. This has resulted in a lacuna in understanding cyber-security, where real life activities are combined with the artificial world connected internationally. The International Telecommunication Union (ITU) has tried to create a definition by stating that cyber-security is the collection of tools, policies, security concepts, security safeguards, guidelines, risk management methods, actions, training, best practices, assurance and technologies that can be used to protect the cyber environment, as well as organisations’ and users’ assets.\(^{150}\) Cyber-security attempts to ensure the attainment and maintenance of the security properties of the organisation and users assets against relevant security risks in the cyber environment. It is considered that the general objectives include availability, integrity and confidentiality.\(^{151}\) I would argue that cyber-security can be seen as an umbrella term for numerous, differentiated and fragmented security risks, all of which share one common factor: the use of cyber-space and the Internet. The definition above shows that the field is too complex for one security actor to deal with. Underpinning the argument in this thesis is that this type of security develops in spaces between different geographical areas, sectors and, i.e. international, regional, national, local, and between public and private sectors.

### 2.6 Conceptualising Cyber-space Related Crime

In this thesis, cyber-security is the over-arching theme, which often are called cyber-crime (not to be mixed up with the subcategory of cyber-crime). Wall states that the term cyber-crime, or more rightfully cyber-space crimes, will give:

“\([A]\) greater meaning if we construct it in the terms of the transformation of criminal or harmful behaviour by networked technology, rather than simply the behaviour itself”.\(^{152}\)

Although, I agree with Wall, this is not the accepted terminology in convention, treaties, legislation, journal articles, which all use the confusing term cyber-crime, cybercrime,
or cyber-crime randomly. I would argue that the lack of clarity creates unnecessary confusion between the typologies. In relation to this thesis the overall concept is cyber-security rather than the more correct, but confusing, use of cyber-crime for both the overarching form of crime-crime and the sub-unit; cyber-crime. Since the EU cyber-security strategy uses the term cyber-security as the overarching category, I have chosen to follow that in order to avoid confusion. I have made this distinction between the two areas rather than creating an overly defined taxonomy. Over-conceptualising and re-naming can stall the progress and understanding of the concept, which is already widely accepted throughout world, despite their conflicting names.

Yar correctly states that the creation of cyber-space has opened up new forms of criminal acts, where the criminal activity takes place within or by using networks of electronic communication. These criminal networks use the Internet, the dark net TOR and different types of social media, such as Twitter, Facebook, Snapchat and WhatsApp. Eurojust’s Annual Report 2011 states that:

“The term “cybercrime” encompasses two types of criminal activity: the use of the Internet to commit “traditional” crimes such as fraud, forgery, publication of sexual abuse material, etc., and the use of electronic means to disrupt or completely immobilise information systems”.

Cyber-space is an area where a limited number of activities are visible, and control of the Internet is almost impossible. In the contemporary world, there is a complicated and self-sufficient digital underground economy in which data is the unlawful product.

Cyber-space provides different types of criminals with an

“[I]nteractional space or environment created by linking computers together into a communication network”.

Europol has described cyber-crimes in their annual report on Organised Crime and Trend Assessment (2011) as:

“Internet technology has now emerged as a key facilitator for the vast majority of offline organised crime activity. In addition to the high-tech crimes of cybercrime, payment card fraud, the distribution of child abuse material, and audio visual piracy, extensive use of the Internet now underpins illicit drug synthesis, extraction and distribution, the recruitment and marketing of victims of trafficking in human beings (THB), the facilitation of illegal immigration, the supply of counterfeit commodities, trafficking in endangered species, and many
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other criminal activities. It is also widely used as a secure communication and money laundering tool by criminal groups.  

This report highlights that the wide distribution and availability of technology opens up new ways of committing crimes by misusing cyber-space for personal gain. The speedy developments within this technical environment, and the new ways of communicating have created a new industrial revolution, which has established an information age within late modernity. In addition, I find that the organisation of cyber-space makes this area difficult to manage, as the structure of hacking groups often lack clear leadership. Hacking is delegated according to the hacker’s technical expertise, and most members only know each other online (chapters 5 and 6). Online forums are places for the recruitment of up-coming hackers, who operate in the underground economy, and have a degree of organisation which makes it possible for them to work on specific projects.

The most common terms used to distinguish different types of unlawful online activities are; cyber-crime, cyber-warfare and cyber-terrorism. A cyber-related crime could be an organised cyber-attack using malicious software or malware in the form of viruses, worms, Trojan horses or logic bombs. These types of cyber-attacks differ in motivation and activities. However, I consider it impossible to create a clear-cut definition of the three areas of cyber-security, because the illegal actions largely overlap, and the actors can shift between the different groups. Klimburg comes up with an example of the problem of conceptualising the three areas. Klimburg argues that it is mostly impossible to identify whether an attack originates from the North Korean Army, a lonely South Korean student or the Japanese-Korean Mafia. Indeed, all of these entities could have been involved in the same attack. This is because the conceptualising of cyber-crime, cyber-warfare and cyber-terrorism can be a misleading one when they overlap. However, one thing that I do want to highlight is that these concepts do not comply with state-centric structure or governance forms. The important factor is to look at the underlying motives to determine whether an attack is
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carried out for economic or personal gain, is part of an important cyber-warfare campaign/information-warfare or is based on political, religious or ideological reasons.

Cyber-attacks follow technical innovations, with the denial-of-services (DoS) and distributed denial-of-services (DDoS) being the most common. The DoS and DDoS attacks attempt to make a machine or network resource unavailable to its intended users by exhausting their resources, i.e. overloading the mailbox.¹⁶⁸

![DDoS attack diagram](image)

Figure 1 illustration of a DDoS attack

In addition, bugs, worms and viruses are constructed to hit a designated target in order to meet a particular end.¹⁶⁹ The most dangerous type of attack derives from the use of logic bombs.¹⁷⁰ These hidden files or software packages are small and do not need to communicate, making them extremely difficult to locate. Nevertheless, if the bombs are triggered, they can cause a massive amount of destruction.¹⁷¹ A growing concern is the
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extended use of botnets. Botnets draw together a number of computers to empower large-scale attacks by enhancing computer capabilities (chapter 6).\textsuperscript{172} The problem with botnets is there are an unknown number computers involved, which makes it difficult to trace the attackers.\textsuperscript{173} By using botnets, it is possible to generate a large-scale cyber-terrorism attack that is either carried out with the use of tools affecting significant numbers of information systems (computers), or it is related to attacks that cause considerable damage; disrupted system services, financial cost, loss of personal data, etc. The damage caused by large-scale attacks has a major impact on the functioning of the target itself, and/or affects its working environment.\textsuperscript{174} The harm caused by large-scale attacks impacts on the functioning of the target itself, and/or affects its working environment, which can result in severe economic, political and social costs.\textsuperscript{175}

Previously, attacks were carried out in an indiscriminate and non-structured way. These attacks included the non-controlled, worldwide cyber-attacks known as the Love Bug, Code Red and MyDoom, which created chaos throughout the world.\textsuperscript{176} Today, attacks appear more controlled, and some have an inbuilt code that can target a certain company, software or area. The Heartbleed bug (2014) is an example of how hackers were able to gain access to sensitive material by spreading a bug through the Internet in a controlled way.\textsuperscript{177} The bug is usually considered as cyber-crime, but the same code can be used to obtain information regarding CI, CII and ICTs, to provide information to carry out an attack, which will disrupt or destroy the target. The bug may also have been developed in relation to state-sponsored terrorism or warfare in order to infect the enemy’s computer network, i.e. the Stuxnet attack on Iranian power plants, which set back the program of enriching uranium.\textsuperscript{178} South Korea has claimed that they are to develop similar tools in an attempt to damage North Korean nuclear facilities.\textsuperscript{179} I would argue that this is a slippery slope, because once the Stuxnet code is recognised as a military weapon, it could be open for trade to rogue states and terrorist groups. The virus and DDoS codes can easily be activated by terrorists, who wish to infect a particular programme used by their intended target. However, attacking by using these
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codes can become dangerous, as there is an enormous risk that these computer weapons can end up causing unintentional damage, way beyond its original scope.\footnote{52}

\subsection*{2.6.1 The Typology of Cyber-crime}

Cyber-crime is the most common criminal activity, where the virtual world is used to commit unlawful actions. It is necessary to examine the motivation of hackers to distinguish between the three different forms of cyber-related offences. The underpinning rationale for cyber-crime is to:

\begin{quote}
“[G]ain access to, and to control over, others’ computer systems. Once such access and control have been gained (what hackers call ‘taking ownership’ of the system), a range of further prohibited activities becomes possible”.\footnote{181}
\end{quote}

Most of the cyber-crimes are similar to those carried out in real life:

**Direct or indirect assaults** by threats using emails, videos, or phones, this is also known as cyber assaults or cyber stalking, i.e. sending unwanted emails, which are abusive, threatening, or obscene.\footnote{182} This may involve electronic sabotage, such as ‘spamming’ (junk emails) or computer viruses.\footnote{183}

**Child pornography** is the most contentious kind of online pornography. This form of cyber-crime is distributed through the Internet, which provides efficient methods for offenders to send images around the world.\footnote{184}

**Cyber laundering** of illegal funds is a crime, where money is transferred through the Internet in order to turn it into legal funds.\footnote{185}

**Cyber theft** is a very common offense. This is a crime where computers are used to steal through unauthorised access. These activities can be related to cache poisoning, embezzlement and unlawful appropriation, espionage, identity theft, fraud, malicious hacking, plagiarism and piracy.\footnote{186}

**Cyber vandalism** is yet another type of criminal activity, where the hack attack directly targets the Internet websites and where the content is altered. The computer technology is used to damage or destroy data.\footnote{187}

\subsection*{2.6.2 The Typology of Cyber-warfare}

Cyber-warfare/information-warfare takes different forms, which go beyond the use of cyber-crime as a criminal enterprise.\footnote{188} Rid has claimed that there will never be a global cyber-war.\footnote{189} However, I strongly disagree with Rid’s argument. I would argue that just
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because we have not yet seen any large-scale global cyber-attacks, this does not mean that they will not happen in the future. In the 21st century, it has become clear that cyber-warfare adds a new dimension to military security and warfare strategies. Military warfare is becoming computerised and military means and methods are becoming technologically advanced. For example, the use of drones is now integrated within military strategies. Another example is Israel’s aerial shield with its Arrows III interceptor missile designed to deploy kamikaze satellites known as kill vehicles. These missiles are designed to track and crash into ballistic missiles above the earth’s atmosphere. This system was allegedly inspired by former US President Ronald Reagan’s Star Wars program, the Strategic Defence Initiative (SDI), which was firstly initiated in 1983.

Direct cyber-attacks are part of an ongoing war between states. Yet, unlike traditional warfare, cyber-attacks are not dependent on the best-trained solders or an army that has the most weapons. Instead, successful cyber-attacks are dependent on those who utilise the best hackers and have the most developed technological capacity. Another area of cyber-warfare is introducing malware or hacking sensitive areas of CI, CII and ICTs to obtain confidential information through espionage. Indeed, e-espionage has an indirect impact in the long term as groups or states can use the information to attack vulnerabilities in computer systems. The motivation is different as the sole purpose is to obtain information secretly, but it can also overlap with cyber-terrorism where espionage may be used to obtain information about a particular target (chapter 6).

Beyond the direct involvement of computer technologies in weapons, the use of cyber-warfare covers specific types of illicit actions:

**The threat of proprietary or confidential information.** Hackers may gain unauthorised access in order to steal or copy information. This is different from cyber-crime as the motivation is not economic or personal gain, but to obtain information to be used in cyber-warfare.

**System sabotage, alteration and destruction.** This can be done as a prank, protest or to display skills, which is part of an ongoing conflict.

**Espionage.** The software is launched to determine the system’s weaknesses and to target it. Damage producing software is yet another tool in the information war.
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2.6.3 The Typology of Cyber-terrorism

Cyber-terrorism is the use of different computer networks to harm/shut down CI and CII, to spread propaganda, or to communicate. The growing dependency on information technology gives the terrorists a chance to approach targets, which otherwise would be out of their reach. The more dependent the public-private sectors have become on technology, the more vulnerable it will be to future cyber-attacks. If CI, CII or ICTs are attacked, it could lead to a total breakdown on multi-levels of society if no contingency plans are developed beforehand. Cyber-terrorism is not defined by unlawful activities for personal or economic gain as cyber-crime, nor is it about obtaining secret information linked to cyber-warfare. However, cyber-crime and cyber-warfare can be side-effects or be a part of the terrorist activities depending on the motivation for the attack. Cyber-terrorism is a traditional form of activism, turned into hacktivism using computer-technologies. However, this area is not clearly defined because there is no identifiable actor that characterises cyber-terrorists, nor is it possible to pinpoint their activities, as there are no limits for the use of ICTs. The people involved in hacktivism can be rogue states, terrorists, disgruntled insiders, private companies and political activists. Yet, cyber-terrorism is not only a state concern. Although there have been a significant increase in the number of cyber incidents between 2010 and 2015 which have targeted governmental computer systems, a number of these attacks have shown that private infrastructures can also be a target for terrorists (appendix 5).

The most typical of these offenses are:

Attacking targets that deliver CI/CII. This is especially directed towards loss of power due to attacks on systems, which control and manage power grids. This can be power, water, the air traffic, electronic commerce, emergency services and national defence. This can also involve disruption of computer access to certain areas concerning the attacked area, i.e. the Anonymous group’s attack on Amazon, Visa, PayPal and MasterCard.
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**Disruption of financial transactions.** This is another ‘weapon’, because it can bring the economic system to a halt, as commercial transactions, banking and finance can have a substantial impact on the welfare on every level of the state, i.e. Estonia 2007.

**Theft of secret information** regarding defence and national security can also be significant, as to access essential information in those areas can make it possible to carry out physical attacks in reality. This is an important pathway for hackers in order to manipulate and control these entities.203

**Crippling the transport system.** Corrupting or crashing control computers or networks.204

I have included an analysis of cyber-terrorism in the second case study, which is a sub-category of cyber-security. In contemporary security strategies, it is recognised that the interconnectedness of global CI, CII and ICTs calls for an extensive networked formation to enhance resilience and preparedness including providers and states, whose infrastructure can be targets or used to route attacks.205 The lack of information regarding cyber-terrorism makes it an interesting area for my analysis in chapter 6. It has been characterised as a new form of war, which we only understand in vague terms. Daily life revolves around the digital world, using the Internet, computers and mobile phones. As a result, it is expected that the providers of devices, Wi-Fi and broadband take steps to maximise the protection against attacks, and there is a similar expectation towards governments and security institutions that they will do the same. Experts are warning against the blindfolded belief that these actors can provide an entirely comprehensive protection.206 Although there has not been a significant cyber-terrorism event so far, it has become an increasing problem in relation to spreading propaganda and hiring jihadists for IS in Syria and Iraq. This terrorist organisation openly uses the Internet to raise awareness and distribute its ideology to young people through web pages and social media.207 Moreover, IS uses social media to distribute images of their atrocities, such as the beheadings of hostages.208
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Cyber-terrorism is not only linked to attacks in and through cyber-space. The Internet is the primary facilitator for spreading propaganda and communication, and it can be a powerful tool for mobilisation and radicalisation.\footnote{Siddique (2014), Tran and Weaver (2014) ‘Isis announces Islamic caliphate in area straddling Iraq and Syria’. Tran (2014) ‘Who are Isis?’} It is noteworthy that the terrorist organisation IS has adopted these computer technologies and communication forms, and used them as a corporation for marketing their cause.\footnote{Tran and Weaver (2014), Snow (2014) ‘Isis beheading videos: the scariest part is how well their propaganda is working’.} However, the actions of terrorist organisations are impossible to measure, and no one knows the scale of the use of the Internet as a communication tool between terrorists and/or other organised crime groups.\footnote{Europol (2011b) ‘TE-SAT 2012’,11-12. Miller (2014b) ‘Can Iraqi militants be kept off social media sites?’} Another area of cyber-terrorism is introducing malware or hacking sensitive areas of CI, CII and ICTs in order to obtain confidential information through espionage. Espionage has a similar indirect significance in the long term as the groups can use the information to attack vulnerabilities in computer systems. The motivation here is different, as the sole purpose is to obtain information secretly, which overlaps with cyber-warfare (chapter 6). However, the groups do not necessarily act in secret. It can be a part of their brand to tell the world about their activities online. Groups, such as Anonymous and LulzSec, often hack just for fun, or draw attention to particular issues by disrupting websites or launching DDoS. Group Anonymous also has an accomplished record of leaking e-mails and other material obtained from some of its targets.\footnote{The Economist (2014b) ‘Hackers Inc. Cyber-attackers have multiplied and become far more professional’}

### 2.7 Conclusion

In this chapter, I outlined the relevant security approaches and definitions, and given a historical outline of the understanding of security from WWI up to the current security climate as a part of a Foucaultian analysis. This chapter creates an underpinning foundation for understanding the development of threat-security/risk-security and cyber-security based on anticipatory governance forms. The chapter provides the background, context and definitions necessary for addressing the research objective and the first sub-objective (section 1.2). In the first part of this chapter, I have made a summary of the historical context and background to outline the concept of security and its definitions. The discussion covers a definitional exposition of some of the key concepts. As outlined, cooperation has developed rapidly over the last century. Nevertheless, it is possible to establish the distinctive changes in a historical context, and I have
investigated how international society has slowly formed international security agencies. Different historical conflicts have led to changes in states and non-state actors’ involvement in security and cooperation. I believe that knowledge regarding the different shifts in security is useful for understanding the different parameters included in the emerging cyber-security framework. In the current risk-security paradigm, everything can be perceived as a risk, and this enhances the need for a reflexive security structure (chapter 3). The whole security construction has become very complicated and blurred as different alliances, and cooperation are established, and this is very visible in cyber-security, which covers all possible dangers related to cyber-space. In this context, I have chosen to conceptualise cyber-security and the sub-categories to enhance the understanding of the anticipatory responses and governance forms, which are incorporated in this emerging security area.
3 Perspectives on Security Governance. Nodal Governance, the Concept of Risk, and the use of Anticipatory Governance

3.1 Introduction
Cyber-security problems call for new critical approaches to understanding technological and societal risks emerging from this area, and future policy challenges can only be addressed when we identify the nature of the problem appropriately. In this chapter I reviewed the literature from the perspective of its usefulness in both answering the research question and in its ability to generate insight into the governance structure of a particular security area. Cyber-security is an area that has so far been under-researched. As a result, it is important to focus on the concepts relevant for discussing cooperation, security actors and anticipatory governance. I have chosen to use three perspectives, nodal governance, the concept of risk and anticipatory governance to discuss cyber-security governance. The underpinning foundation of this thesis is that the cyber-security management structure is embedded in nodal governance, and this creates, albeit in a hybrid form, the institutional framework for managing multileveled cyber-security. This chapter enables me to progress the security discussion to the following parts of this thesis by outlining how cyber-security is governed, the underlying concepts and defining anticipatory governance. In addition, I have investigated the way in which anticipatory governance is designed to employ foresight in the creation and execution of plans and actions in the policy process.

Through this lens, it is possible to analyse cyber-security governance. I have also discussed the concept of risk, which has developed to be the preferred security response to managing cyber-space. Under this umbrella term, anticipatory governance and practices are tools used for increasing security of fundamental technological and societal uncertainties. I have developed the discussion by bridging the gap between present and future knowledge in order to enhance resilience and preparedness towards cyber-risks. The chapter is organised as follows: Firstly, I discuss governmentality and nodal governance, as these are fundamental to understanding and executing cyber-security management and implementation of governance forms in the European region. Secondly, I review the academic literature to define the significance of the concept of risk in order to understand the way in which anticipatory governance is organised. Thirdly, I explore the concept of anticipatory risk and proaction to illustrate the position of imagining future scenarios and execute changes ahead of possible cyber-attacks. In
In this section, I investigate security structures developed to manage risk on different levels in an ongoing cycle.

### 3.2 The Theoretical Foundation for Cyber-security Governance

Securing cyber-space has become one of the major challenges at the beginning of the 21st century. The increasing use of risk in cyber-security covers a growing norm, where interconnected computer technologies are seen as fundamental to economics, government, society and culture. Yet, security actors perceive the risks from different perspectives, which subject cyber-management to constant reviews in order to manage the future. Cyber-security covers many different security aspects, spanning from a state-centric approach to individuals as first-line security actors. Therefore, a flexible understanding of security management is vital to embrace all these different aspects.

The use of governance in this thesis refers to the move from the traditional command-and-control approach towards governance form, where people and institutions become central beyond the detailed and compartmentalised regulation from the top. Tait et al states that integrated or joined policy approaches are needed to remove contradictions, inconsistencies and inefficiencies caused by policies or regulations. To address these issues, I have chosen to use nodal governance as the foundation because this governance structure is deeply rooted in cyber-security. This concept is based on the work of Shearing, Burris, Johnson, Wood, Dupont, and it acts as a signpost for understanding the mixture of governance forms and practices developed by numerous actors.

Nodal governance is based on the mentalities, governance forms, and the associated technologies of different nodes brought together in a hybrid network. Complexity and diversity are an integral part of governance, and they are commonly used to describe nodal networks. Anticipatory governance and practices are created within the nodes, which are established to manage unlawful online activities ad hoc. The participants are selected because of their specific knowledge regarding the security issues and management forms. In cyber-security, the standard security processes are diverse, consisting of the Internet, public-private partnerships, markets, informal policy
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networks at the international level, and the whole spectrum of public and private government initiatives.²¹⁸ The essential point when moving the security studies agenda forward is to focus on the relationship between shifting concepts and changing practices – what Foucault calls regimes of power/knowledge.²¹⁹

The focus on the ‘unknown unknowns’ has taken precedence in security where imaginative worst-case scenarios are increasing in order to enhance resilience before events spins out of control.²²⁰ A large number of risk and security scholars, such as Aradau, Holling, O’Malley, Reid, Rose, Rogers and Coaffee, and Walklate and Mythen, have critically analysed the concept of resilience under the risk-management umbrella, and it is clear that this concept is incorporated in the anticipatory governance process of responding to the challenge of the ‘unknown unknowns’.²²¹ The critical understanding of these academics and the research of resilience and preparedness covers a variety of areas within security studies and risk, which are important in order to understand the proactive element incorporated into cyber-security and anticipatory governance and practices. The difficulties, of managing cyber-space and the Internet, derive from the assumption that the virtual world is anarchic (chapters 1, 2). Therefore, cyber-space is not only seen as ungoverned, but it is also structurally ungovernable because it does not have the familiar boundaries of physical space that usually surround security and state structures (section 1.1).²²²

Figure 2 illustrates the way in which this thesis is drafted in order to answer the research objectives. The discussion progresses through the lens of nodal, where I focus on the European governance structure and the cyber-security apparatus. In the next chapter, I introduce two security schools into the cyber discussion. The two schools have different ways of seeing security, which enhance the understanding of cyber-security, highlight the limitations in existing security policies, define critical areas and gaps and generate useful knowledge from their critique.

These two differing perspectives are necessary to examine contemporary cyber-security strategies and their governance forms in the European region. I have chosen the European region, firstly, because three of the world’s most significant security institutions cover this geographical area, i.e. NATO, the CoE and the EU (appendix 1). Secondly, the three European security institutions are at the forefront of developing anticipatory responses to the growing cyber-threat. However, internally in the region, the EU are the most proactive cyber-security actor, and the institution has developed legislation, action plans, guidelines, and practices to enhance cyber-security. Additionally, it has a strong institutionalised framework, which is missing in other regions, institutions, and ad hoc formed cooperation. Based on a literature review, I argue that cyber-security in the European region can be conceptualised as produced by
various networks of actors in a transnational and national, and public and private context. In part two, I investigate how these security actors manage to address the shifting cyber-security concepts and practices in an area where the technological development challenges the perception of security.

3.3 Governmentality and Nodal Governance

To discuss cyber-security, governance and security actors, I need to clarify the way in which I approach security and cooperation developed from a Foucaultian interpretation of governmentality. In this thesis, the way I think of security, and how is it governed derives from this analytical framework. This analytical framework explains the different parameters involved in governing practices, from state regulation to self-defence/self-regulation. Governmentality is based on contemporary practices of governance combining ‘govern’ and ‘mentality’. The term government refers to a more or less systematised, regulated and reflected mode of power exercised over others, which follows a more specific form of reasoning. Therefore, government covers:

“[T]he regulation of conduct by the more or less rational application of the appropriate technical means”. 223

Foucault introduces a differentiation between power and domination. He insists that:

“[W]e must distinguish the relationships of power as strategic games between liberties – strategic games that result in the fact that some people try to determine the conduct of others – and the states of domination, which are what we ordinarily call power. And, between the two, between the games of power and the states of domination, you have governmental technologies”. 224

In cyber-security, numerous forms of governance and practices have been developed to cover a legislative lacuna (sections 5.4, 6.4). This includes a variety of networks, such as state and non-state actors, who develop different techniques of governance. Moreover, there is a high level of self-governance included in the framework, as all computer users have a responsibility to ensure a certain level of security. I believe that governmentality is useful to analyse and understand fragmented and differentiated cyber-security governance forms and practices. It is important to look at the way in which these actors frame cyber-threats and respond to the growing number of threats. It is also important to investigate the different management possibilities which create alternatives to standard policy areas, because of the technological and social dependency on computer technologies in everyday life. As a result, the management

structure includes an increasing number of actors, who all have different incitements and knowledge about protecting critical infrastructure (CI), critical information infrastructure (CII), and information computer technologies (ICTs).

According to Foucault, government is defined as the conduct of conducts of individuals, collective bodies, and organisations created in a flexible and autonomous way.  

“This has been explained as:

“Conduct is the activity of conducting (conduire), of conduction (la conduction) if you like, but it is equally the way in which one conducts oneself (se conduit), lets oneself be conducted (se laisse conduire), is conducted (est conduit), and finally, in which one behaves (se comporte) as an effect of a form of conduct (une conduite) as the action of conducting or of conduction (conduction)”.

The citation above contains a double meaning: the activity of conducting an individual and his/her relations, and the way individuals are being conducted or conducting themselves. The ‘conduct of conduct’ is essential when looking at security and behaviour likely to be regulated by rules, practices and processes.  

Dean correctly argues that governments are to some extent a calculated and rational activity, which is undertaken by a multiplicity of authorities and agencies. These authorities and agencies employ a variety of techniques and forms of knowledge used to sharpen the conduct by working through the actors’ desire, aspiration, interest and belief (chapters 4 to 6).

Institutions seek, through a range of actors, to obtain order and discipline using a set of values and customs in combination, which constitutes different areas of social capital. The central issue in governmentality is the circulation of discourses, where all activities involve a particular level of powers and governance. Foucault describes the use of practices as:

“[W]ith the aim of grasping the conditions that make these acceptable at a given moment: the hypothesis being that these types of practices are not just governed by institutions prescribed by ideologies, guided by pragmatic circumstances – whatever roles these elements may actually play – but, up to a point, possess their own specific regularities, logic, strategy self-evidence, and “reason”. It is a question of analysing a “regime of practices” – practices being understood here
as places where it is said and what is done, rules imposed and reason given, the
planned and the taken-for-granted meet and interconnect”.231

According to Rose, O’Malley, and Valverde, governmentality is:

“[O]ne that seeks to identify these different styles of thought, their conditions of
formation, the principles and knowledge that they borrow from and generate, the
practices that they consist of, how they are carried out, their contestations and
alliances with other parts of governing”.232

The analytical perspective of governmentality is separated from the theory of power,
authority and governance. Using governmentality analysis allows me to ask particular
questions about the issues which I seek to understand through the empirical
investigation.233 Rose and Miller propose a nominalist approach to the governmentality
analysis, and this creates a contrast to the realism model based on a direct objective link
between input and outcome (sections 1.4, 4.9).234 Rose and Miller claim that the
analysis is used to isolate programs, rationalities and technologies, and to examine the
forms of discourses, knowledge and subjectivity, which are entailed in these.235 I
include this viewpoint in my own analysis of cyber-security, where an objective
analysis leaves out the level of uncertainty central to cyber-security and anticipatory
governance. Cyber-security includes too many unknowns, which makes it impossible to
analyse from a pure objective perspective, as we need to imagine the missing pieces to
make the unknown known. Instead, to anticipate the future, this area is framed
subjectively and objectively by viewing the threat and the different responses isolated in
relation to managing each possible risk.

3.3.1 Nodal Governance

In the previous chapter, an historical outline based on Foucault’s archaeology of
knowledge has shown how security has developed from being a pure state concern to a
pluralistic security approach. This outline supports the claim that there has been a
fundamental shift in the security arrangement. Today, security involves transnational
and cross-sectoral organisations, groups and individuals beyond the use of referent
objects (chapters 4 to 6). Nodal governance takes its beginning in the fragmented and
differentiated security construction, which has emerged in the last couple of decades by

research explanations’.
moving security from hierarchical governance structures to heterogeneous strategies. Nodal governance is based on the exercise of power and the involvement of various agents. There is an extended focus on these agents, and because of the way security is perceived, governments are forced to involve state and non-state actors in security management. This means that the study of governance is concerned with the means of calculations, the governing authority or agencies, and the different types of knowledge and techniques involved. Rose and Lentzos state that this is a part of the Foucaultian way of thinking about governmentality, where new technologies are invented or deployed in an ongoing circle to improve security.

Wood and Shearing highlight that security actors are structured, as there is not one single model of governance. Instead, nodal governance is formed by complicated hybrid arrangements and practices, which merge governmentality with various institutional arrangements. This governance form relates to a complex set of relationships in which ‘steerers’ and ‘rowers’ creates collaboration and align their interests. Fundamental for contemporary security governance is the understanding that when the modern state rules, it does not rule alone. Instead, it works in the background of an elaborate network of relations. These different nodes are situated in a complex of institutions, organisations and apparatuses, which involves states and non-state actors, i.e. regulatory state bodies, international institutions and agencies, self-regulating bodies of industry and private companies (chapters 5 and 6). These security actors are seeking to govern the activities of numerous quasi-autonomous initiatives within the security apparatus.

Shearing et al point out that nodal governance is based on a special way of thinking about matters, such as governing nodes, methods for executing the influence over the events, resources to support the management, management of a given problem, and institutional structures. According to Wood and Shearing, governing auspices covers two sides: They are both objects of governance, and actors who govern directly or through others. Fundamental to these governance forms is the development of
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different associations between multiple actors from traditional cooperative agencies and institutions from outside of the established security arrangement. It is not enough to analyse governance structures through political rationalities in which the discursive field and the exercise of power are conceptualised.\textsuperscript{244} Miller and Rose correctly highlight that governance should also be analysed in terms of their governmental technologies. This is based on mundane programs, calculations, techniques, apparatuses, documents and procedures developed in the nodes to manage complex areas, such as security.\textsuperscript{245} I position knowledge, capability and resource exchange central to activities within the nodes, where governance is a domain of cognition, calculation, experimentation, and evaluations based on projects, plans and methods.

Burris et al suggest that the use of both public and private governance has a substantial collective effect. I recognise that it is problematic having both sectors incorporated in the framework. This argument is based on the fact that there is a significant democratic deficit between the stake security actors have in decisions, i.e. their capacity to influence, or be protected (chapters 4 to 6). This claim is fundamental to the understanding of security because this causes problems on the international and local level because there is often an unequal relationship between the resources available, knowledge, and the ability to deal with the externalities of problems to which the actors have little or no control.\textsuperscript{246} After reviewing the literature on cyber-security, I recognise that the nodal construction involves actors beyond the state; citizens take part in the new governmental and hybrid institutions, just as they are involved in improving the security level through self-governance of own actions (chapters 5 and 6). These actors are also significant players in overseeing security, i.e. community policing, set local budgets and monitor public expenditures. Although these non-governmental organisations are not as wealthy or efficient as private corporations, they are still important players in different ways. However, I need to mention that governance is not only reserved for responses to security. Criminal networks, like Al-Qaeda, IS, Group Anonymous, or other organised crime syndicates are seen as agencies of governance.\textsuperscript{247}
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3.3.2 Indirect Governance

Governing through multiple security actors is linked to Foucault’s governmentality. The idea of multiple objectives that need to be aligned is based on Foucault’s argument that governance is the right distribution of things for a convenient end. This is only possible if a plurality of suitable actors can be brought into sufficient arrangement to allow the objectives of governance to be realised.\(^\text{248}\) This is what Rose and Miller calls the profusion of shifting alliances.\(^\text{249}\) I regard changing cooperative entities to be paramount to cyber-security because different risk requires different alliances and regulatory forms. Managing cyber-space and digital technologies cannot be forced into one single form, nor can one actor or agency be responsible for developing anticipatory governance and practices. However, through changing arrangements it is possible to design nodes that have the right knowledge to manage one risk ad hoc. Therefore, nodal governance takes prominence in the cyber-security management combining direct and indirect governance, although this does depend on the way that actors frame and respond to the security issue. Indirect governance is related to market mechanisms - or contractual governance as Crawford has argued.\(^\text{250}\) This is also relevant when discussing public-private partnerships, which forms an important part of the cross-sectoral analysis of this thesis. Previously, the command-and-control approach had been the principal regulatory tool, where the state had a defined role in setting goals, monitoring fulfilment and realigning disagreements.\(^\text{251}\) However, the governance arrangement has changed to a networked governance structure with multi-agency cooperation working across traditional boundaries.

At present, the state has a tendency to outsource parts of security to other actors, such as private companies and organisations.\(^\text{252}\) In the current security paradigm, it is impossible not to involve a range of different security actors, as the risks are ever-present not just directed towards the state (section 4.8). Cyber-security follows this trend, where everyone with access to cyber-space and computer technologies can be at risk. This is interlinked with the management structure, as it is important to include private security actors with specific knowledge of security risks and pre-emptive
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technologies, which are valuable to security governance. As correctly argued by Miller and Rose:

“Political power is exercised today through a profusion of shifting alliances between diverse authorities in projects to govern a multitude of facets of economic activity, social life, and individual conduct”. 253

Marketisation is not limited to the delivery of security outcomes on a local/national scale, but has become a part of a worldwide market, where security services are undertaken routinely through contractual arrangements. 254 Loader claims that the contractual and market processes have had the effect of commodifying governance, which is bought and sold in the marketplace. 255 However, it does not stop there. In terms of cyber-security, there is a profound desire from private corporations and businesses to protect their computer technologies and critical infrastructure by developing anticipatory governance to increase resilience and prepare for an attack. This makes corporations or organisations relevant security actors who operate outside of contractual relations to public security actors. The inclusion of different sectors has resulted in an extended hybrid structure, which is neither public nor private; where public authorities have embraced private management structures and governance forms, and where private industry has taken responsibility to enhance security. 256

Wood and Shearing argue correctly that the security application has changed. For them, the state is no longer the sole power actor in the security framework, but rather an equal member of the nodal governance. 257 Loader and Walker, who have a very critical attitude towards the concept of nodal governance, have contested this stance. 258 Their argument is normative rather than analytical, claiming that there is a distinction between the factual involvement of multiple security actors, and to what extent these actors should be involved in. Loader and Walker claim that the extended use of nodal governance makes the state look like an ‘idiot’. Consequently, the state appears unable to exercise its power, and the bureaucratic construction is unable to make ‘good’ on its well-intentional promises. 259 I disagree with this argument. From my perspective the
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nodal discussion is not about the state being unable to exercise its power, but is about who has the skills, knowledge and technical toolkit to manage the threats. From my perspective, the state can still have a central position in some areas, and outsource other areas to private actors by using knowledge, capacity and resources from other agents, such as other institutions, groupings or individuals. Security is also developed purely outside the scope of the state, where groups and individuals develop security strategies to manage other security threats.

Leander also contests the use of private security actors in the nodal structure because of their overarching economic interest in being involved in security. Leander argues that the aim of the state is to protect its population, territory and vital interests in order to uphold its sovereignty, whereas the involvement of private actors in security is driven by other incentives. Economic gain is the main incentive for private actors, but this does not signify that these different actors cannot work towards a common goal (sections 5.6, 6.6). Private actors have already been cooperative parties for years in the market-based neoliberal governance model. Loader and Walker argue that the involvement of other security has opened the door and allowed those actors with ‘the loudest voice’ and ‘the biggest pockets’ to organise security. This is done in a manner that extends the insecurity of others in an unjustifiable way. I would suggest that this is a fair point to raise in relation to cyber-security. The whole NSA and GCHQ scandal has revealed that there are problems internally with security agencies, which compromise the privacy of states, groups, businesses and individuals. Leander stresses that it is important to remember that private actors, such as private military companies, are not mere armaments of a governments’ policy. They are also individuals and corporations, who follow a market related agenda. The competition in the private market forces the private security actors to lobby their cause with policy-makers, and thereby influencing the policy-makers’ view of security.

Johnson contradicts these arguments, stating that there can be situations where the governments’ lack of knowledge hinders effective governance in some areas or levels.
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Johnson highlights the fact that the state outlines the general regulatory principles for the security governance. Under these circumstances, the government does not need to have a particular preference for a particular community. I believe that the arguments, which are for or against nodal security, are relevant, and it is up to the security actors to strike a balance between their different interests. In the risk-security paradigm, both state and non-state security actors have an important role to play, as the distinctions between sectors, to some extent, are eliminated. This is a significant element in cybersecurity, where individual computer users are first-line security actors, and everyone has the responsibility to protect CI, CII and ICTs. To do so, it is necessary to push differences aside, and agree on security strategies for the areas where the participating parties have a mutual security interests (chapters 5 and 6).

Nevertheless, the nodal framework is very complex and differentiated and I believe the biggest challenge is to create a system, which includes important check and balancing systems. Accountability is considered one of the essential principles, which is increasingly used in political discourses, in order to convey the idea of transparency and trustworthiness. Accountability is about accounting for past action as well as preventing similar incidents from happening in the future. In first instance, accountability is related to regulation and the way in which the risks are seen and responses are framed. Scholars, such as Scott, Mulgan, Lodge, Marshaw, May, and Smith have discussed the blurring boundaries between regulation and accountability, which some have tried to separate. However, I support Scott’s argument that these are linked concepts, which are operating in a continuum. This does not indicate that they follow the same model or structure or is the steering tool in the same way as regulation. From my perspective, the complexity of nodal governmentality and the blurred boundaries between external-internal and public-private creates a serious problem. In this context, power is transferred between nodes, international organisations - and from public to private actors in an obscure mixture. The state-centric model has
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vanished; instead, a problematic structure arises, which is so complex that it loses the oversight dimension in the process.

### 3.4 Risk, Anticipatory Governance and the Concept of Resilience

Anticipatory governance and the use of resilience and preparedness in International Relations and security studies are relatively new. Despite this, the subject area has emerged within a wide range of academic disciplines over the years.\(^{272}\) However, there is increasing concern within the field of security studies about the link between resilience and security with the related concept of risk and anticipatory governance.\(^ {273}\) In the aftermath of the terrorist attacks 9/11, it is possible to see a pattern in the increasing activities about emergency advice, disaster planning, and preparedness. Since the attack, security actors have actively been engaged in imagining worst-case scenarios, developing plans and governance forms which can address uncertain futuristic and technological realities. Dunn Cavelty et al have correctly argued that across various policy fields, resilience has emerged as a universal mode of thinking about the relationship between unpredictable subjects and their complex environment. This links cyber-security and the concept of risk together because the basic assumption about the insecurities of a subject is not only dependant on its vulnerabilities, but also dependent on the subject itself and its ability to uphold stability, survival, and safety of the individual, society, nature, and technical systems.\(^ {274}\) Cyber-security policies are all based on resilience, prevention and preparedness, which position risk centrally within the framework by descending threat-based policies to a secondary place.\(^ {275}\) As a result, threat policies and measures are only relevant as the last resort when anticipatory governance proves inadequate to capture the risks (figure 6).

In this thesis, I have focused on the use of resilience and preparedness as responsive techniques to enhance security of infrastructure, i.e. CI, CII and ICTs (sections 1.3, 3.7 and 3.8). The high level of uncertainty in cyber-security and the focus on possible future events links together security, the concept of risk and resilience and preparedness in order to capture cyber-risks in the constantly changing technological environment. Formulated as a response to the problem of surprising events, the concept of resilience and preparedness draws attention to the changes of epistemic regimes of
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ignorance/secrecy and risk/uncertainty in a complex world where the new and unexpected are always present.\textsuperscript{276} The key to addressing longstanding problems in security practices in emerging computer technologies is the ability to foresee, identify and act upon different cyber-risks before they develop into actual threats. The concept of resilience promises answers to these problems, and at it provides a basis for engaging uncertainty and introducing anticipatory governance forms to manage the risks.\textsuperscript{277}

I have given the concept of resilience and preparedness a significant place because of its close link to the concept of risk and the growing use of anticipatory governance in policymaking (sections 3.7 and 3.8). Although it is a rather broad concept, there is academic literature within the fields, such as human geography, sociology and security studies, which are useful to understand and analyse existing cyber-security governance and practices. In this context, critical security scholars, such as Aradau, Lentzos and Rose, O’Malley, Reid and Evans, Rogers and Coaffee, and Walklate and Mythen have a developed a substantial body of work that covers vulnerabilities in systems, communities, individuals, infrastructure, and institutions (section 3.8.1).\textsuperscript{278} In order to answer my research objectives, I have narrowed down my primary research area to cover anticipatory governance and practices developed to enhance the protection of CI, CII and ICTs (appendix 6). Security actors constantly assess vulnerabilities and develop responses by imagining worst-case scenarios, whereby possible scenarios are hypothetically played out in order to minimise cyber-risks.\textsuperscript{279} I believe that it is impossible to make a clear-cut distinction between risk, resilience and security and the protection of systems, groups and individuals, and infrastructure because the modern lifestyle is based on access to CI, CII and ICTs (chapters 5 and 6). As a result, resilience is fast becoming a mantra of anticipatory governance and security policymaking across a wide range of security risks. The increasing focus on risks in security necessitates contingency planning to protect, maintain and ensure that online activities can continue despite an attack.\textsuperscript{280}

Infrastructure covers a complex mix of networks, technologies, systems, sites, facilities and businesses that all deliver goods and services to people, and thereby, support the
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state, the economy and social well-being (appendix 6). Imagine, for example, a scenario where the infrastructure or computer technologies suddenly break down. There would be no electricity, no heating, no water, no money flow, no telecommunication, no online services available and no access to personal data. The realities of such an attack are nearly impossible to predict. For example, the Estonian cyber-attack (2007) was a wake-up call, and European security institutions, governments and private companies realised that there were huge consequences to developing an advanced information society. In Estonia, hackers blocked websites and froze the entire Internet infrastructure i.e. banks, official documents and email accounts. The attack was a revelation internationally because it became evident that it was possible for hackers to shut down a country’s infrastructure. Today, this cyber-attack is seen as a ‘taster-session’ and it outlines how vulnerable society is if infrastructures, such as CI, CII and ICTs, are attacked. This attack increased the pressure on policymakers, security actors and individuals to develop governance forms and practices in order to manage future cyber-risks. In practice, this means that a number of security actors, groups and individuals aim to decrease technological vulnerabilities by introducing a number of anticipatory rules, regulations and practices to manage risks and to recover after an attack. As a result, security actors and providers of CI, CII and ICTs have increased resilience building towards possible cyber-dangers long before they have occurred in an attempt to influence them long after they have happened. I find that this growing use of resilience and preparedness planning under the concept of risk interesting as it constitutes a never-ending circle of security-management and rethinking of security-strategies and measures (section 3.8.1).

In the following sections of the literature review, I will elaborate further on the different concepts and their interconnected relationship concerning the concept of risk, anticipatory governance and the use of resilience and preparedness in cyber-security.

3.5 Conceptualising Risk

Nodal governance has set out an overarching foundation, and the concept of risk provides the actors with a way of seeing and responding to the dangers in and from
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cyber-space before they spin out of control. In this thesis, I focus on risk in opposition to previous threat-based security strategies. The movement away from threat-based policies is the result of a long process, where risk has become the policy-makers’ preferred strategic model to anticipate future events (section 2.4.2).\(^{285}\) Metaphorically, I compare risk-security with a domino effect. If no preventive barriers are in place to stop the risk from mutating to other areas, the result will be catastrophic on multiple levels. This development is a result of the activities of hackers, which requires transnational responses (section 1.1). However, it does not stop here; cyber-risks include a cross-sectorial element because cyber-attacks are directed for a multitude of reasons, i.e. personal and economic gain, espionage, disruption and destruction (section 2.6). Therefore, new problems become non-linear in their causation, and their anticipated consequences become irregular in time and space.\(^{286}\) The global networked structure of security empowers both groups and individuals in society; it breaks down traditional hierarchies and creates new power structures. The information revolution has been fuelled by new techniques and the process of globalisation, which have both acted as a catalyst for changes in the traditional hierarchy and power structure.\(^{287}\)

Beck has a very dark and negative vision of the future. He claims, that:

“[W]e is living on a volcano of civilization”.

This citation highlights that Beck sees the risk society as a catastrophic society due to industrialisation.\(^{288}\) In this context, modernity itself has created threats to society because the side-effects (‘bads’) are the result of industrialisation’s focus on profit and the side-effects of techno-economic development.\(^{289}\) These ‘bads’ are likely to transform and strike back like a boomerang, causing damage in an unpredictable way.\(^{290}\) I follow Beck’s argument that the management of cyber-space is based on an obsession about risk-preventing as the world becomes more focused on the negative risks and the prevention of ‘bads’. Yet, it is hard to predict these ‘bads’ in a constantly transforming cyber-world, where individuals are increasingly dependent on computer systems and networks. The technology development has such character that it is only possible to imagine a limited number of worst-case scenarios based on the particular knowledge in present time. Today, we are more afraid than ever because the focus on risk has
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increased, as the use of technology and technological uncertainties have surpassed our ability to control development.\textsuperscript{291} Technological developments bring about new types of future risks that require constant rethinking of security measures and procedures.

Although Giddens understandably rejects the end of the world rhetoric of Beck, he argues that risks is a product of the society’s preoccupation with the future (and with security) – and this generates the growing awareness of risk.\textsuperscript{292} The social world is organised in a conscious way, which creates greater uncertainties than ever before.\textsuperscript{293} I agree with this standpoint. As cyber-space and computer technology has changed, reality is increasingly being overtaken by the artificial world.\textsuperscript{294} Ericson and Doyle state that attackers intentionally induce the uncertainty of randomness, which applies to not only victims, but also those who fear becoming a victim.\textsuperscript{295} The idea of a growing obsession with risk avoidance is promoted by Furedi, who argues that anticipate future risks have become an important issue in the political debate and social action. Thus, it has become thoroughly politicised issue.\textsuperscript{296} Garland follows the same line of argument arguing that these new hazards and dangers are the result of new processes and technologies. Garland believes that skills used to create the dangers will also be able to create technologies and control systems, which would be able to manage the new risks effectively.\textsuperscript{297} Yet, if these technologies are to some extent inadequate, there will be a call for more conservative precautionary approaches.\textsuperscript{298}

3.6 Defining Risk

Risk has previously been defined as:

“[T]he probability of an event multiplied by the magnitude of losses or gains associated with the event.”\textsuperscript{299}

To conceptualised risk, I use the overarching definition of the concept, which is:

“[T]he product of the probability and consequences (magnitude and severity) of an adverse event [i.e. a hazard]”.\textsuperscript{300}
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The term risk refers to a functional relationship between probabilities and consequences, whereas, uncertainty is linked to the possibility of occurrence.\textsuperscript{301} Dean claims that the risk is a way of ordering reality by rendering it into a calculable form.\textsuperscript{302} Slovic and Weber develop Dean’s argument by saying that risk is seen as a concept invented by human beings to help them to understand and cope with dangers and uncertainties of life.\textsuperscript{303} The concept of risk can be used or misused depending on its relations and the rationale for the different combinations. As a result, O’Malley argues that it is important to look at different areas separately. He correctly claims that we should envision risk techniques in terms of variable configurations, assemblages or ensembles of factors, rather than as fixed types.\textsuperscript{304} Luhmann perceives risk to be the existence of closed systems, where human societies are structured in a variety of self-organising systems that define their reality and their way of seeing risks.\textsuperscript{305} I agree with these arguments, because risk takes different forms and shapes, and it is changeable depending on its relations. However, I find it necessary to analyse risk-management structures to enable me to position anticipatory governance in nodal governance.

### 3.7 Risk-Management

Risk includes a cognitive map for colonising the future, and the adoption of ‘not-yet’ events by simulating precautionary actions against imagined harm.\textsuperscript{306} As a result, risk has become a force for global political and individual mobilisation, where the future is anticipated from speculative risk scenarios to avoid the unwanted consequences that may emerge.\textsuperscript{307} Beck has rightly argued that risk has become a worldwide problem, where states face an equal uniform set of non-quantifiable, uncontrolled risks in all the different areas involved.\textsuperscript{308} This does not mean that the various types of risk can be assessed equally. The formation of risks derives from their different historical backgrounds and their different cultural and political systems.\textsuperscript{309} The spread of geographical risks are hard to measure and manage, as security problems in one place
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tend to affect other areas (domino effect). In a globalised world, risky events can occur anywhere and put security management under pressure.\textsuperscript{310}

Insecurities are the driving force behind the extended use of risk and anticipatory measures in the security strategies. It is clear that most security issues are being managed under the risk umbrella rather than focusing on threats. Uncertainty has a prominent place, and it refers to situations where risk cannot be organised, and where reliance is linked to subjective methods of estimating the future.\textsuperscript{311} This process signifies that the estimations of exposure to risk are non-probabilistic.\textsuperscript{312} However, techniques such as risk categorisation and risk assessment are useful elements in transforming unknown threats, hazards or dangers into known threats. Additionally, future construction will itself contain an element of uncertainty because the management of risk is based on past information interpreted today.\textsuperscript{313} The central problem is to determine the level of uncertainty. Will this particular event happen or will it remain a risk? By definition, the harm is not certain to materialise; yet, it does not mean that the risk is not real. Nevertheless, different management techniques can help establish some form of data, even though it only covers parts of the puzzle.

### 3.7.1 Risk Perception
Risk is considered to have a transformative nature, growing in the uncertain space and only made visible through a process of perception and categorisation. I argue that this is a slippery concept because the risk perception continually changes.\textsuperscript{314} In this context, risk refers to a multidimensional concept where the perception varies among social and cultural groups.\textsuperscript{315} Risk derives from a particular understanding of individuals, groups or communities, which can be risk-adverse, risk-neutral or risk-seeking depending on the problem.\textsuperscript{316} Thus, it is impossible to find a common denominator for risk, which is based on individual perceptions.\textsuperscript{317} What is a risk, and how do we determine that something is a risk? We need to put meaning into this multifaceted concept to make it possible govern this concept. Risk covers a broad scope, and the use of risk depends on
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our own knowledge and interpretation. Garland has given a description of risk in a rather poetic way, stating:

“Risk is calculation. Risk is a commodity. Risk is capital. Risk is technique of government. Risk is objective and scientifically knowable. Risk is subjective and socially constructed. Risk is a problem, a threat, a source of insecurity. Risk is a pleasure, a thrill, a source of profit and freedom. Risk is the means whereby we colonize and control the future. ‘Risk society’ is our late modern world spinning out of control”. 318

The citation from Garland illustrates the claim that risks can be all or nothing, and it is determined from case to case and time to time. 319 I suggest that alternative governance structures are required to manage, develop and understand the different risk-based parameters. This creates intellectual and political challenges in rethinking security based on political, economic and societal changes. Included in the process are the technological progress and the skills of the hackers, which put pressure on the existing system (section 1.1). However, I recognise that the main problem is that risks are perceived differently through the world, which then creates an unbalanced relationship (chapters 5 and 6).

3.7.2 Risk Assessment and Risk Categorisation

Closely linked to risk perception is risk assessment and categorisation, and because of the high level of uncertainty, it is important to calculate the likelihood of risk occurrence. Douglas states that the risk turns uncertainties into probabilities. 320 Therefore, the concept of risk is a blurred and complex notion. The difficulty of preventing risks and the problem of defining risks derive from risk itself, its perception, its transboundary nature and the lack of precise predictions about the future. These different elements constantly mutate and transform. Garland explains the high level of uncertainty as:

“Risk begins where certain knowledge ends”. 321

Rumsfeld’s famous speech from 2003 regarding the ‘unknown unknowns’ emphasises the problems of uncertainty and unpredictability:

“The message is that there are no “knowns”. There is a thing we know that we know. There are known unknowns. That is to say, there are things that
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we now know we don’t know. But there are also unknown unknowns. There are things we don’t know we don’t know”.

This statement enhances the understanding of the dynamics of risk, and it highlights the fact that risk can be divided into two categories. Firstly, there are risks that are known and manageable. Secondly, there are risks that need to be known as they emerge as unintended consequences of something. From my security perspective, this problem creates a vision of risk as a Chinese box; where there are several unknown areas encapsulated within which are already known, but are just waiting to be opened. These risks can only be known using existing knowledge to construct the reality of the risk waiting to be assessed. However, to clarify the high level of uncertainty, Rumsfeld continued his speech by explaining the ‘unknown unknowns’ is a metaphor, saying that the absence of evidence is not the same as the evidence of absence. This statement signifies that just because the evidence is missing, it does not mean that the issue does not exist. However, when the assessment is complete, we only have the first two pieces of the puzzle, rather than all three.

3.7.3 Governing Risks
Risk-management is a way in which we govern and how we are governed by particular constructions. Risk derives from knowledge and, therefore, the framing of risks can be dramatized, minimised, transformed or denied depending on who makes the analysis and for what purpose. Beck argues that risk gains meaning from other factors as risk is based on the assumption of relations of definitions. He rightly says that the relations of definitions are principles in different areas, which can decide on data, knowledge, proof, culprits and compensation. Garland further develops Beck’s relations of definitions argument, stating that the risk is conditional because the construction is based on underlying conditions. Therefore, risk is understood in relation to what is considered a threat. There will always be a risk of something, for someone, which is estimated for a particular exposure. Consequently, risk cannot be freed from a subjective analysis, and this supports my argument that the risk is subjective, conditional and changeable. Rose rightly claims that the risk is a multiform and
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heterogeneous combination of rationalities and technologies, which enable us to govern the future. Following on from Rose, I argue that risk is a construction made by human beings within a particular context. The interpretation of risk is significant in relation to cyber-security, where the focus is on future events; something ‘we’ have no scientific knowledge about, but still attempt to render and calculate.

There is an ongoing debate about whether the risk can be controlled or managed. Lupton has described the western concept of risk as a matter of control. Ewald follows Lupton’s argument about risk being linked to control, by arguing:

“To calculate a risk is to master time, to discipline the future”.

Beck contradicts this by stating that past social arrangements are inadequate to control risks. Control is no longer possible in a risk society; instead, it is an act where the risk “[B]alancing its ways along beyond the limits of insurability”.

I do not consider the risk as being something that is possible to control due to the level of uncertainty. There might be minor and isolated areas that can be monitored. However, the overarching significant features of risks are its shifting ability, where the perception of risk constantly changes along with the related conditions.

Beck claims that the hidden but central issue in the world risk society is how to feign control over the uncontrollable risks in all aspects of life, i.e. in politics, law, science, technology, economy and everyday life. In this context, Beck argues that it is important to understand that uncontrollable risk as not being linked to a particular area, a particular agent, or controlled on the level of the national state. Inspired by this, Vedby Rasmussen correctly states that the risk society has lost control over risks, as they constitute a never-ending process. However, this creates a definitional struggle over the scale, level and urgency of the risk. Adams has rightly criticised the traditional understanding that modern concepts of risks aim to develop management plans to eliminate risks. Adams points out that it does not remove the risks by imposing plans, developing governance structures or by improving the training of human operators. It might be possible to prevent one individual accident, but the level of risks

remains unaffected. Therefore, it is possible to control risks on a micro-level by choosing a particular preventive system, but aiming for universal safety and control is impossible.

I side with Vedby Rasmussen, Adams and Beck in their way of risk as manageable without eliminating them all together. The perspective of this thesis is that scientific and technological development is a part of a constant innovative process, which makes it impossible to capture future risks to make precise guesses and estimations regarding their development. Managing cyber-space is a never-ending circle, every time one cyber-risk is somehow controlled; a new risk will emerge from the same control measures. Knowing that new risks will regularly arise in the realm of others, governments, groups and individuals need to retain resources to deal with the constant flow of new risks. Rasmussen claims that:

“In the risk society you choose the risks you take rather than eliminate them all together”.

This contradicts the idea that control is possible – and we need to accept and adjust to this as a part of the management process.

The foundation, for responding to cyber-risk in this thesis, is linked to the argument that risk in modernity is uncontrollable. It is only manageable because cyber-risks have a transboundary nature as risks:

“[K]nows neither national boundaries nor a single global governance structure”.

Therefore, I claim that the risk-management puts the traditional rules, practices and processes under pressure, and new forms of governance develop. Nodal governance provides the necessary flexible management structure to manage the continually developing risks. From my security perspective, it is possible to manage the unmanageable and maximise security through distinctive governance procedures imposed ad hoc. Cyber-risk governance originating from resilience and prevention – and management plans for detection and response, migration, and recovery are incorporated if a catastrophic event occurs. There will always be ‘unknown unknowns’ where the unknown factor is high due to the technological development and
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the inconsistency in perceiving and interpreting cyber-risks worldwide. In a limited and defined area, it can be possible to control the area through governance procedures and practices developed (micro-level). However, on a macro scale, only globally accepted management processes can deal with the problem to the extent correct data is available.

3.8 Anticipatory Governance and Practices

Anticipatory governance is developed under the risk-management concept. Therefore, it includes all the parameters discussed above. Anticipatory governance encompasses actions beyond sound analytical capabilities and relevant empirical knowledge. This approach is based on distributed collection of social and epistemological capacities, which includes collective self-criticism, imagination, and the ability to learn from trials and failures.\(^{341}\) The way in which cyber-security is conducted, includes a variety of management directions and techniques introduced in an attempt to manage the down pits in the technological development. I would call the governance form alternative because it is, in many aspects, pioneering and based on a high level of technical uncertainties, and there is no fact-sheet for managing the area. Moreover, all actors are improvising and testing different response techniques, which includes complicated management forms. This framework embeds knowledge, democracy, interactive policy-making, uncertainty, doubt and indeterminacy.\(^{342}\) Anticipatory governance relates to the responses of constant transforming technological cyber-risks away from the production of reactionary and retrospective activities.\(^{343}\) This requires a rethinking of governance and practices in a flexible regulatory system.\(^{344}\)

My understanding of anticipatory governance is based on a particular way of analysing potential cyber-risks at an early stage; where framing and responding to risks need to be tailored to accommodate the significant features of risks. The acceleration of technologies and risks calls for a more sensitive approach to capture the faint signals about alternative risk characteristics that can identify possible problem areas early in the process, without being tied up to bureaucratic procedures and a command-and-control approach. The loosely founded nodal structure enables security actors to respond with greater flexibility and speed compared with traditional threat-based frameworks.\(^{345}\)

\(^{342}\) Guston (2014),226.
\(^{343}\) Barben et al (2007),992.
\(^{345}\) Fuerth (2011). Operationalizing anticipatory governance,33.
Fuerth correctly argues that anticipatory governance entails a complex system of institutions, rules and norms. I support Fuerth’s argument, that these government types of responding to the risks by using foresight, networks, and feedbacks. The idea is to increase the capacity to respond to events early in the process.\textsuperscript{346} Therefore, governance forms are developed to deal with the unexpected and the fragmented risks in different stages of the management process. Moreover, cyber-governance is organised in a way, where it will adjust rapidly to the interactions between policies and problems.\textsuperscript{347}

I perceive the risk as manageable to the extent that it imagined and made known. However, the constant transformations of the techno-scientific risk patterns give little space for manoeuvring and developing sustainable structures. The problem of risk-based security is related to the way bureaucracies are procrustean in responding to new issues by forcing them into old concepts that are unfit to encompass them.\textsuperscript{348} The technological challenges of managing cyber-space that we face are crosscutting because they simultaneously engage social, economic and political systems in multileveled security frameworks. As a result, measures and strategies are required to extend the horizon of awareness by looking into the future.\textsuperscript{349} These are directed towards improving capacities to orchestrate both planning and action, which speed-up the process of detecting security errors and spread knowledge regarding computer technologies and management forms.\textsuperscript{350} Within this framework, it is possible to introduce different steps to increase security, such as resilience, risk-management, threat-assessment and preparedness. Moreover, prevention, precaution and pre-emption are tools used under the anticipatory heading. To progress the understanding of cybersecurity, and the different anticipatory techniques incorporated, I have designed a security-circle that progress from resilience to preparedness (figures 3 and 4).

\textbf{3.8.1 Resilience and Preparedness}

Cyber-security and governance is developed in a climate of uncertainty because of the constant technological changes and as a result, it is nearly impossible to predict future security directions. CI, CII and ICTs are deeply integrated into all aspects of life, which means that if a large-scale cyber-attack is carried out it will have unimaginative consequences. The terror attacks on 9/11 have intensified the use of risk-based
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governance, recognising that the previous use of risk-management has serious flaws.\textsuperscript{351} The ability to imagine future scenarios based on the technological development of computer science increase the success rate of risk-management. According to Coaffee and Rogers, the new security challenges in the aftermath of the events 9/11 had a dramatic effect. One of the consequences of the attacks was that they have brought imaginative techniques into the security framework which plays a significant part of cyber-security, where they can prompt responses to a variety of security risks.\textsuperscript{352}

O’Malley claims that resilience is more to do with imagining increasingly uncertain and traumatic futures. This aims to create subjects that are capable of adapting and responding to situations of radical uncertainty.\textsuperscript{353} Lentoz and Rose correctly point out that the growing scenario planning seeks to imagine different types of dangers in order to create a more resilient society.\textsuperscript{354} Yet, it is important to remember that the concept of resilience does not take one specific form, nor is it possible to capture all risks in society. Walklate et al. have correctly highlighted the fact that resilience is not an objective condition, nor is it an absolute state, which individuals or communities can reach through cooperation. Instead, there are many types of resilience, which manifest themselves in a spectrum of different conditions, depending on the context.\textsuperscript{355}

From my perspective, resilience and preparedness are the pre-condition or a response to failures in anticipatory governance. I would argue that to manage cyber-security, it is important to have a system of foresight to analyse alternative futures, which monitors prospective events, timely warnings of oncoming major events or technical developments, and alert policy-makers about potential consequences.\textsuperscript{356} The nodal governance structure does not only comprehend prevention of risks, but it also advances security by using preparedness and resilience. Following on from O’Malley, I find that the way of seeing and anticipating future cyber-scenarios bares a close resemblance to science fiction, where technological innovations sound like impossible scenarios. Nevertheless, these scenarios could quickly become real, and the anticipatory
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framework creates a forum for testing actions that otherwise would be left in a threat-security reality, where the consequences of a failure to trace very weak risk-signals would be irrevocable. Yet, this is not always possible to capture all cyber-risks. Aradau and van Munster state correctly that not everything can be predicated and systemised, and because of the high level of uncertainty about cyber-risks and future technological developments, everyone needs to expect the unexpected all the time.

I find that the concept of resilience and preparedness takes a central position in the anticipatory risk-framework, and the inclusivity of the concept is based on a desire to developing plans, to manage the unimaginable, and to prepare for recovery and continuity after a catastrophic event (figure 3). My understanding of resilience and preparedness it linked to the ongoing process, which aims to decrease vulnerabilities in society. This is done by enhancing the resilient security framework that prevents possible cyber-scenario to unfold which would damage infrastructure and computer systems. It is in this context of living with risks that the discourses of resilience and preparedness have emerged, and these concepts are now seen as central components of the risk-management circle (figures 3, 4, 5 and 6). This argument is supported by Walker and Cooper. Walker and Cooper argue that resilience is an approach to risk-management that forego the limits to predicative knowledge and incorporate the prevalence of the unexpected in order to absorb and accommodate future events in whatever forms they might take. However, the obsession with future risks places the security actors and society permanently on the verge of disasters. Brassett and Vaughan-Williams capture the idea of resilience as a continuous activity that constantly changes as a result of its failures. I support this idea in relation to cyber-security where the technological future is unpredictable and contains a large number of unknowns. Therefore, there needs to be incorporated barriers which prevent the risk from developing. However, I find it equally important to develop plans to ensure that CI, CII and ICTs also are operational after an attack. O’Malley also incorporates the circular approach by incorporating both the beginning and the end in his research. O’Malley
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argues that resilience is related to technologies of preparedness as well as the actual process of coping with the catastrophically event.  

Figure 3 the security management process

The use of resilience in this thesis covers the techno-scientific nature of the Internet and cyber-space where it is required to minimise vulnerabilities of the everyday use of computer technologies. In this context, resilience is linked to disaster situations, i.e. terrorism, warfare, critical information infrastructure protection (CIIP), state failures, natural disasters and server breakdowns. Lentzos and Rose argue that resilience includes a systematic, widespread, organisational, structural and personal strengthening of subjective and material arrangements. This is done to be able to anticipate and tolerate disturbances in complex worlds without collapse, to withstand shocks, and to rebuild. Joseph has discussed the idea of including resilience in governance structures. In this context, governance includes an understanding of the interaction of political, social and economic resilience and human adaptability based on the complexity, i.e. self-organisation, functional diversity and non-linear ways of behaving. The strategic level requires a rethinking of security structures in networked
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formations. A traditional inter-agency system provides only intermitted coordination of efforts among the different actors, and is therefore, unlikely to handle complex priorities alone.366

Reid argues that subjects that are capable of securing themselves are less likely to be considered a security threat, and therefore, they are not seen as a threat to states, businesses, groups or individuals.367 I believe that even though states, businesses, groups and individuals are responsible for managing the growing risk of cyber-crime and cyber-attacks, it is clear that individuals are set on managing cyber-risks when they arise in everyday life. I have included Reid’s argument in this thesis. I argue that cyber-security involves a number of different actors, including states, organisations, groups and individuals, and all of these actors have a role to play in order to create a more resilient society towards cyber-risks. From my point of view, enhancing resilience and preparing for possible attacks is a responsibility for everyone who has access to computer systems and technologies (section 5.5.2). Nevertheless, I support Mythen’s argument that the more institutionalised security actors bear a greater collective responsibility to ensure a safe online environment and to uphold a functional infrastructure. The state, computer technology/Internet providers and various security actors have a shared responsibility to communicate the risks effectively to the public and to create functional governance forms. This would enable people to make decisions about appropriate behaviour and actions to enhance resilience against attacks, and prepare functional security solutions before and after an attack.368

3.8.2 Preparedness and Continuity
Holling argues that resilience determines the persistence of relationships within the system, created to absorb changes in different variables and parameters. Preparedness is placed at the end of the circle to manage the consequences of catastrophic events, and the concept can be defined as a form of planning for unpredictable catastrophic events. However, both O’Malley and Holling correctly claim that the aim of this kind of planning is not to prevent them, but rather manage their impact.369 From my security perspective, the most important element in anticipatory governance is to increase resilience by manage the uncertainties and the vulnerabilities. I believe that in order to enhance resilience, the key element is to imagine unlikely situations and have plans
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prepared to react to them. Preparedness covers a series of discourses, practices, technologies linked to the apparatus of security. Preparedness is, therefore, located under the resilience governance structure. This allows the system to withstand management failures based on an incomplete understanding, and it allows actors in resource’s systems the opportunity to learn and change. In this case, resilience and preparedness progress through preventive procedures, such as contingency plans, risk assessment, exchange of information.

O’Malley states that preparedness is based on the creation of routines and resources for managing emergencies that are imaginable rather than accurately calculable. The focus on preparedness derives from the notion that security management encompasses a broad range of organisations preparing for external threats and security risks. To govern the uncertainty, techniques beyond prevention have emerged, such as precaution, pre-emption, enactment and preparedness. According to O’Malley, these techniques combine two features. Firstly, the imagination to project actions into the future and secondly, the use of an every-day calculus based on knowledge in order to identify potential hazards and/or opportunities to which they give rise. Lentzos and Rose state that preparedness has obtained a new position beyond the traditional meaning of the word. It is impossible to capture all risks beforehand, and some remain unnoticed until the catastrophic event occurs. As a result, I incorporate preparedness in the ongoing security circle, as plans are required in all stages of the process (figure 3). From this perspective, preparedness covers all aspects of prevention, protection, first response capacity, prosecution, surveillance, research capabilities, responses and recovery. These areas also include taking steps to minimise the threats before it develops further. In this context, Lakoff notices that precautions are increasingly linked to preparedness as a management technique for catastrophic future probabilities which use the operational criteria of response – rather than total avoidance.

3.8.3 Anticipatory Management Techniques

As well as resilience and preparedness, prevention, precaution, and pre-emption are management techniques which are equally incorporated in anticipatory governance (figure 3). To achieve insight into cyber-security, I consider these governance
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techniques and perspectives equally important to understand governance strategies as they open up for the use of proactive responses rather than using the traditional threat-based form of governance. Moreover, it highlights the complexity of security measures and the use of nodal governance to respond to the different types of risk, which can be perceived differently depending on the underlying relations. I think that in order to anticipate and take advances of the transformative capacities of computer science, the dangerous side effects need to be imagined, calculated and responded too. However, the pace of the innovations makes it impossible to calculate the dangers and, as a result, it is necessary to incorporate preventive and precautionary management steps in governance and practices on an early stage. Management techniques are part of the same logic as resilience and preparedness. These are tools for sorting through certainties and uncertainties in order to develop responses on a case-by-case basis based on future-oriented perceptions, cross-impact estimation and new ways of technology assessment.\textsuperscript{375}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{resilience_preparedness_circle.png}
\caption{Resilience and preparedness in the risk-management circle}
\end{figure}

Prevention is used to stop or minimise the possibility of known events occurring. If the prevention fails due to uncertain knowledge, the precautionary principle is used to avoid the event developing further until the problem is clarified. The preventive framework focuses less on gathering evidence, prosecution, conviction and subsequent punishment, but it is applicable towards targeting and managing the threat through disruption, restriction and the incapacitation of risky individuals or groups. For example, cybersecurity is considered a high-level security risk because it is possible that an attack can happen again, and it is uncertain how and when an attack will be carried out. Using preventive techniques is it possible to prevent actions against expected targets based on information from previous attacks, i.e. types of malware against CI, CII and ICTs. Under these circumstances, it is about minimising the gap in security by creating barriers against attacks.

I consider precaution to be part of the same logic, but the lack of knowledge distinguishes it from prevention. Precaution is defined by the safety first terminology where there is no scientific certainty. Yet, the lack of knowledge cannot be used as a reason for postponing cost-effective measures to prevent potential risks from transforming into threats. The rationale behind the concept of taking precaution against a risk derives from the proverb ‘better safe than sorry’. In the security industry, the use of the principle derives from the assumption that:

“[W]aiting for proof will mean waiting until it is too late to avert catastrophe”.

Aradau and van Munster claim that the precautionary principle requires that regulatory actions is not based on existing knowledge, but it is based on what we do not know. As Hebenton and Seddon correctly argue, the precautionary logic confronts the limits of science at two points. Firstly, there are areas where science can no longer produce
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useful information about risk. Secondly, where such applied science in itself creates new uncertainties with possible worst-case outcomes.\textsuperscript{382}

Pre-emption follows the precautionary logic.\textsuperscript{383} In this context, Hebenton and Seddon illustrate how closely related pre-emption and precaution are by stating that pre-emption entails a form of radical precaution.\textsuperscript{384} Zedner argues that the pre-emption stands temporally prior to prevention of immediate harms as it seeks to intervene when the risk is unspecified, uncertain and beyond view.\textsuperscript{385} In relation to security, there is an increased trend towards using pre-emption, mainly to prevent grave harm caused by security problems and war, justified by the right to self-defence. This is in situations where the threat of attack does not leave a moment for deliberation.\textsuperscript{386}

In security strategies, the use of the logic of precaution is central, not the principle in itself. Nevertheless, I find that the precautionary logic holds a significant position in cyber-security as technologies evolve so fast that there is not enough scientific knowledge available. Beck and Weigart et al. argue that promoting a catastrophic interpretation that justifies the use of the logic of precaution as an ‘act-and-learn’ rather than a ‘wait-and-see’ approach.\textsuperscript{387} If the harm is caused, it can be irreversible, difficult or expensive to restore.\textsuperscript{388}

\begin{footnotesize}
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\item \textsuperscript{388} Sunstein (2008), 3.
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Risk-based security strategies are regularly reviewed and restructured to reflect the changes in risks. Overall, the security processes can be illustrated as follows; there is a circular process, which continually reinvents the anticipatory governance forms depending on the success rate of the measures imposed (chapters 5 and 6). However, it is also a continuing process, as new risks arise as soon as one is managed.

3.8.4 Risk-based and Threat-based Security Management

Risk-based security strategies change the focus by constantly attempting to interrupt the possible conditions of harm imposed by future risk, rather than removing threats (chapters 2 and 3). The difference between the construction of risk and threat can be found in the time scale as they are performed at different stages of the security process (figure 5 and 6). I have created a circular model to cover both risk and threat in the same process depending on the level of uncertainty, which separates risk-management and threat-assessment. This is done, as I consider anticipatory governance relevant to manage risk before and after a catastrophic event. Before the event, proaction is evoked to build preventive obstacles to stop the risk from mutating into threats. After the event, proaction has relevance by imagining new worst-case scenarios and developing plans to minimise future consequences, i.e. contingency and mitigation plans. These programs will not prevent attacks from happening, but if they do occur, any negative impact is
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potentially reduced. This is highly relevant in cyber-security, where all computer users have a responsibility to secure their network, but because of the technological development, there will be gaps in the security structure.

Figure 6 below illustrates anticipatory risk-governance in an ongoing process involving both risk and threat politics. It is obvious that the construction of these two security types differs in the construction and the actual management of the security problem. Proactive planning can never be absolute, nor can it be sufficiently comprehensive to include all consequences. Hence, it is necessary to imagine worst-case scenarios to develop security barriers that can minimise the consequences and ensure recovery. In relation to cyber-security, there is a requirement for a strong imagination in order to predict future technological development and possible types of attacks. Therefore, anticipatory governance forms are linked to their ability to prevent a particular situation and to develop recovery plans to maintain essential functions, despite events that might cause dramatic changes or disruptions.\(^{390}\) This overlaps to some degree with threat-based security, and I claim that by mutating into an actual event, the risk has transformed into a threat. Therefore, if the risks develop into an actual threat or worse, anticipatory risk-management is no longer used; instead, a deterrence mechanism is enforced to control the event. However, this does not stop the ongoing process, as a new risk can grow out of the actual episode that calls for instant management.

\(^{390}\) Corry (2010), 14.
3.9 Conclusion

The review, in this chapter, enables me to precede with my research objectives by creating a foundation for discussing cyber-security and governance forms. In the nodal framework, it is possible expand the security networks to encompass new security alliances and networks, such as public-private cooperation, promotion of small enterprises, introduction of strategic frameworks, and other public information products, which are needed to manage the constant transforming cyber-risks. This empowers communities and practitioners to collaborate more efficiently. I chose to analyse cyber-security strategies through the lenses of nodal and anticipatory governance. This hybrid construction is based on cooperation between numerous security actors and constantly changing formation depending on ad hoc management, where solutions are designed for a specific risk-related problems or tasks. I have promoted the viewpoint that we live, not
only in a risk society, but also in a networked individual society, which requires a nodal construction to encompass the variety of cyber-risks. This argument brings forward the fact that the process of individualisation takes place, and cyber-security strategies include this. Interconnected networks include different individual actors, such as states, groups, businesses, individuals. In this context, I believe that collective organisation forms are replaced by new, more active and flexible security structures, in which a number of actors are brought together in an interconnected system.391

I argue that because of the increased focus on risk, measures, and governance take precedence to manage possible risk areas; anticipatory governance creates space for preventive, precautionary and pre-emptive measures. Under this umbrella formation, I acquire analytical insight into the framing and management of cyber-security. In this thesis, I argue that cyber-security problems are linked to globalisation, the variety of risks in and from cyber-space, the rapid technological development and the futuristic approach. However, models developed to deal with real-world crime often structure the main problem with managing cyber-related crimes and other cyber-mediated dangers, preventive measures and law enforcement operations. This is done, despite the fact that cyber-attacks, in all its forms, do not share the same characteristics, and therefore, the procedures cannot deal effectively with cyber-security. It is essential for the governance processes that alternative solutions are sought, and both objective and subjective interpretations are involved in the construction of the dangers (chapters 1 and 2). The high level of uncertainty that surrounds the application of the concept requires that earlier actions are taken compared with the threat assessment. Anticipatory governance forms are used to enhance resilience and preparedness, and these cover three different areas, i.e. prevention, precaution and pre-emption. Risk governance is a continuing process because it is believed that risks cannot be controlled. However, this process contains the paradox that the management procedures used quickly can produce more risks in a never-ending process. This is illustrated by the figures I have designed to enhance the understanding of the current security-circle deployed to manage cyber-security. Risk-management requires different techniques and knowledge in order to be involved in the management structure and this creates an intellectual and substantive challenge to security actors (chapter 5 and 6).

4 Two Security Schools and Synthesising the Theoretical Foundation

4.1 Introduction

This chapter introduces two security schools used to increase the understanding of cyber-security following the theoretical foundation of nodal and anticipatory governance. As a result, this chapter addresses the research objectives central to establishing cyber-security in contemporary policies. Two security schools, the Copenhagen School and the Paris School, represent different ways of seeing safety procedures, practices and contesting management forms, i.e. exceptionalism vs. regular processes, threat vs. risk, and state vs. individual security. For the purposes of this thesis, the two key schools of thought are central to my argument. While the schools represent only two of a number of approaches within critical security studies, they have been selected because they both provide an ample body of research and their critical perspectives. Additionally, they have also been chosen because much of their research involves wrestling with some of the same questions contained in this thesis. However, the Copenhagen School and the Paris School need not be subsumed into one identity. Thus, it is important to distinguish them by reference to what they say about security, how they say it and why it matters. A review of these two security directions provides an understanding of their role to define anticipatory governance forms and practices in the European security framework. By choosing these two security strategies, I do not indicate that other security theories and approaches are unimportant, i.e. critical security studies, critical constructivism, feminist security studies, human security, peace research, post-colonial security studies, post-structural security studies, strategic studies, neo-realism, etc. They, however, target different aspects of the security dilemma, which falls outside the scope of this research (section 1.4).392

I will discuss two areas in this chapter. Firstly, I will discuss the perspectives of the two security schools in order to outline their underlying structures and usefulness for analysing cyber-security. Secondly, the objective of this chapter is to synthesise a theoretical framework for the substantive analysis of cyber-security by drawing on the perspectives on risk and security discussed in the preceding chapter. This chapter connects the theoretical and substantive parts of the thesis. These case studies (cyber-security and cyber-terrorism), draw out and adapt key ideas from the theoretical material discussed in chapters 3 and 4. Therefore, I highlight three critical areas, which
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develop the framework for the substantive analysis. These three areas are central to the discussion in part two which covers security actors and the development of rules, practices and processes. Finally, this chapter will outline the empirical methodology for the substantive analysis where I outline the process of identifying the research area, collecting data and analysing documents.

4.2 Two Schools in Security: The Copenhagen School and the Paris School

The way in which cyber-security is framed and managed, contains a mixture of different approaches and perspectives. These approaches and perspectives have direct links to the previous security paradigm, where exceptional policies brought military means and methods into the civil society (section 2.4.1). However, anticipatory risk-management has developed parallel to the military model of exceptionalism (section 2.4.2). The aim of this thesis is to build on the nodal governance foundation, and these two security perspectives provide insight into how cyber-security is understood and managed by the different actors. Moreover, I argue that the security concept shows how multileveled cooperation is developed in the security area that lacks a functional definition and analytical model for governance. I suggest that the problem is related to the global networked system, where there is a considerable lack of harmonisation between the various jurisdictions, law enforcement systems and interactions between security actors involved. By having security actors from different sectors on the horizontal and vertical level, there is a problem with the allocation of power and accountability. However, in cyber-security a new logic has emerged. Online safety is not only about enhancing security; it is about anticipating the future to be able to adopt measures and policies, which will increase resilience and preparedness towards potential targets (section 3.7.1).

From my security perspective, the two schools do not give a clear-cut solution to these problems. However, they offer a critical approach to security, which can be transferred to cyber-security in order to improve understanding of this security dimension. The security perspectives of the Copenhagen School have been linked to the exceptional policies used during the ‘War on Terror’, where their academics have been critical
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towards the management methods.\textsuperscript{395} Although risk-management strategies have obtained a prominent position, securitization is still considered essential to the issue of security, if/when risks mutate into actual threats that require exceptional policies.\textsuperscript{396} I use the state-centric approach of Copenhagen School’s securitization to define the boundaries of the state as a security actor in opposition to the individualistic approach of the Paris School.\textsuperscript{397} Nevertheless, two scholars, Nissenbaum, and Hansen, have applied securitization to cyber-security and this new approach will be discussed throughout the thesis.\textsuperscript{398} Compared to the Copenhagen School, the work of the Paris School is harder to define. This security approach is centred on interactions between internal and external security on all layers of society.\textsuperscript{399} I think that the Paris School’s perspective on governmentality is useful for understanding governance and practice, as the school critical analyses interactions between security professionals and experts in smaller groups.

### 4.3 Broadening and Deepening the Security Agenda

The definition of threat made by Ullman (section 2.2) marks the starting point for changes in the perception of security and what can be threatened (state and non-state security). The Copenhagen School broadened the security agenda, whereas the Paris School belongs to the group which argues that security has a deeper significance. I would argue that the differences between the two schools highlights that there is something about conceptual breadth and depth at stake in both these schools. Academics of the Copenhagen School have been highly critical of the way security has been conducted in the past. Therefore, this school has successfully argued for a broadening of the security agenda due to the changing realities of the world (section 2.4).\textsuperscript{400} From their security understanding, security no longer holds a single fixed meaning. For them, the concept is changeable due to political and societal changes that open up a wider application of security.\textsuperscript{401} This change in security signifies that it is
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essentially a contested concept, which follows political and societal developments. However, this approach limits the areas that can be securitized by only linking it to military, political, economic, societal and environmental sectors (cyber-security considered as the sixth sector). As highlighted in the historical analysis in the previous chapter, the development of security spans from a military concept of a broader perspective. The purpose, of selecting these areas, is to reduce the complexity of security in order to facilitate analysis. The background for this theoretical perspective is to explore the logic of security itself to find out what differentiates security and the process of securitization from that which is merely political. The effect of broadening the security agenda is that states are enabled to use emergency measures to address a range of security problems by overcoming the usual barriers of actions. From this point of view, these sectors are defined as:

“[T]he military sector is about relationships of forceful coercion; the political sector is about relationships of authority, governing status, and recognition; the economic sector is about relationships of trade, production, and finance; the societal sector is about relationships of collective identity; and the environmental sector is about relationships between human activities and the planetary biosphere”.

A deepening of the security agenda has developed parallel to the broadening approach. Booth has contested Paris’ interpretation of the deepening security agenda, where Paris has defined it as:

“By deepening, I mean that the field is now more willing to consider the security of individuals and groups, rather than to focus narrowly on external threats to the state”.

Booth argues that deepening the security agenda is not about looking at state level, group level, individual level, etc. Instead, deepening the security agenda investigates security policies by tracing them back their political assumptions and thereby, bringing security studies into the realm of politics. As a result, this security direction is about the processes and practices developed, and these can constitute a threat to itself. By
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deepening the security agenda, these processes are regularly reviewed and reinvented to
capture all internal dangers within a constant changing security environment.411

The deepened agenda abolishes the external-internal dimension because security is not
necessarily related to external threats:

“Constructing ‘threats’ is part of constructing the ‘other’; an identity imbued
with characteristics we like to think are the opposite of our own. Rather than
looking ‘out there’, we should concern ourselves with the problems and threats
we cause”.412

Booth has argued that security is not only about broadening the security agenda by
extending the logic of security to new sectors. Just as with nodal governance, I find that
parallel to the state, other security actors’ practices, and procedures can be necessary
beyond military, political, economics, societal and environmental sectors. Similar to
national security and the integrity of the state, academics of the Paris School claim that
security also concerns the identity and culture of particular societies, local communities
or religions. In this context, all of these different levels are considered equally important
because security cannot be limited to the geographical space.413

By deepening the security agenda, it is important to look at the heterogeneous structure
rather than the homogeneity of the state – and this is significant in cyber-security where
a number of different security actors are involved.414 Objects of danger often play an
important role in everyday life because they open the possibility that they could become
a threat. Cities, drugs, planes, cars, mobile phones, databases and shopping malls are all
viewed as useful objects or parts of daily routines, but they can be transformed into
security dangers.415 I would argue that the problems of executing cyber-security relates
to the increasing use of critical infrastructure (CI), critical information infrastructure
(CII), and information computer technologies (ICTs) in everyday life. As a result, every
activity in cyber-space can contribute a possible risk to the users, i.e. groups and
individuals. It is these different perspectives that separate the two schools, with the
Copenhagen School focusing on survival, while the perspective of the Paris School
centres on every-day practices concerning (in)security, i.e. fear of crime, poverty,
illness, etc.416
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4.4 The Copenhagen School on Peace and Conflict

Securitization was introduced after the Cold War, and this approach has had a significant impact on the security agenda and the interpretation of security, i.e. military and non-military issues. In relation to cyber-security, it falls short of engaging with the nodal-networked formation when it is interpreted in its original form. However, in the following sections of this chapter, I will outline the fundamental elements of the Copenhagen School’s security perspective, which is useful for understanding the extended cyber-security version of securitization developed by Nissenbaum and Hansen (section 4.5).

As stated in chapter 2, security is defined by the Copenhagen School as a matter of survival, which can justify the use of extraordinary measures.\(^{417}\) They provide an analytical framework for describing the processes involved in threat assessment and security moves (securitization).\(^{418}\) Securitization are used when normal security processes fails to deal with the threat, and this can be a dangerous way which opens for exceptional politics.\(^{419}\) Securitization is defined as:

\[ \text{“[T]he move that takes politics beyond the established rules of the game and frames the issue either as a special kind of politics or as above politics”.} \] \(^{420}\)

This is echoed in Tony Blair’s famous speech after the 7/7, terrorist attack in London (2005), where he said:

\text{“Let there be no doubt. The rules of the game are changing”.} \(^{421}\)

Without any doubt, the game did change, and the changes did have an impact when the securitization move became the norm rather than the exception. In the current security agenda, I have found that there is a trend towards labelling an increasing number of issues as threats. This has opened up the security agenda beyond the original intention of the Copenhagen School.\(^{422}\) The three-step process described in securitization has been predominantly in the ‘War on Terror’ and other declared wars, based on a particular militant rhetoric, i.e. the ‘War on Drugs’,\(^{423}\) the ‘War on Transnational/National Crime’,\(^{424}\) the ‘War on Cancer’,\(^{425}\) and the ‘War on Poverty’.\(^{426}\) Moreover,
immigrants and asylum-seekers are perceived as a threat to the sovereignty and the identity of national states (without calling it ‘War on Immigration’). Burnett and Whyte highlight this:

“The war on terror then, is rather similar to wars on crime, for although the problem is not constructed as a localised one, there is a similar tendency: to impose a set of common characteristics upon an enemy that enable it to be known.”

In the last decade, there has been a generalisation of security topics, which are securitized. The increase use of securitization is a dangerous route, as the increased application of securitization can water down the idea of exceptionalism. There is a danger of abusing securitization by legitimately empowering the role of the military or social security forces in civilian activities. Following securitization, decision-makers can impose legislation that otherwise would have been rejected as breaching democratic values, fundamental freedom, and human rights (changing rules). This is a slippery slope when the use of securitization procedures, becomes the norm rather than the exception. This process can be used to restrict civil liberties, impose military law, limit the impact of individual political institutions or detain political opponents and suspected terrorists without trial.

4.4.1 Exceptionalism and the State-centric Approach

The Copenhagen School’s security perspective is based on exceptionalism, in the sense that securitization is a stronger example of the politicisation, which can be used in particular situations of immediate danger. The use of exceptionalism derives from Schmitt’s theory of exceptional policies. He has argued that the exception can best be defined as a case of extreme peril where an issue is considered to be a danger to the existence of the state. However, it cannot be circumscribed factually and made to conform to a preformed law because the precise details of an emergency cannot be anticipated. Additionally, it cannot be precisely categorised by what may take place,
especially when it is truly a matter of an extreme emergency and how this can be eliminated.\textsuperscript{433}

I would argue that the problem is linked to the fact that exceptional measures tend to become the norm. Agamben argues that the declared state of exceptions has been replaced by an unprecedented generalisation of the model of security, which becomes the usual techniques of government.\textsuperscript{434} Neal supports this argument. He links exceptionalism with securitization, stating that the security approach problematises the object of exceptionalism by theorising the way that events and situations are named and acknowledged as exceptional.\textsuperscript{435} It is the practical use of securitization, which creates problems when exceptionalism is being misused. The Copenhagen School’s approach is an attempt to understand what is happening in the world, not to develop a set of guidelines of what ought to happen. The term security establishes priorities for action and legitimates an enhanced use of exceptional measures.\textsuperscript{436} Placing threat management outside the normal democratic processes gives the security actors a sphere to act within, and the principle can be applied in a wider framework hidden behind secretive practices and structures.\textsuperscript{437}

Traditionally, the referent object has been protected by the state because this has been the only actor capable of securing the territory and its interests. Thus, it has the legitimacy to decide what constitutes an actual threat to a given object by determining that:

“\textit{[I]t has to survive. Therefore, it is necessary to}…”\textsuperscript{438}

The traditional approach is that security is linked to the state:

“\textit{[S]ecurity, by definition, is and should be about the state, and the state is and should be about security, with the emphasis on military and political security}”.\textsuperscript{439}

Although the Copenhagen School attempts to circumvent this argument, they fail to make a strong distinction. The Copenhagen School claims that they have constructed a wider conceptual net, which goes beyond the traditional state-centric approach by
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allowing other security referents into the framework.\textsuperscript{440} This argument is contradictory to the practical application of securitization. Booth states that securitization is too distant to real people, and it wrongly makes a strong link between security and survival. Moreover, Booth has criticised the state-centric approach. He rightly claims that the theory is:

“\text{[S]tate-centric, elite-centric, discourse-oriented, conservative, politically passive, and neither progressive nor radical}”\textsuperscript{441}

Despite the school include other security actors in the reinvented approach (section 4.5); the Copenhagen School still places the state central to the speech act and securitization. The main argument of the Copenhagen School is that the state is the only one who has legitimate political power to impose a wider form of security.\textsuperscript{442} The school has explained this limitation by using an example of economic security, where companies are considered as natural limited collective units. However, due to their nature, these businesses rarely have a strong claim to the right to survival compared to the state. If the survival of the company, business, etc. is threatened, these entities will not be able to legitimise actions beyond the ordinary legal rules.\textsuperscript{443} I do not believe that this state-centric approach is applicable to the networked formation implemented in cybersecurity, where cooperation transnational and cross-sectoral are central to the way risk is framed and managed through anticipatory governance. However, I believe that it is too early to reject the security approach, as there are situations where the risks are not managed correctly, and therefore, they develop into actual threats (section 3.7.3). This development can threaten the survival of a given referent object, and therefore, it can be necessary to let the security actor, state or individual, take the necessary steps to stop it from becoming a catastrophe.

\textbf{4.4.2 The Speech-act, Securitization, and Desecuritization}

Deeply rooted in the securitization theory is the use of a speech-act, which the Copenhagen academics consider to be the starting point of a three step process, i.e. speech-act, securitization, desecuritization.\textsuperscript{444} Through a successful speech-act, the
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security actor gets legitimacy from an audience to securitize an issue.\textsuperscript{445} This is done in order to convince a relevant audience that a referent object is existentially threatened, and to generate a security move.\textsuperscript{446} As a result, the political establishment accepts a security problem as being an actual and existential threat.\textsuperscript{447} It is necessary to obtain this legitimacy, because the security move abandons standard rules or procedures that characterise democracy, i.e. public participation, openness, transparency, accountability and predictability. The securitization move follows an internal grammar between the speaker-audience. It can be outlined differently within the professional team and in front of an audience. However, the audience is not necessarily the public, but can be a group of bureaucrats, consultants, parliamentarians or officials, that must be convinced that this move is appropriate to manage the threat.\textsuperscript{448} From my own security understanding, this process is clearly manipulative because it is solely linked to the construction of security issues, the rhetoric used - and how the speech-act is performed. It is based on the actors’ intentions, regardless of the power of the state, to convene what the actor wants to be done, what the actor is prepared to do, and how to act if the speech-act is unsuccessful.\textsuperscript{449} The whole process can be premeditated using a chosen audience, and pitched in a particular way in which the favoured audience will approve.\textsuperscript{450}

When an emergency situation is confined, the last step can be enabled, i.e. desecuritization. Desecuritization can be described as the optimal long-perspective option, which can be moved out of the threat-defence sequence and into the ordinary public sphere when the security issue no longer constitute a threat.\textsuperscript{451} Firstly, the unstable situation has to be stabilised. Secondly, the measure must be moved from the emergency sphere into the ordinary public area.\textsuperscript{452} Unfortunately, this attitude towards desecuritization has changed worldwide during the last security paradigm to reflect the stance, ‘the more security, the better’.\textsuperscript{453} Yet, this underlines the critical perspective of the Copenhagen School:

“[N]ational security should not be idealized. It works to silence opposition and has given power holders many opportunities to exploit “threats” for domestic
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purposes, to claim a right to handle something with less democratic control and constraint. Our belief, therefore, is not “the more security, the better”. Basically, politics should be seen as a negative, as a failure to deal with issues as normal politics”.

During the ‘War on Terror’, a number of problems have been managed using exceptional measures rather than the politicised processes. Consequently, I find that desecuritization is less likely to happen, and the violation of democratic procedures increases when the emergency is upheld. It is not the only problem. Tsoukala has argued that these emergency rules tend to become a part of the ordinary model of governance. Security measures are also likely to be interpreted to cover other less severe security risks. The security measures become more entwined with the legal system than intended, and therefore, they become harder to remove from the system through desecuritization. Moreover, it is hard to identify when a desecuritization can begin. I believe that the problem is not linked to the binary difference between normal times and exceptional times. Instead, it is based on the political and legal processes, which are entailed by exceptions and emergency powers that have blurred that distinction. Additionally, I also think that it is problematic that cyber-security is based on global interconnectivity, where security responses are not considered as a pure national or state concern, in the same way as previous threats. Instead, the governance forms developed have a much broader application to cover the different fragmented cyber-areas. However, no one will be able to come up with a formula on how the virtual world can be securitized effectively until every possible security actor can agree about it globally.

I claim that the securitization is problematic in its application because it covers up the traditional legal processes and disturbs the balance of power. Moreover, there are problems with the extended use of securitization, as Roe has correctly argued. Roe states that securitized issues have the potential to disrupt the processes of open and accountable government. Through its very nature, fast tracking serves to limit the proper functioning of normal politics. The problem is that while the legislative process is
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surely accelerated, a degree of scrutiny and oversight nevertheless remains. Even though the traditional methods of control and balancing are in place afterwards, the use of securitization is open to abuse, as practices and processes are developed in a secret area outside the normal democratic processes. Therefore, the securitization processes should only be used as the last resort. The way in which the NSA and GCHQ have used securitization to justify meta-data collection is an example of how the power erodes over time, and it becomes standard to expand the legitimacy given in the speech-act.

4.5 Rethinking Securitization in the Internet Age

I think that the rethinking of securitization is very interesting, although it appears fragmented and incomplete in order to comprehend the nature of cyber-space. Nissenbaum and Hansen review the original approach by applying it to cyber-security in an attempt to close a significant gap in the Copenhagen School’s framework by adding security dimensions that had not previously been considered relevant. The new perspective on securitization encompasses cyber-security as the sixth sector. Additionally, Nissenbaum and Hansen include three areas to the new cyber sector, in which security can be understood. These are hyper-securitization, everyday security practices, and technification. Nevertheless, the linear three-step process is still the same: Securitization is related to the speech act, securitization and desecuritization

4.5.1 Hyper-securitization

Hyper-securitization is linked to a hypothetical interpretation of the threat discourse and the measures introduced to counter it. This differs from the original securitization approach because of its instantaneity and interlocking effect. This area is developed, not only from securitization of the network itself, but also from how much disruption a damaged computer system could cause social, political, financial and military breakdowns. As a result, other sectors and referent objects could have been damaged. Hyper-securitization can be applied to an existential threat, where there is a possibility of damage and the identification of an immediate large-scale cascading disaster
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This form of securitization is useful when the cyber-attack is identified, immediate, and has moved from risk to threat. It is clear that this move calls for anticipatory governance forms, where the activities are necessary to pre-empt a situation that can have catastrophic effects. It is the level of uncertainty, which determine the method in use, i.e. risk-management or threat-assessment (chapters 2 and 3). However, I cannot see how hyper-securitization adds originality to the security framework because imagining and dealing with worst-case scenarios is already an integral part of risk-management and resilience/preparedness planning. The novelty is that securitization scholars accept that it is necessary to imagine scenarios on order to manage cyber threats.

### 4.5.2 Everyday Practices

The use of everyday practices is directed towards the way in which securitization actors mobilise ordinary individuals’ experiences. The use of everyday practices has two directions. Firstly, to secure individual’s partnership and compliance in protecting network security. Secondly, to make hyper-securitization scenarios more plausible as the use of individual’s experiences links the disaster elements to everyday life. Nevertheless, I fail to see the pioneering significance of this approach because it does not deepen the security agenda by including an individual security platform to cyber-security. The new move is understood in a way where the acceptance of public security discourses may be compatible with the concrete experiences of the audience. However, this does not imply any real innovative management forms, which could improve governance.\(^{467}\) This change illustrates a little step away from the pure state-centric approach originating from Copenhagen School, but nothing more than that. Silomo and Overill have correctly contested the use of individuals, arguing that individuals are merely considered as informants rather than being given an active position in the framework. As a result, Nissenbaum and Hansen circumvent important considerations regarding privacy, ethics, legislation and control, which would surface under a scrutiny of securitization of everyday practices.\(^{468}\) Nevertheless, if individuals were given a more central role in the cyber-security process, the inclusion would significantly challenge the whole securitization approach. This would require an acceptance of the inadequacy of the securitization approach in dealing with new emerging risks of the Internet age.

---
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4.5.3 Technification

According to Nissenbaum and Hansen, technification gives room to technical experts to carry out the speech-act.\(^{469}\) By giving technical experts this position, Nissenbaum and Hansen indirectly admit that the original securitization approach is too narrowly constructed because it only gives the securitization actors a voice in framing the security problem. The two scholars claim that the knowledge required to master cyber-space and the Internet is daunting and lacking in the public debate. Moreover, the pace at which new technologies and cyber-attack forms are developed adds to the legitimacy granted to computer and information experts. Technification gives experts privileged roles similar to the traditional security actors (chapter 2).\(^{470}\) However, Silomo and Overill also correctly contest this. They argue that Nissenbaum and Hansen should be open to other forms of communication when considering the realm of cyber-space.\(^{471}\)

Nissenbaum and Hansen exclude all other experts (none-technical experts/scientists), who may have knowledge about risk management or managing in vulnerable areas, because they do not consider them to be computer and information experts. Because the private sectors own and operate the majority of CI and CII, they have a high level of expertise in risk-management and resilience building. Despite their specific knowledge in various areas, these actors are not accredited experts in the technification context. From the security perspective promoted in this thesis, I believe that this creates a significant gap between theory and the substantive cyber-security management groups, because individuals are the first line of defence for their facilities. Therefore, they have particular and specialised knowledge that can be involved in developing guidelines and practices.\(^{472}\) As a result, they invest in security as a necessity to assure consumer confidence. Moreover, these owners and operators have developed information about how to adjust their planning, assurance and investment programs to accommodate the increased risks of cyber-attacks.\(^{473}\)

I believe that the rethinking of securitization from a cyber-security perspective still falls short of integrating the core problems of cyber-security in the analysis. Despite accepting the use of worst-case scenario imagination, and extending the scope of actors to include technical experts/individuals, Nissenbaum and Hansen are unsuccessful
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because they do not recognise the growing number of security actors necessary to manage the area. The two scholars recognise only security actors, who can carry out a successful speech-act. I think that this scope is constructed too narrowly because the threat level is much more fragmented and diverse and goes in both a transnational and a cross-sectoral direction by including groups and individuals. All computer users have the responsibility to protect systems and networks to increase cyber-security. This signifies that a large group of actors are involved in the management of cyber-space, and this cannot be watered down to just state actors and technical experts. These additional actors have a role to play in developing governance forms and practices, to engage people in the security management, and to raise awareness. However, the real dynamic in cyber-security lays in the networked formation, where there is a free exchange of knowledge between the actors to anticipate as many risks as possible (chapters 5 to 6).

4.6 The Paris School on Security
In this thesis, the Paris School can be seen in succession to nodal governance because they share a number of the same parameters for interpretation multileveled security. I would argue that what distinguishes the Paris School from the Copenhagen School’s construction of the threat-nexus is its management of unease. The Paris School’s security perspective is not a linear process like the Copenhagen School’s perspective of securitization, nor is it clearly defined what signifies (in)securities/the management of unease. The Paris School is critical of Copenhagen’s state-centric approach, and they claim that by focusing exclusively on discursive practices the Copenhagen School overlook some of the important non-discursive practices of security formations by agencies. The Paris School’s scholars provide a critical assessment of the liberties of citizens and others living in the EU Member States. Moreover, they analyse the way in which the EU population is affected by the proliferation of discourses about (in)securities, such as practices of reassurance, protection and coercion of governments and transnational agencies. All these are enacted to enhance safety of citizens or their collective security.

The Paris Schools’ security perspective concerns ordinary democratic policies and, therefore, it is placed in the realm of the politicised area of the security spectrum. Bigo

claims that (in)securities/the management of unease does not result from one particular system of exceptionalism or an exceptional moment of emergency where normality is suspended - and in which rules are determined by the outstanding event. Instead, the Paris School uses Foucault’s perspective on governmentality by focusing on the way particular security issues are routinely managed by security actor. For example, the school critiques how bureaucrats or professional managers of unease undertake practices of surveillance and border control. The primary focus is on the creation of networks of experts of (in)securities, the systems of rationalities they create and the productive power of their practices. This area focuses on the widespread concerns about particularly illiberal practices used by contemporary liberal regimes.

4.6.1 The Paris School and the Management of Unease

Bigo has stated that the growing number of (in)securities are based on the emergence of a continuum of threats, risks, and daily unease and this perspective can be interpreted from a Foucaultian perception. To Foucault, security is linked to the liberal view of freedom:

“[T]his freedom, both ideology and technique of government, should in fact be understood within the mutations and transformations of technologies of power. More precisely and particularly, freedom is nothing else but the correlative of the deployment of apparatuses of security. An apparatus of security. . . cannot operate well except on condition that it is given freedom […] no longer the exemptions and privileges attached to a person, but the possibility of movement, change of place, and processes of circulation of both people and things.

The way security and governance have developed over the last decade is prompted by a desire to govern beyond governing society. Instead, it is related to governing the responsibility choices of autonomous entities, which work independently from their organisation, i.e. governments, public and private sectors, enterprises, businesses, community groups and individuals. Within these rationalities, security was introduced in a way, which does not place the state central as the sole guarantor of security (section 3.3).

---
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The Paris School focuses on the interaction between security actors and their power distribution in closed security nodes. These involve practices, audiences, and safety procedures linked to handling security as a technique of government. Bigo has extended the understanding of the securitization process from being an emergency process to constructing and applying security to several issues and areas in the politicised area. As a result, the Paris School only includes a restricted part of governmentality, which contains three essential elements: the internal-external nexus, policing of (in)securities and interaction between security actors. I perceive the Paris School and nodal governance as different branches of the same Foucaultian tree, rather than entirely different perspectives. However, the focus of this thesis is broader than the Paris School because it includes a larger networked formation with numerous security actors beyond security professionals. Cyber-security concerns nodal governmentality in the networked structure, the interaction between framing cyber-risks (mentalities) and developing anticipatory responses (governance) on the strategic level and a variety of security actors, both governmental and non-governmental.

According to the Paris School, security procedures do not allow for exceptional measures, but security does not have a constitutive effect on the normal. From this perspective, governments, and their bureaucracies have used this method to obtain control over the political processes at the expense of parliaments and oppositional political actors. This transformation happens within the normal politicised area, contrary to securitization. The core element is when security actors take on their responsibility to impose security; they need to be subjected to appropriate normative scrutiny in a way that can justify the security measures imposed. Using this logic, exceptional politics do not require new policies to deal with exceptional security problems. The security experts and the management of unease define security processes within society on a daily basis. Therefore, exceptional security practices derive from the ongoing processes of technocratic, bureaucratic, market-driven routines and normalisation. I consider this to be considerably different from the Copenhagen School and their way of seeing exceptionalism. Yet, this is also open to abuse and policy creep as the procedures and governance forms become normalised, and the
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485 McDonald (2008b),570.
487 Buzan and Hansen (2009),217.
exceptional measures are introduced to bureaucratic routines. The work of the Paris academics has redefined normality as constituted by professionals through technologies of ordering and managing problems. The power struggle shifts from the political to the institutional level, where the security actors are involved in redefining the threats and the techniques to govern them.\textsuperscript{490}

4.6.2 The Internal-External Nexus

In modern security, the internal and external dimension has become blurred. There is no longer fixed boundaries between them. To the Paris School, areas such as the police, customs, border guards, immigration officers, etc., are now positions central to security management. This is done due to their productive power, which seems to be suited for managing contemporary challenges because of the changes in the security perception.\textsuperscript{491} Bigo et al. criticise the shifts in governance and the merger between internal and external security. They are paying particular attention to the consequences in terms of accountability and the position of individual citizens towards competent authorities. Their research has revealed that there is a problem in relation to the various shifts between competent levels of governments. One area of their research is related to the possibilities of political accountability, control and legitimacy through representative assemblies and their alternative forms. A second area of their research is linked to the position of individual citizens - and especially the consequences of their legal protection.\textsuperscript{492}

The approach of the Paris School decentralises the state and thereby enhances the focus on several professional security actors, such as individual actors, institutions, and the networks of the security professionals involved in the process.\textsuperscript{493} Correctly, Bigo has argued that the actual system of security officials does not respect the normative borders dividing inside/outside, national/international, and police/army. The structure is more fragmented and differentiated in its formation. The structure and processes of security professionals’ breach the state-centric methodology and work in a complex and often entwined way regardless of agency, nationality or commercial entity.\textsuperscript{494} I see this as the most significant problem regarding the use of nodal governance, as the whole systems is so fragmented, and nobody wants to take ultimate responsibility. Therefore, the actors
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leave the problem to another authority, because whoever was in charge at the moment of inception is less likely to be blamed.\textsuperscript{495}

Bigo and Guittet have argued that by making a separation between internal and external threats, or by focusing on what the global is, the discourses on (in)securitization arrange their arguments about these dangers. However, this form of discourses brings into question public liberties, the right to privacy and equal access to the law. These are all areas, which prevents the mounting of any legal resistance to coercive practices, even in a liberal state.\textsuperscript{496} Bigo claims that Foucault refused to look at security as an exception; neither did he relate it to survival, war or external security.\textsuperscript{497} This stance clearly separates it from the securitization theory. This has resulted in a particular perspective on security, where the focus of the Paris School is on the multiplicity of interaction between external and internal threats. It has been accepted that the fight against insecurity includes widespread coercive responses in order to end unpredictable violence or crime spreading from the local level to national, regional or international level.

The Paris School has proposed that the process should be an authorised form of practice of the bureaucracy, and not only the practice of the political power actors.\textsuperscript{498} I think that this perspective is interpreted too narrowly. Cyber-security is based on a wider set of security actors. Beyond professional actors, there are public and private agencies, the routine actions of the consumer society and the condition of the possibilities of these claims and acceptance.\textsuperscript{499} The Paris School simply leaves out the entire individual approach, where citizens and corporations are involved in cyber-security beyond formalised networks. However, they correctly argue that the networked security formation and internal interactions create problems with oversight and accountability. Bigo importantly stresses that some of the (in)securitization moves conducted by the bureaucracies or private security actors, are so embedded in these routines that they have never had been debated in a wider context as exceptional measures. On the contrary, the security moves are wrongfully seen as the continuation of routines and logic of freedom.\textsuperscript{500} For example, surveillance is so pervasive and has so many
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dimensions, that it has become normalised to the extent that it is publicly acceptable to many. However, what I find concerning is that different types of surveillance and monitoring techniques are introduced without being subjected to public scrutiny. Moreover, it is not clear when the information is used, and for what purpose. The uproar regarding Google street map and the infringement of privacy has turned into public acceptance, and no one has asked critical questions about this service.

**4.6.3 Policing (In)Securities**

Policing insecurities does not signify that security is opposed to insecurity. Security can be collective and individual, and it is a consequence of broadening the security agenda by transferring policing methods into world politics, and contrarily the routinisation of military operations are visible in the national area. Bigo and Guittet have argued:

“[T]he core of the discourses on global terrorism, the transnationalization of the threat has become an argument that blurs the frontier between enemies and criminals, between the activities of the police in the criminal, intelligence and surveillance fields, on the one hand, and law enforcement’s interventions targeted against an infiltrated enemy, on the other”.

This approach concerns the actual management (policing) of the Internet, on the one side, the formation of police networks and the politicisation of different security functions, i.e. surveillance and intelligence gathering as well as blocking and filtering content (sections 5.8.2, 6.8.2). According to Bigo, the processes, and practices developed in transnational networks constitute a threat. Security actors, which are involved in poling cyber-space, are structured in a differentiated way. Bigo et al claim that the integration of internal and external security discourses and practices destabilises the boundaries between the police, intelligence services, military forces and other special agencies involved in the management. This approach circumvents constitutional and democratic principles when security professionals develop rules internally in the nodes. Judges, lawyers and non-organisations are not being heard – and in order to prevent maximum security, which has potential worst-case scenarios inbuilt, it is necessary to strike a balance between security and liberty.

---

501 Bauman et al. (2014),142.
505 Bigo et al (2009),302.
By transferring decision-making to security, professionals create a one-sided perception of the problem. However, I find policing cyber-space in an external and internal context very problematic. Kremer highlights that it is important to look at what drives the protection of individuals from harm and he searches for a balance between individual freedom, rights and individual as well as collective security interests. In cases of interferences with rights in cyber-space, the security measures require that justified and adequate safeguards are included. Criminalisation, can hence provide a tool for countering security problems in cyber-space, but at the same time provide certain procedural safeguards. Yet, it is more difficult when it comes to implementing these types of strategies globally or regionally (sections 5.4, 6.5). This leaves the space open for developing rules and regulations to manage the area until legislation is adopted and harmonised across the security spectrum.

I side with Kremer, when he claims that the threat of cyber-crime needs to be critically assessed. Criminalisation can become a political tool and an avenue for security mission creep, which can transfer specific interests into criminal law. Moreover, the lack of regulation can open up justifications for more control and surveillance. From the mindset of the Paris School, it is important to strive for a balance between security and liberty. However, the way security professionals frame cyber-risks can change the balance of the focus on worst-case scenarios. According to the Paris academics, governments, security companies and the media cynically play on the fear factor in order to introduce more security measures. It is not only governmental security actors, who use the worst-case scenario technique to maintain security. Fear also plays a significant role in different areas. For example, corporations cynically trying to sell their new security equipment and skills, and the mass media’s overarching goal of selling news, where security is always a good area for creating ‘good guys vs. bad guys’ news reports.

This differentiated approach to security blurs the field and creates a fragmented form of governance. These specialised groups are mixed up with international actors, where the profession, the organisational level, the mission, the data and the technological
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innovations flow between the actors on many levels. Bigo perceives this as a threat. He warns against the enhanced use of security agencies, stating that this development undermines security by competitively merging the questions of policing and defence. I slightly disagree with Bigo’s assumption. I regard the use of different security networks as a necessity to manage transboundary risks, threats and dangers. Particularly in relation to cyber-security, a broad formation of security actors with specialised knowledge is required.

4.6.4 Networked Structures
Networked structures have obtained a firm hold in security strategies based on their status, roles, activities and institutional settings. According to Neal, these structures are based on technology, knowledge and methods of governing rather than simply ruling. Governmentality is essential to framing and responding to security issues. Particularly in relation to cyber-security, where technology and knowledge are central and developments require constant reviews of rules, practices and processes (section 3.3). Foucault emphasises that there is not only one system involved, but also a multiplicity of formations of actors and systems. The structure of these networked systems has to be loosely created as well as changeable in order to retain the flexibility. There is also a need for cooperation among the security actors. Security actors promote a mixture of information, experience and scientific techniques, which could be utilised in order to develop a sustainable security structure whether it concerns state or non-state security issues.

In order to deal with cyber-attacks, such as the Heartbleed bug, multileveled cooperation is needed to manage the problem. I believe that the interconnectivity is the biggest problem with cyber-security management because globalisation has made it impossible for one single actor to impose security, i.e. risks, threats and dangers. As a result, I consider that there is an increased need for establishing networks between security actors to exchange information and develop pre-emptive and preventive measures to control these transnational and cross-sectoral threats. However, the Paris School has critically analysed the practices and technologies used in these networks, and argued that due to their diverse foundation they are open to abuse of power. This
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approach can be transferred to the metadata collection methods developed by the NSA and GCHQ, and this distribution of power is a clear example of abuse and exceptional measures developed internally in the security agencies.\textsuperscript{517} For example, the phone tapping carried out by security actors went so far that it included the German Chancellor Angela Merkel.\textsuperscript{518}

Security cooperation contains two elements. Firstly, different actors work together in nodes, which link state and non-state actors together in loosely defined networks. Secondly, each security node works both independently and in cooperation on a case-by-case basis, where the security issue determines who participates. The Paris School claims that it is possible to identify changes from the Snowden revelations in 2013. It is visible that security is organised, neither within the state acting within a transnational context, nor an emergent hierarchy of the kind envisaged by globalisation theorists. Moreover, it is not possible to transfer the idea of a new empire or concert of great powers to the system. Instead, it is suggested that something less predictable is occurring, and this unpredictability is linked to security agencies, such as the NSA or GCHQ, which practices challenge the assumption of democracy by developing intrusive security measures from their interactions.\textsuperscript{519}

I consider the routinised conduct of security to be dangerous as security actors over time extend their mandate for the security measures. This is open to an abuse of power similar to securitization, although it is carried out in the politicised area. The Paris academics are critical of security governance and practices developed in the different nodes positioned outside public scrutiny. Unfortunately, this governance form leads to mission creep in areas where accountability and transparency are missing (sections 5.7, 6.7, 7.4.4). Yet, this is a part of the nodal security dynamic, where the hieratical structure is down scaled. The mission creep is visible in measures introduced by the UK Government in relation to the proposed Counter-terrorism and Security Bill (2013).\textsuperscript{520} This bill includes a requirement for internet service providers to retain data on internet protocol addresses to allow individual users to be identified. In this context, there is a blur between intern and external security as well as policing. The new law requires Internet and phone companies to generate the records, retain them, and hand them over
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to the police and security services on request.\textsuperscript{521} Moreover, the bill proposes measure to manage online child-abuse in the dark net TOR.\textsuperscript{522} This also signifies a development, which has the potential for abuse in terms of creating more insecurity online.\textsuperscript{523} Looking for abuse of children on the dark web is just a way of searching for, and identifying the source and recipients of a prohibited class of information. However, the net does not differentiate between information. Here it is all the same, so by allowing these agencies to develop legal mechanisms to identify one sort of prohibited information, they are opening a Pandora’s Box for a similar mission creep where similar types of information flow can appear in other areas. This gives access to introduce governance forms and practices to identify any prohibited information beyond the original justification.\textsuperscript{524} These policies are firstly introduced in a security area (child abuse), where most people will accept harsh measures. However, the problem arises concerning the trade-off when people recognise that the same actions are targeting citizens beyond these original justifications, and suddenly ordinary areas are becoming part of the same intrusive form of surveillance. Moreover, I find it concerning that the GCHQ will be given a central role in this bill; this is the same agency, which has been widely criticised for its intrusive methods and mission creep in the Snowdon revelations (sections 5.8.2, 6.8.2).\textsuperscript{525}

4.7 Comparing the Two Security Schools and their Influence on Anticipatory Governance and Practices

The discussion has so far demonstrated that the way security is framed is clearly a rather contested issue, and it is possible to speculate on how different strategic responses would emanate depending on the conceptual framework adopted by a particular government organisation. I argue that the high level of uncertainty in risk makes it incompatible with management processes by threat-assessment strategies because they do not accommodate the significant structures of risk (chapters 2 and 3). By having risk included in their perspective, the Paris School encompasses anticipatory governance and that positions them closer to cyber-security strategies compared to the Copenhagen School. The development of cyber-security strategies means that the threat-security tandem is longer seen as the primary approach. Threat-based policies are still relevant to
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the cyber-security structure. However, I have chosen to position it peripherally as a last resort strategy in place when the preventive measures fail to deal with the risks (section 3.7). Because of the different foundation in security, two areas are incorporated in cyber-security. Firstly, anticipatory strategies are located before threats in order to create a margin of safety.\textsuperscript{526} Secondly, security in the world risk society is extended to involving new security processes. This includes interactions between actors, organisations, levels, regulations, practices and processes that embed transnational and cross-sectoral cooperation (sections 5.6 and 6.6). In this area, the Paris School is influential, using governmentality to manage the large number of security actors and measures developed in a differentiated and fragmented context beyond the direct exercise of the state.\textsuperscript{527}

On the other hand, I think that Paris School’s analytical framework fails to consummate all the issues in the cyber-security management. They have a narrow scope in relation to generating insight into the development of anticipatory governance and practices beyond the role of the security professional. In this thesis, I claim that the cyber-security cannot be reduced to routine practices of anticipatory governance and interactions of security professionals. Cyber-security involves a broader mixture of security actors. This can be state actors working alone in their formation; they can interact with the private sector, experts, groups or individuals. These actors can also work alone in different networks, without any state involvement. Finally, individuals can execute a personalised security regime independently. The Paris School analyses how security professionals use their bureaucratic authority to categorise and assess the threats and determine what constitutes security. However, the management of cyber-security goes beyond this, as it also concerns individual security. This means that security management does not necessarily have a professional element, and the governance forms, and practices useful for cyber-security are found in the space between these two schools.

The European cyber-security framework is not a part of the ‘exceptionalistic’ security process. Instead, it is founded on a preventive form of logic (section 3.6). The strategic goal is to intervene before the situation spins out of control and calls for exceptional

measures. As a result, I believe that European cyber-security management forms are better suited to exploring varieties of fragmented security issues by incorporating nodal governance in the framework (sections 3.3, 5.3). Security actors are shifting the focus from defence to technologies and strategies in which the future is made calculable and manageable as part of the politicised area, rather than exceptional measures. This approach can be compared with the perspective incorporated in the Paris School as cyber-security processes go beyond the narrow application of securitization. Therefore, the change can be illustrated by the evolution of security from a direct exercise of state power (the Copenhagen School) to an inclusive method of power, which is exercised through the security networks of institutions, practices, procedures and techniques to regulate social conduct (the Paris School). Consequently, risk-management draws on the legitimacy from the politicised area similar to the Paris School. This signifies that governance structures and practices use politics based on best estimations and most likely future scenarios. These are considered as the best guidance for assessing dangers linked to cyber-space and the use of computer technologies

European strategies focus on the most suitable security solutions playing on ‘safety first’ management methods in order to enhance resilience. The way cyber-security is framed is mostly in line with the academics behind the Paris School’s perspective rather than the Copenhagen School’s securitization approach. It is simply not possible to discuss risk in the light of exceptionalism and the survival of a given referent object. If so, many risks would fall under the scope of securitization, and it is simply not possible to manage them all as exceptions; it would destroy the meaning of exceptionalism. However, it does not signify that that idea behind the Copenhagen School’s securitization is outdated. It can be useful to closed networks, such as a local area, a national state or internally in cooperation or group, where the threat of an attack becomes evident, and a fast response is needed. However, to impose restrictions, such as the ones in the Twitter case, have no particular effect and is a waste of resources and capabilities, because the securitization process has shown its limitations in cyber-security. The main argument, for linking cyber-security to the Paris School, is that the
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securitization approach is unable to grasp the every-day formation and development of new security issues in the ordinary sphere.

The rethinking of securitization is very interesting and relevant, and I have included it in the analysis on behalf of the original security approach. It shows the willingness of the academics involved with the Copenhagen school to forward their security approach into a new generation of security studies (Nissenbaum and Hansen). However, I see this as a work-in-progress as it appears fragmented and to some extent, disconnected to the real issues of cyber-security. The Copenhagen School take into account the central features of cyber-security and make the necessary opening for introducing the sixth sector, hyper-securitization, every-day practices and the use of technical experts. Yet, the traditional interpretation of security cannot be directly transferred to cyber-security as there is not one referent object, but numerous, as well as a large group of securitizing agents. Interesting enough, their rethinking of securitization includes new actors beyond the state. However, Nissenbaum and Hansen abstain from addressing the crucial issue of multi-agency cooperation on the horizontal and vertical level central to anticipatory cyber-security governance. To my disappointment, the new perspective falls short of identifying the depth and the breath of cyber-security and the user’s responsibility to protect the network. Thereby, they still keep an elitist approach to security, where individuals are only given a partial role to pass on information. As a result, they fail to recognise group’s and individual’s responsibility as first-line security actors. Nevertheless, I find the updated version of securitization useful as a supplement to the Paris School’s interpretation of governmentality (section 3.3). There are difficulties in describing and analysing complex empirical realities, which challenge the security discussion and the use of the two schools. Nevertheless, I use their analytical lenses to generate significant insight into cyber-security governance and practices.

4.8 Synthesising a Theoretical Framework

Following the discussions in chapters 2, 3, and 4, I syntheses the theoretical framework to progress the discussion and bridge the theoretical foundation for understanding cyber-security with the substantive analysis. The main areas for progressing the debate are nodal governance and anticipatory risk, as they are the underpinning concepts. The existing literature discussed in the theoretical framework has showed gaps in addressing European cyber-security governance forms that include both transnational cooperation
and cross-sectoral cooperation. In this second part of this thesis, I focus on qualitative documentary analysis based on the research objectives presented in the first chapter.

In the two case studies, I focus on the development of cyber-security governance in two distinct areas. Chapter 5 covers the general and the overarching concept of cyber-security, and chapter 6 examines the sub-category of cyber-terrorism. The scope and limits of this empirical work relate to the challenges of cyber-security in Europe. The EU develops the primary security strategies, and these are used to outline the broad perspective based on risk and cooperation. The CoE and NATO draw up supporting cyber-security policies and initiatives, which are used to advance the arguments. I have designed the figure below to illustrate the three-step process included in cyber-security that forms the foundation for the substantive analysis. The involvement of multiple security actors is central to the analytical framework because cyber-security governance is based on cooperation among a large group of powerful actors, i.e. state authorities, industry associations and large enterprises to provide the necessary security and expert power. As a result, this study emphasises cooperation and anticipatory governance forms. By having this focus, governmentality becomes highly relevant, as it is the awareness of the plurality of the different units that shapes modern forms of power. In view of that, I use both the Copenhagen and the Paris Schools’ security approaches to analysing existing cyber-security strategies (figure 2).
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Figure 7 model for advancing the analytical framework

The areas, I have included in the substantive analyses, are security actors, cooperation, and anticipatory governance, and these areas prevail in the most significant parts of European security strategies. The following discussion outlines this framework and sets out the methodology for addressing the research objectives in relation to cyber-security and cyber-terrorism. I claim that the cyber-security takes its outset from a hybrid-networked foundation, where security actors have an overlapping role, because they are underpinning features at all levels of the analysis (section 3.3). These different types of actors are linked together ad hoc in a networked formation of security nodes. Therefore, considerable resources and expertise for planning and taking protective measures lie
outside governments and their institutions. As a part of nodal governmentality, the power is distributed outside a singular forum from the strategic level down to the operational level. Accordingly, there are a broad number of governance forms developed to manage cyber-space, which spans from spectrum allocations, copyright and intellectual property regulation, content filtering and blocking and different types of cyber-crimes.

4.8.1 Transnational and Cross-sectoral Cooperation

Cooperation between security actors has developed over the years, and I believe that this approach takes a central position in the cyber-security framework. In this part of the thesis, I have outlined how international institutions have been redefined and restructured in past decades. Moreover, the historical outline has shown how a number of state institutions and security actors (public and private) have mitigated the strict state-centric approach. As a result, this thesis narrows down the state-centric approach significantly. Instead, numerous security actors have important roles to play based on their expertise and their incitement to be involved in the cooperation, and they can generate positive developments by bringing in different insight to problems and solutions. In this thesis, cooperation, the distribution of knowledge and the decision-making process are central. Therefore, I claim that the success rate of nodal governance is entirely in the hands of the security actors and their ability to pool together specific interactions, mentalities, technologies, institutional arrangements and resources.

Together they are able to enhance resilience in society. If security nodes do not succeed, they need to change its structure and re-organise the node in an ongoing process (section 3.7). Thus, the nodes are continually progressing, and this puts pressure on the security framework, and the challenge to security management is linked to the ability to cooperate, and develop, and harmonise rules, practices and processes.

Transnational cooperation is one of the cooperation types which influence governance structure in cyber-security because of the global aspect, where criminal activities can originate from the other side of the world. It is a problem, that there is no universal consensus on the governance forms developed, and it has proven difficult to overcome
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the differences in legal systems, values and priorities worldwide. The key element of cyber-security is to improve security of essential CI, CII and ICTs by enhancing and supporting a high-level of preparedness, security and resilience capacities on all levels (section 3.7). The cross-border dimension of cyber-space related problems and the possibility to attack computer systems worldwide constitutes a growing challenge. So far, obstacles for ensuring efficient management derive from judiciary limits, insufficient intelligence gathering/sharing capabilities, technical difficulties, disparate investigative and forensic capacities, lack of trained staff, and inconsistent cooperation with other stakeholders involved in cyber-security. I would argue that the nature of cyber-security creates obstacles to governance forms, and it is impossible to only establish cooperation using traditional security processes to manage risks emerging multiple-directionally in the public and private sphere. In practice, alternative measures and procedures imposed to counter cyber-related crimes and attacks have opened new arrays of multi cross-sectoral governance.

In cyber-security, I have noticed that another form of the governance is developing within the cross-sectoral sphere. In this thesis, I have given public and private partnerships (PPPs) an essential role, because this governance form is growing to improve security. I believe that partnerships have a value in the framework because they establish new means of cooperation where the actors can develop newly innovative methods to assess the security risks. It alters the traditional government-business relationship by creating an equal partnership, where the new culture of cooperation replaces command-and-control governance. However, I find that this trend of multi-levelled cooperation driven by distinctive communities makes it even more difficult to improve transparency and openness, or outline an understandable governance structure, when the parties are changing all the time. I also find it problematic that the complex structure makes it nearly impossible to pinpoint accountability processes, unless an oversight mechanism is included in the security strategy (sections 5.7, 6.7).

4.8.2 Security Actors and Cooperation
In this thesis, security actors are central to developing anticipatory governance and practices, as these are developed outside the traditional management structure due to the
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nature of the risks. The actors involved in cyber-security can come from both cooperation types, divided into different levels, in both transnational and cross-sectored formations. Within such pluralist approaches, governance originates from those associated with traditional electoral politics through inter-governmental activities to complete self-governance regimes.

Cross-sectoral cooperation has obtained a central place, and it is based on a particular relationship between the state and private industry. This implies that governance is based on the mobilisation of knowledge, capacity and resources of a variety of organisations, groupings and individuals. This encourages a number of security actors to participate and take responsibility for security within their interest domain (sections 5.6, 6.6). The proposition is that the state governs better at a distance. Therefore, it is left to the individual actors to reach the level of security outlined by the public sector, and this can vary from voluntary self-regulation to mandated full self-regulation. Accordingly, the state can set out priorities, such as minimum requirements, standards or objectives, where security actors respond and cooperate to fulfil these goals. This is done through market-like mechanisms orchestrated by state governments in order to ensure that state-defined objectives are achieved. However, cooperation can also be developed outside the state coordinated by private security actors.

I argue that bringing in a variety of actors from the two sectors creates a challenge, as they have different reason to participate. Even in an equal partnership, there can be tensions between the security parties involved (sections 5.6, 6.6). Apparently, tensions derive from their roles in society, their organisation and/or their motivation to cooperate. Problems can arise from expanding the security field, extending the number of institutional actors and involving actors with contradictory interests who seek to maintain/enhance their positions. In practice, these problems are not wholly distinct, and the tensions might not cause problems as their common goal interlinks the parties in a power-balanced partnership.
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4.8.3 Anticipatory Governance

The third area, which I explore in the substantive analysis, is linked to the result of cooperation. Cyber-security involves developing rules, practices, and processes relevant to security areas by involving a mixture of states, corporations, and civil-society actors, i.e. transnational and cross-sectoral (section 3.7).\textsuperscript{549} In order to develop anticipatory governance forms and practices, I argue that it is necessary to go beyond the traditional legislative process. Nonetheless, legislation is still required, but it does not stand out as the most significant mean; it is merely a tool among others. The enactment of substantive and procedural laws is necessary to develop and manage anticipated cyber-risks.\textsuperscript{550} However, I think that the most significant problem regarding legislation is the requirement for reaching a certain level of harmonisation because hackers do not respect physical and sovereign borders. As a result, tackling hackers puts pressure on sovereignty, and the issue of jurisdiction often creates problems.\textsuperscript{551}

The expansion of cyber-space related crimes has generated a range of legislative and judicial responses, with a number attempting to encompass existing security measures with the new dangers from cyber-space. Particular challenges are presented by the inherently global nature of Internet interactions. As a result, an increasing number of international agreements complement the legal innovations at the national level. This is supported by informal regimes of governance and regulations implemented by non-governmental security actors.\textsuperscript{552} It is clear that security processes are not imposed to develop exceptional measures. The work of agencies is subjected to the principle of accountability, whereby the actions can be challenged in the judiciary system, or through other independent and impartial mechanisms.\textsuperscript{553} The security actors are, therefore, limited in their actions and can only participate in the cooperation as long as it complies with their rules, the legal basis and their different responsibilities. Public authorities are held accountable through the traditional institutionalised check-and-balancing system, whereas self-regulation of the conduct of non-governmental organisations is self-specified, self-enforced and self-monitored. Together these rules, practices and processes create governance forms, which emerge from transnational and cross-sectored cooperation (sections 5.8, 6.8).
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Effective management in areas of high complexity, such as cyber-security, has a clear transnational approach due to the nature of the risks. The management of security risks is linked to developed norms among the regulated, which encourage them to comply voluntarily with the outcomes of the nodes, e.g. guidelines, practices, processes. The level of self-regulation depends on the creation of a constant and constructive dialog between the regulators and the regulated (responsive regulation). From my own security perspective, regulation on a macro-level cannot be reduced to being just one instrument of the public sector. It provides a comprehensive framework, where business enterprises, citizens and governmental officials are active in the regulatory framework to develop regulatory responses appropriate to a particular security risk. I believe that the private sector has a significant role to play in developing governance structures within particularly distinct areas where the government or regulatory authorities have no power. This creates a wider governance approach to progressing specific anticipatory security strategies.

### 4.8.4 Anticipatory Governance and Regulatory Practices

One of the biggest challenges, in securing cyber-space, is based on the interconnectivity. The Internet has developed as an open, decentralised framework, expanded globally beyond legislative and territorial boundaries, which is often considered its greatest strength in cyber-space (section 1.1). However, at the same time it is also an increasing weakness of the system. I argue that because of the rapid technological advancements, it is impossible for regulatory practices and methods to keep up with technological advancement unless the regulatory forms and processes are expanded to mirror the changes in cyber-technologies. The problem is that the regulation cannot address in details all specific areas of computer technology and the associated risks. In cyber-security, no matter how much legislators and decision-makers try, they can never catch up with the fast progressing technology. There is always a danger that the legislative process is too slow and inadequate, and regulations end up addressing problems that are already passe. I argue that several elements of current security strategies need to be reconsidered. In order to do so, it is important to get an insight into the way security is conducted, the parameters for cyber-security, and how the European region responds to the growing risks.
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I think it is important to analyses the regulatory framework and the measures used to enhance cyber-security. Firstly, it is important to look into harmonisation of state legislation, as there is an urgent requirement for harmonising cyber laws or at least making them compatible with other states’ legislative framework. States have different priorities; some do recognise that particular forms of regulation are needed, and others do not recognise cyber-offences and regard them as falling under the scope of existing regulations. Given the technological, legal and cultural diversity of the world’s nations, the risk perception differs significantly (section 3.6). Some state priorities theft of intellectual property. Other states consider blasphemous or seditious communications to be their paramount concern. Finally, some states have the application of technology used to sexually exploit children at the top of their security agenda. Technical regulation is another important area, which is developing in order to create obstacles to the free flow of information online. The technologies used to support cyber-security present an interesting paradox on the global and national level. On one side, the measures to achieve greater cooperation at the international level for the protection of CI, CII and ICTs underlie the preservation of a free and open internet. On the contrary, there is an increasing divergence in the national efforts, as governments tend to impose restrictions. These measures impose limitations to the potential of global connectivity by filtering, blocking, surveillance of content, etc. The use of restrictions to the free flow of information violates the whole idea of free Internet (section 1.1). Moreover, it jeopardises the privacy of the users.

I would argue that information sharing also constitutes a problem to the development of adequate responses to cyber-risks. This relates to the ways in which CI, CII and ICTs policies are conceived and implemented. In this context, I claim that the problem is that over the years measures imposed have been based on quick solutions, which were shortsighted and wrong-headed. As a result, many of the institutions failed to prevent the risk by using inadequate resources, which were poorly designed to respond to the dangers, and without the appropriate mechanisms to share information across borders. An interesting feature in most cyber-security programs developed recently is
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the focus on cooperation, sharing knowledge and pooling resources and capabilities. As a result, there is a growing acknowledgment of community of practices across states and private actors to share a common vision of what is to be secured and why. I link this to nodal governance, where the practices are developed internally in the security nodes to accommodate the absence of appropriate cyber legislation.

These forms of management can be developed by identifying the appropriate minimum standard and guidelines by using core principle to regulate the relationship between public security and the rights of the individual users, i.e. the right to privacy, data protection. The idea is to apply these core principles across the broad range of security measures and technological advancements. From that point, competent authorities incorporate these principles and guidelines with immediate effect to emerging technologies in a coherent, consistent and uniform way. This area is progressed rather than to await slow legislative processes. Nevertheless, this form of governance is a step back for developing appropriate cyber-security measures and legislation.

4.9 Methodology
The methodology I have used in the following two chapters is based on documentary analysis, which enables me to investigate cyber-security governance critically within a confined area (section 1.4). The empirical research is based on two case studies related to cyber-security and cyber-terrorism. The insight gained from examining this area allows me to analyse the data collected concerning the parameters inbuilt in European cyber-security strategies. Moreover, this section has allowed me to engage with the tradition of grounded theory advanced by Strauss and Corbin and their way of identifying, collecting, analysing and concluding on a large group of data.

In this section, I have outlined the research strategy used to define, collect and analyse anticipatory cyber-governance and practices, which are compatible with the theoretical part. I begin the analysis by identifying the research area by using the objectives outlined in chapter one. Moreover, I have collected data from different sources, which fall into four data groups. Firstly, I will examine European cyber-security policies, such as legislation, directives and communications from European institutions. Secondly, I
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have collected data from other academic studies and publications, which includes books, book chapters, reports, commentaries and journal articles. Thirdly, I have researched online, using states’, European institutions’, businesses’ and organisations’ databases, web pages, and archives. Fourthly, I have use press releases and news coverage by security actors and mass media, which have kept me updated with the latest development. Cyber-security encompasses a variety of security actors from public and private sectors, to organisations and individuals, which all have significant data published online. Therefore, it is necessary to include different governance and management forms.\footnote{However, in relation to cyber-security, I have used an extensive number of non-academic sources. I have been critical when examining the documented evidence provided by the research methods used in group three and four. Therefore, I have taken extra time to trace all the sources of these documents and searched for supporting evidence in order to validate the data.}

4.9.1 Identifying the Area

Cyber-security is continually developing; therefore, documentary materials might be incomplete or missing. Over the last decade, the EU has created a cyber-security framework based on legislation and governance forms including directives, communications, programs, action plans and roadmaps, which will be included in the analysis. The rapid development of this area dictates that the material be either outdated or not yet covered by academic research and publications.\footnote{As a result, I have found that there are limitations on the amount of academic research material which is available, such as books, book chapters, reports and peer-reviewed journal articles. I would suggest that the reason for this is that the continuing development of technology creates a knowledge gap. Therefore, I have included a number of alternative resources, such as institutional databases, web-pages and news articles.}

I have carried out the research by analysing a large number of documents. In order to do so, I have firstly used a top-down approach to identify the research areas relevant to address the research objectives (section 1.4). My overarching research strategy has been to collect an extensive amount of data in relation to the research areas I have identified (see keywords below). The next step has been to break down the data collected into smaller units in order to organise the data. The top-down approach has been useful for
collecting and bringing together a large amount of data from a variety of sources, and
categorise it by creating a short list of relevant terms for this. In order to do so, I have
used a number of keywords to identify the research area, such as:

Anticipatory governance, cooperation, cross-sectoral cooperation, cyber-
security, cyber-security strategies, European cyber-policies, European cyber-
security governance, risk, NATO, the Council of Europe, the European Union,
public-private partnerships, transnational cooperation.

To organise the research material within this identified scope, I have primarily use a
grounded theoretical approach, which enables me to select the sources and link them to
the search terms outlined above. I have found that the top-down research approach tends
to neglect strategic initiatives coming from other security systems and actors outside the
state-centric approach. As a result, the top-down approach is difficult to use where there
is no dominant policy or agency, but rather a multitude of governmental and non-
governmental initiatives, governance forms and actors. Instead, I have used the
grounded approach to cover these areas, which includes implementation of
decentralised processes in which the members of different cooperation determine
security procedures and guidelines vertically and horizontally. This has led to a
methodology, where I have carried out a grounded and open-ended thematic analytical
research in order to establish the importance of the sources and to progress the research
objectives.

4.9.2 Data collection
The sources used in this research originate from data I have collected within existing
resources such as:

Books, peer-reviewed journal articles, articles, legislations, reports, conference
papers, statistics, news cuttings and web pages.

To gather data, I have used sources contained in libraries and on Internet databases,
such as:

Google, Google Scholar, Lexis Library, Westlaw, EUROPA, EUR-LEX,
international organisations’ internal data archives, web pages, and news cutting.

The research covers academic publications, public policies, international conventions,
legislation, frameworks, action plans and roadmaps. To organise the material, I have
divided the documents gathered into four groups depending on the type of source. These

---

categories include legal and policy documents, private sector/business documents, media materials used in a grounded approach. I have explored the research objectives by narrowing down the research to one particular field of security rather than focusing on the broad interpretation of security and current policies. As a result, the present study employs law, policy-making, social and political scientific sources to undertake the data collection (keywords outlined in appendix 2).

### 4.9.3 Analysing Significant Anticipatory Governance Structures

The findings in this research are transferred to three overarching groups, which lead to a broad analysis of their coverage, the understanding of them and their use in relation to cyber-security. These three areas are identified as the main concepts in cyber-security: multileveled cooperation, security actors and anticipatory governance. I believe that this methodology, which combines a top-down approach with a grounded approach, gives the necessary flexibility to research fragmented areas, which have not yet been systematised (chapter 1).\(^{570}\)

The breakdown of data allows me to delve deeper into anticipatory governance forms. Then, in the second part, I have created a substantial analysis of two distinct case studies (section 4.9).

In part two, the discussion is based on objective and substantive arguments, where I discuss my critical understanding of the area deriving from the documents. I divide the analysis into smaller parts that follow the model from the section above (section 4.8, figure 8), where my analysis covers the role of the actors, nodal cooperation, and the use of anticipatory governance. The outcomes of the study are highlighted in the concluding chapter, which also contains my reflections on the findings as well as future research questions. The findings in this part are outlined in chapter 7, where I conclude on the research.

### 4.10 Conclusion

To utilise the cyber-security structure, I have used two security schools and their critical approach to discussing problems with current cyber-security strategies. I have chosen these two security perspectives because they cover different aspects of the security agenda; the Copenhagen School criticises state-centric security, while the Paris School is concerned with the application of governmentality done by numerous security actors. Therefore, both of these schools have a significant influence on the understanding of the cyber-security framework. The academics from the Copenhagen School bases their

\(^{570}\) Charmaz (2014), 13.
security approach on threats to the survival of a given referent object, which require exceptional measures. Yet, the rethinking of securitization in the Internet age adds an interesting dimension to cyber-security, which creates a foundation for the following discussion. However, in this thesis, the main argument is that the cyber-security is not only about the state; other actors are involved in the processes that bring it outside the realm of the state-centric approach. The Paris School investigates security procedures and practices developed by the security actors within the ordinary sphere, which I find more compatible with the current interpretation of cyber-security. In this context, the Paris School captures both collective and individual security and, therefore, the security approach is freed from the traditional state-centric approach. However, it is not broad enough to cover the widespread number of security actors beyond the professional security actors, as the cyber-security framework spans from states to individuals working together in constant changing formations. The constant focus on different security actors and techniques enhances the usefulness of nodal security structures, and the inclusion of governmentality makes the security perspective of the Paris School more prominent than the Copenhagen School. However, the two different perspectives and analytical frameworks makes them both useful to draw out significant features and sharpen the critique of the use of anticipatory governance and practices in the European region.

This chapter concludes the theoretical part of this thesis by outlining essential features, which influence the following discussion in part two. This study addresses the research question concerning cooperation and European cyber-security governance and practices. The aim is not to discuss all forms of security governance, but limit the discussion to overarching cyber-security strategies. Therefore, I have positioned anticipatory governance centrally, which includes resilience, prevention and preparedness as the preferred tools in the ongoing security cycle (section 3.7). The principal argument of this thesis is that changes are made to security governance and as a result, nodal governmentality takes priority to the state-centric approach, because the traditional security structure has proven inadequate to embrace the fragmented and complex nature of cyber-security. Through interaction in security-nodes, the actors develop specific rules, practices and processes that can maximise state regulation, technical regulation, awareness-raising, and education within their particular area.
PART TWO: THE CASE STUDIES: CYBER-SECURITY AND CYBER-TERRORISM

5 European Cyber-security Governance

5.1 Introduction
This part of the thesis, gives distinctive insights into concrete emerging security risks, such as cyber-security and cyber-terrorism by looking at anticipatory governance forms developed in the European region (chapters 5 and 6). Both the Council of Europe (CoE) and North-Atlantic Treaty Organization (NATO) have developed cyber-security strategies and measures. However, the European Union (the EU) has established the most comprehensive cyber-security structure compared with other institutions. This structure takes precedence in the discussion because the initiatives cover numerous security fields and reposes, which are institutionalised and imposed on different levels in the region. As stated in chapter one, I have examined cyber-security from a strategic position and leave out the operational level. Therefore, I refrain from discussing how these strategies are operationalised, i.e. whether there is a difference between the strategic and the operational levels. Moreover, the usefulness of the future-oriented approach is not included in my research, as cyber-issues issues are only visible when anticipatory governance fails to counter the risks – not if a cyber-risk is prevented.

I have based the analysis on the theoretical work discussed in the earlier chapters, which is deployed and evaluated in my case study data. My perspective, for discussing the two case studies was established in the previous chapter, when I introduced two security schools, the Copenhagen School and the Paris School, which I have used to utilise and critique the existing framework. These two schools enabled me to get insight into the different anticipatory governance forms included in cyber-security. In chapter 5, I have discussed the overarching concept of cyber-security, which covers the umbrella term for various types of online crimes (part one). In the chapter 6, I have separated cyber-terrorism from the concept of cyber-security. In this context, I have investigated particular governance forms. In these two research areas, I have examined documentary evidence, such as security strategies, communications, action plans and road maps.

In chapter 5, I examine a range of governance practices and processes considered appropriate and efficient responses to cyber-risks in order to enhance the understanding of European cyber governance. My theoretical perspective, for discussing and
understanding cyber-security, is based on a particular way of seeing the governance as a part of the nodal and anticipatory governance concepts (chapter 3). As a result, the analysis follows the cyber-security framework explained in chapter 4. This introduces the particular governance areas, which utilise the discussion regarding responses to emerging cyber-risks. In this context, I investigate this security concern from a general perspective to establish an understanding of this complex area, which is both ambiguous and fragmented. Secondly, I examine the extended use of hybrid cooperation in anticipatory governance, e.g. transnational and cross-sectoral. Finally, I discuss the development of rules, practices and processes as a part of the anticipatory governance. This analytical approach entails four sub-categories, e.g. governmental regulation, technical regulation, awareness-raising, and education, and self-regulation and self-defence, which are areas identified in the documentary analysis.

5.2 The Emerging Risk of Cyber-crime
The rapidly growing dependency of cyber-space and the Internet are considered to be ‘good’ in society, but it also creates a paradox, because technological advances can be turned against the computer users. Thereby, it reveals a dangerous side, where the computer interconnectivity can be an easy route to ‘bads’ (section 3.4). The EU has established the European Cybercrime Centre (EC3) as the focal point in the EU to manage the growing number of illegal activities in this area. This centre highlight that cyber-related crimes represent considerable challenges for the law enforcement agencies. To illustrate this point, the EC3 claims that the total cost of cyber-crime to society is significant, with a recent report suggesting that the loss is around €290 billion each year worldwide. This makes illegal online activities more profitable than the global trade in marijuana, cocaine, and heroin combined.

A Europol report, Threat Assessment (Abridged) Internet Facilitated Organised Crime IOCTA (2011), confirms the trend and stresses that this development is likely to continue due to the increasing dependency on computer and communication systems:

“As the globalisation of markets further accelerates – with an increasing number of international virtual economies – there will be more data to compromise, with a higher impact, particularly for those developing economies which will depend on globalisation and connectivity to thrive”.

The Europol report concludes:
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“The global reach of the Internet, its networked processing power, and its provision of instant communication and data transfer technologies combine to create an environment in which every one of these 320 million citizens may fall victim to criminal activity from anywhere on the planet. In short, the Internet eliminates distance, bringing the general public and Organised Crime activity into close proximity, and eroding the distinction between internal and external threats”.  

These reports outline some statistics regarding cyber-crime, but it is impossible to get a precise overview due to the problem of underreporting cyber-attacks (chapter 2). Additionally, the European Network and Information Security Agency (ENISA) has published an overview of current and emerging trends in cyber-crime, which I have attached in appendix 3.

The UN Convention against Transnational Organized Crime covers some of the cyber-related crimes, but it only has relevance in relation to law enforcement and the judiciary in areas where groups carry out illegal activities transnationally. As a result, this Convention cannot be extended to cover individual hackers, and this is inadequate because most unlawful activities in/ through cyber-space are carried out by individuals rather than by organised groups. Europol correctly states this in its Threat-Assessment (2011). This document pinpoints, for example, the important fact that cyber criminals are different from traditional ‘real-time’ criminals; they often work independently, and without a strong link to any illegal organisation. If they are somehow connected to criminal enterprises, the organisation is loosely formed and inadequate to be included in the UN Convention. The nature of cyber-crime breaks the traditional profile of persons associated with the structure of organised crime and makes the traditional governance form inadequate to manage the risks:

“The high-tech nature of cybercriminal activity results in a demographic profile not traditionally associated with transnational Organised Crime – namely, the young, highly skilled individuals who are often recruited from universities. These features find analogies in hacker culture more, where absence of hierarchy, celebration of technical proficiency and comparative youth are prevailing characteristics”.

---
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5.3 Cyber-security Cooperation and Nodal Governmentality

The limited technological knowledge and understanding of cyber-space pushes governments into policy transfers and wider forms of nodal cooperation. They are simply left behind by the speed with which technology develops and forces changes in governance. Governments and a number of public actors have significant knowledge gaps, which influence the dealings with technological issues. Understandably, these actors turn to other states and security actors for inspiration to manage cyber-risk because networked threats require a networked response.581 Different network formations develop extensive and comprehensive forms of nodal cooperation to overcome problems of governing cyber-risks. These networks can expand the reach of regulation, build trust and cooperation among actors, facilitate information sharing and establish standards of practice and performance.582 However, in this part of the thesis, I investigate whether this is the reality of cooperation.

In the rethinking of securitization in cyber-security, every-day practices are included in the framework (section 4.5).583 However, the Copenhagen School fails to incorporate the problem coherently in relation to the core problem of cyber-security, where a number of actors take responsibility to solve emerging online problems. Their use of everyday practices concerns very limited participation, where individuals are restricted to passing on information. I think that the use of these practices is less convincing, because the nodes are based on a large group of different participants who aim to maximise cyber-security by preventing the risks from transforming. According to the cyber-securitization approach, individuals cannot be security actors in their own right, nor can they directly decide governance forms, or mandate an active role on their initiative. There is an intense mistrust of the ability of individual users to improve their personal security, and their involvement creates a paradox, which is not visible in the Paris School’s open-ended cyber-security approach (section 4.6). This mistrust becomes very evident in the way the Copenhagen School views individuals as a liability and a threat that can create problems themselves. For example, individuals can create problems by downloading copyright protected material, contracting computer viruses or facilitating a security breach.584 The Paris School takes a different approach by focusing
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on everyday practices and governance forms developed through collective social groupings – in particular between security professionals. This marks a shift away from the traditional hierarchical authoritative meaning of state-centric security. As a result, the security approach includes interconnected systems in a heterogeneous structure, in which new types of spaces are developed. 585 I think that the Paris School has a more realistic perspective of the risk management of cyber-risks because of their inclusion of numerous actors in hybrid networks.

Networked cooperation is claimed to offer a flexible and relatively fast way to develop governance forms, coordinate, and harmonise national cyber-security responses while initiating and monitoring the different solutions to cyber-security problems. 586 The Paris School decentralises the state by focusing on several professional security actors, such as individual actors, institutions and networks of the security professionals. These actors are all involved in the process and have a significant role to play in securing cyber-space (section 4.6). It is true, that states, groups and individuals can claim ownership over fragmented areas of cyber-space. However, the sovereignty only relates to a particular part of its material infrastructure, or it will relate to the possibility to opt out of it entirely. Yet, I would argue that it is impossible to securitize this area. For example, the Heartbleed bug (2014) that attacked web-servers running OpenSSL worldwide. 587 Exceptional measures can be put in place, and for a short time, it is possible to shut down OpenSSL by securitizing a limited number of computer technologies related to the server. However, managing global threats require consensus among security actors and shared strategies instead of attempting to securitize an issue worldwide, which will have no effect unless all possible users frame it in the same way. This argument disadvantages the state-centric and elitist perspective of the securitization theory. Even though, the updated version includes more actors than previously, it fails to accommodate the multi-levelled approaches incorporated in anticipatory governance (chapters 3 to 6).

A range of initiatives in Europe is introduced to make the governance of cyber-space more efficient. This signifies that cooperative formations are required to manage differentiated security approaches with numerous security actors, i.e. Internet users and user groups, network infrastructure providers, corporate security organisations, non-
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governmental and governmental organisations, etc. I think that the real problem derives from extensive use of these hybrids, which has created a complicated structure. It is problematic that all initiatives are fragmented and therefore, they are developed parallel to other networks with limited, if any, collaboration between the initiatives and the actors. Moreover, the progress is not reported widely in the system. This is one of the major problems in cyber-security, and this will continue as the structure continuously expands, because most crimes in ‘reality’ have links to cyber-space.

The EU highlights that it is the responsibility of all relevant stakeholders to be involved in cyber-security. As an example, the joint Communication (2013) states that the responsibility for a more secure cyber-space lies with all players in the global information society, from citizens to governments:

“The growing dependency on information and communications technologies in all domains of human life has led to vulnerabilities that need to be properly defined, thoroughly analysed, remedied or reduced. All relevant actors, whether public authorities, the private sector or individual citizens, need to recognise this shared responsibility, take action to protect themselves and if necessary ensure a coordinated response to strengthen cybersecurity”.

This requires that all relevant stakeholders define norms of behaviour in cyber-space, respect rules and existing laws. The EU encourages actors to develop confidence-building measures, to increase transparency, and reduce the risk of misperceptions in state behaviour, and this is a challenge to security actors. Because of Snowden’s revelations, the role of states and their cooperation are under public scrutiny. This has resulted in changes in the security perception, generating a move away from the secrecy included in previous policies and approached. This includes more oversight and accountability in future governance. The absence of proper oversight mechanism creates a vacuum for security actors to develop exceptional measures beyond the original mandate (sections 5.7, 6.7). I think that the requirement for more accountability and transparency versus secrecy of strategic and operational governance has created a double-edge sword for the security actors. Secrecy has a legitimate basis when fundamental national interests are at stake. However, secrecy has sometimes been used
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to suppress public debate and conceals information, and this generates mistrust among the public.\textsuperscript{592}

\section*{5.4 Transnational Cooperation}

There is a strong consensus about the historical development and the use of cooperation. Firstly, there are significant movements away from the traditional state-centric approach towards an open-ended form of security governance created in nodes (sections 2.3, 2.4). Secondly, these nodes develop their own procedure of self-governance to manage the security issue by developing anticipatory governance and practices (section 3.7). The most used form of cooperation is linked to transnational collaboration between states and state actors. It does not signify that they alone make the decision; they might bring in experts or participants from the private sector in different areas. However, there is still a visible division between internal-external security and public-private participation in the cyber-security policies. On the surface, this contradicts the Paris School’s claims that contemporary security governance merger together the different security dimension in a complex structure.\textsuperscript{593} The cyber-strategies set out directions within the EU, NATO and CoE, which appear fundamentally state-centric. It is visible that state actors decide on cyber-security, but they are not kept entirely on closed cooperative systems. I have identified that the public actors reach out to international actors, organisations and businesses to be involved. Therefore, the actual development of governance and practices breaks the state-centric phenomena and indirectly mergers the different security dimensions, i.e. internal-external and public-private security (chapter 3).

European institutions and organisations have cyber-security positioned high on their security agenda. The CoE developed The Convention on Cyber-crime in 2004, with the purpose of ensuring that the Internet provides a safe and open environment where freedom of expression, freedom of assembly, diversity, culture, education and knowledge can flourish.\textsuperscript{594} NATO has developed its cyber-security over the last decade, and its cyber defence policy and the associated action plan creates a clear vision of how the alliance plans to bolster its efforts.\textsuperscript{595} Finally, the EU has developed an extensive range of rules, processes and practices for its Member States in order to harmonise and improve cyber-security and to ensure a free and safe Internet. Cyber-security falls under
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the scope of the Area of Freedom, Security and Justice. The background for the security initiatives are outlined in the Lisbon Treaty (2007), the Stockholm Programme (2010), and the Action Plan to implement the Stockholm Programme (2010).

5.4.1 International Cooperation

The UN acknowledges that an adequate protection requires communication and cooperation between all stakeholders. Therefore, the organisation encourages all relevant parties to develop security strategies to counter cyber-crime and to enhance the protection of CIIs. It is perhaps surprising then that the organisation itself has failed to develop a comprehensive global cyber-security convention, with the latest proposal for a global treaty being rejected by Russia, China and a number of developing countries in 2010. The lack of a globally supported agreement is arguably the most significant obstacle to manage cyber-risks. The absence of a universal consensus creates a negative complexity spiral where numerous initiatives, guidelines, practices are developed in a very complicated system involving states, businesses, groups and individuals worldwide.

There is a reason for the reluctance of some countries to agree on treaties and conventions, which binds them. Major cyber-espionage networks and cyber-attacks have been linked to China, Russia and other countries, who benefit from these activities. Therefore, these countries have introduced little or partially symbolic measure against hackers because of the strategic benefits they offer in obtaining information. This reveals the ineffectiveness of the cyber-responses when hackers can receive protection in some countries. However, the unwillingness for developing definitions and governance practices creates a vulnerable position for these states too, as there is a high risk for retaliation after a cyber-attack. The alleged North Korean cyber-attacks against Sony Entertainment in 2014 highlights the problems regarding the vulnerability of both states and businesses, as well as investigative and law enforcements concerns, because there was no clear proof that North Korea had actually carried out the attacks. Yet, the
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situation is framed by the mass media and the U.S. that North Korea was the perpetrators (section 1.1).602

Cyber-security creates a challenge for all security actors, and this supports my claim that widespread governance formations are needed that enable security actors to work together. The involvement of non-governmental actors does not only relate to international security organisations. It has another dimension, where organisations, corporations, businesses, groups and individuals on multiple levels can discuss and develop proactive measures through cross-sectoral cooperation. Several organisations have tried to develop different forms of cooperation. The UN strongly emphasises the promotion of PPPs to share and analyse information concerning CI to prevent, investigate and respond to damage or attacks on vulnerable areas.603 The G8 has also explicitly focused on cooperation between sectors. During the Paris Cyber-crime Conference (2000), a co-regulation on the Internet between governments and private high-tech businesses was proposed as a solution to the emerging problem of managing the Internet. The proposals failed to gain support from the industry because they feared that governmental initiatives would lead to enhanced control.604 I find this negative attitude of mistrust significantly damaging, and it prevents creating anticipatory governance plans because the actors put self-interest first. As a result, they simply fail to recognise the urgency of developing a shared approach (sections 3.3.2, 4.8.2).605

The EU’s cyber-security strategies focus on dialogue with like-minded countries from outside the EU. The underpinning reason, for expanding the security network, is to achieve a high-level of data protection that also includes the transfer of data to countries outside of the EU, because globalisation has made it impossible to exclude the global dimension. In the EU Communication (2009) on critical information infrastructure, the objectives are to archive consensus on the European priorities for the resilience and stability of the Internet at both the strategic level and the operational level. The aim is to improve resilience and preparedness by incorporating them into dialog and cooperation with the global community, i.e. none-EU countries, and international organisations.606 This is supported by the joint Communication (2013):
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“The responsibility for a more secure cyberspace lies with all players of the global information society, from citizens to governments. The EU supports the efforts to define norms of behaviour in cyberspace that all stakeholders should adhere to. Just as the EU expects citizens to respect civic duties, social responsibilities and laws online, so should states abide by norms and existing laws. On matters of international security, the EU encourages the development of confidence building measures in cybersecurity, to increase transparency and reduce the risk of misperceptions in state behaviour”.

The cooperative network goes beyond neighbouring countries; the EU seeks to establish close cooperation with other security organisations, such as the CoE, OECD, UN, OSCE, NATO, AU, ASEAN and OAS. From my own nodal security perspective, transnational cooperation constitutes a necessary supplement to the traditional state-to-state cooperation, as these have a certain level of specialised knowledge useful for governing the area. Moreover, the use of technical experts can replace the traditional speech-act actor to obtain the legitimacy for developing exceptional measures in a state or institutional frame (section 4.5.3). It is likely to have security experts actively involved in developing anticipatory governance and practices as part of a contract with state actors, or as an equal part of a private-public partnership (PPPs). This circumvents the inclusion of actors in Nissenbaum and Hansen’s technification. Nevertheless, this broad foundation of different actors adds to the complexity of cyber-security governance, which creates obstacles in establishing a sufficient overview and to measuring the success rates of these initiatives.

Outside the different treaty systems, agreements are reached to enhance cooperation between countries. Through bilateral agreement, cooperation with the United States has been established. This will be further developed, notably in the context of the EU-US Working Group on Cyber-security and Cyber-crime. Moreover, bilateral and multilateral agreements and dialogues are in place with international organisations. The EU, for example, has established cooperation with the ITU, the World Summit on the Information Society (WSIS) and the Internet Governance Forum (IGF). The inclusion of actors outside the state-system breaches the stronghold of the state-centric arguments forwarded by Copenhagen School. More importantly, it supports the Paris School’s perspective of deepening the security agenda with multi-levelled cooperation of every-
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day practices (chapter 4). However, the side-effects are that cooperation becomes increasingly complex and fragmented. Unfortunately, the demand for more cyber-security overshadows the requirement of more transparency and accountability (appendix 8). The EU supports this enhanced cyber-security framework. In the EU Communication (2009), the document pinpoints two important areas, i.e. common consensus, and engagement beyond the region:

“First, achieving a common consensus on the European priorities for the resilience and stability of the Internet, in terms of public policy and of operational deployment. Secondly, engaging the global community to develop a set of principles, reflecting European core values, for Internet resilience and stability, in the framework of our strategic dialogue and cooperation with third countries and international organisations.”

5.4.2 The Council of Europe and the Convention on Cyber-crime

At the forefront of the different cyber-security initiatives are the CoE’s Convention on Cyber-crime. The preamble outlines that the CoE recognises the value of fostering cooperation with other states. Nevertheless, this Convention is a product of its time, which was developed when the problem of cyber-crime was finally recognised. I would argue that the Convention fails to encompass all three sub-units included in cyber-security. Firstly, cyber-warfare and cyber-terrorism are not covered similarly to cyber-crime in existing legislation. Therefore, it is necessary to create an analogue from cyber-crime offences. Secondly, this Convention does not include cooperation on the horizontal level as it fails to recognise the usefulness of having businesses, corporations, groups and individuals listed in the framework. Although, the Convention reaches out to private industry, it is still a state-centric framework, where the signatory states are fully in charge of decision-making to manage cyber-risks.

This view is similar to the Copenhagen School’s perspective by including only a limited group of security actors, despite being open to cooperate with private industry. Yet, the Paris School, who do not see the state as the sole provider of security, rightly contests this approach (section 4.6). Accordingly, I believe that these limitations damage cyber-security as the present framework includes a variety of actors, directions and criminal activities, which remain unaccounted for by the convention. By only depending on public security actors to cooperate in a transnational network, the convention establishes a one-dimensional governance form that is not up-to-date with the current threat level.
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In the European region, the CoE Convention still has a purpose, despite being outdated in some areas. Nevertheless, the Convention lacks commitment from the wider international community, with only 53 states having signed up for it, and 44 states who have ratified it, as well as 2 CoE members who have not signed up to it (January 2015).\textsuperscript{614} I find this concerning because it is commonly acknowledged that an international treaty is needed to harmonise the effort and create consensus. However, I would argue that if a large number of states reject to sign up and ratify the treaty, the Convention has limited value in the global fight against cyber-crime, and other alternative governance forms takes precedence. I am not particularly surprised to find that Russia stands outside the CoE’s cyber framework, just as Russia has objected to the UN Treaty.\textsuperscript{615} There are different reasons for the general lack of commitment. Different countries have different priorities; some do recognise that particular forms of regulation are needed, and others do not recognise cyber-offences and regard them as falling under the scope of existing laws. Given the technological, legal and cultural diversity of the world’s nations, the risk perception differs significantly (section 3.6.1).\textsuperscript{616} Because of the different perceptions of cyber-risks worldwide, I believe that the possibility of determining a joint strategy is close to ‘mission impossible’.

\subsection*{5.4.3 The EU and Regional Cyber-crime Cooperation}
The EU recognises the need for transnational cooperation to manage cyber-risks. The agreements involve developing preventive and precautionary instruments, developing technical measures, exchanging knowledge, education, and harmonising law enforcement mechanisms.\textsuperscript{617} This need for cooperation is highlighted in numerous EU communications (appendix 8).\textsuperscript{618} The Paris School has argued that the internal and external dimension is no longer clear-cut. However, I argue that the problem regarding internal cooperation needs to be addressed to create a more coherent approach to increasing resilience and preparedness (section 3.7). The internal market and cooperation between the Member States are core elements of the EU. Therefore, the internal aspect of cyber-security is paramount for developing an anticipatory structure. If the Member States fail to cooperate in an area which effect economic, political and social life of the union, how can they be taken serious as a security actor externally?
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The EU 2005 Decision regarding protection against cyber-attacks was quickly outdated. In 2013, its successor was finally adopted. This new piece of legislation took three years to be adopted from its first draft which was presented in 2010. This slow legislative process opens up the opportunity for security actors to create their own anticipatory governance forms and practices because a coherent legal guideline is missing. Instead, the development is left in the hands of security professionals who routinely develop governance forms without interference or public scrutiny. This is understandably an area that the Paris School criticises because it gives security actors free reign to advance their interpretation of security without an appropriate control system. I side with the Paris School’s critique of the complicated nodal system and the power transferred to the security actors. It is evident that the nodal system is a victim of its own success. The nodal structure is needed to manage the diversity of cyber-risks (section. 4.6.4). On the contrary, its complexity hinders and obscures transparency, and it is simply impossible to get an overview of the different processes and procedures in place. Within the EU system, the Lisbon Treaty closed a number of legal gaps by rendering agencies and other bodies subject to judicial review and thereby bringing the area within the power of legal accountability. Despite this improvement, I believe that cyber-security is surrounded by a high level of secrecy, and the judicial review has a limited effect as most strategies are kept within a defined group of actors.

The 2013 EU Directive addresses more security issues in the use of the Internet than previously. However, to close new legislative lacunas, a new Directive proposal (2013) Measures to Ensure a High Common Level of Network and Information Security across the Union has been launched to improve security of the Internet, private networks and information systems. Importantly, when this Directive is adopted, it covers Member States, international cooperation and private stakeholders to ensure effective collaboration in relation to all crime types included in cyber-security. Again, it is visible that the EU aims to open up the security framework and include a growing number of stakeholders. This goes beyond the rethinking of the securitization approach, because it is not only technical experts who are included in security governance.
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However, the problem with all these good intentions and progressive initiatives is that they are drowned in bureaucracy and hierarchical structures that cannot deploy flexible and alternative measures, and it ends in something normatively attractive but not really functional in reality.

The ultimate deadlock of processing anticipatory governance forms is linked to the paradox of uncertainty and decision-making, where no-one knows if the risk will develop. Still, decisions need to be taken to create obstacles without actually knowing the effect of them (section 3.6).\textsuperscript{626} There is no success criterion that it can be measured against, and there are no statistics available which show the number of risks that has been prevented. Therefore, the decision-makers rely on imaginative scenarios without knowing if it actually makes any difference. Yet, the long process of developing and harmonising legislation creates a situation where the likelihood of the risks develops unhindered in the legislative lacuna. I maintain the argument, that the slow process of regulation through law creates unnecessary problems when it is progressed through a substantial bureaucratic structure. It is clear that the whole process suffers from ‘the problems of many hands’, where policies pass through a large number of hands before they are adopted and implemented.\textsuperscript{627} Directives, decisions and communications are often the results of numerous committees, where members, administrative bodies and departments conform to the traditional rules and existing practices - and sometimes they contribute to ideas and rules.\textsuperscript{628}

To address the legislative gap, the EU introduced a number of communications. The 2007 Communication correctly outlines significant problems regarding the fight against cyber-crime:

“The lack or underutilisation, of immediate structures for cross-border operational cooperation remains a major weakness in the area of Justice, Freedom and Security. Traditional mutual assistance when confronted with urgent cybercrime cases has proven slow and ineffective, and new cooperation structures have not yet been sufficiently developed.”\textsuperscript{629}

The 2009 Communication states, for example, that the problem concerning cooperation remains unsolved:


\textsuperscript{628} Bovens (2007),457-458

\textsuperscript{629} EC (2007b),6.
“A purely national approach runs the risk of producing a fragmentation and inefficiency across Europe. Differences in national approaches and the lack of systematic cross-border cooperation substantially reduce the effectiveness of domestic countermeasures, inter alia because, due to the interconnectedness of CIIs, a low level of security and resilience of CIIs in a country has the potential to increase vulnerabilities and risks in other ones”.  

Still, Member States are improving their security framework by updating their existing framework. For example, Denmark is preparing a new cyber-security strategy. The Czech Republic and Estonia are updating their national policy. Lithuania is in the final stages of the policy design and finally, the UK has published a survey (2014) on information security breaches within their national cyber-security strategy framework. However, it is impossible to know if these countries have made use of existing guidelines to draft their national strategies. If not, these updates will add to the difficulties in finding a harmonised approach.

It is clear that bureaucratic legislative processes are a significant part of the weaknesses of the cyber-security structure. Considering that this is a complicated area, and that technology changes have improved rapidly beyond everyone’s imagination, it is still noteworthy that there is a standstill, which creates a legislative lacuna in the cyber-security framework. Thereby, it gives hackers an advanced position. Despite the different initiatives in the EU to maximize security, the Member States remain slightly reluctant to harmonise and develop collective management structures. Even though countries have democratically decided to become members of the EU, it does not signify that they have a shared identity – nor does it signify that they share the same values. Because the Member States have different legal systems and constitutional arrangements, it has proven difficult to make a uniform approach to enhance resilience against cyber-attacks. I believe that this issue is an important, but ongoing problem, because the bureaucratic structure is too heavy, and the unwillingness of the Member States to develop and/or harmonise legislative and governance structures hinders the introduction of a more comprehensive framework. Changes have been made because of these claims, and special security agencies have overtaken some of the responsibility to enhance resilience and create responses to cyber-risks, i.e. European Network and Information Security Agency (ENISA) and EC3. Yet, these changes are not radical.
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enough to accommodate the need for a more flexible structure which is free of the traditional bureaucratic strings.

5.5 Cross-sectoral Cooperation in the European Region

The involvement of multiple actors represents a move away from a purely public-based security management form, which mostly signifies that the state-centric governance form is incompatible with the nodal governance structure. However, the vast majority of incidents are manufactured and caused because of weaknesses in the computer-systems (section 3.6). Both the public and the private sectors acknowledge their vulnerability towards these events, which can stop states and businesses from functioning and generate financial losses.\(^{634}\) It is clear that there is an ongoing threat towards given referent objects, which justifies the expansion of the securitization perspective to consider cyber-security as the sixth sector for cyber-security (section 4.5).\(^{635}\) However, from my security perspective, cyber-security is not about developing threat-based security policies, because the problem does not concern ‘waiting for threats to materialize’.\(^{636}\) Instead, I would argue that it is about preventing the risk from transforming, and this stance includes a large group of security actors because cyber-security concerns everyone who uses computer technologies in everyday life.

Security experts are not necessarily state actors or security professionals in a particular area. The scope of security actors is much bigger and covers groups and individuals with special knowledge to counter the risks. In cyber-security, a group of individual actors are largely overlooked and kept out of the public debate, while the use of individual hackers in security cooperation is increasing. In terms of the hacker culture, (‘white hats’), I recognise the usefulness of including these young and highly technical skilled people in the framework to enhance security, rather than posing a threat (section 1.1). Hackers are potentially useful because they have an extensive knowledge of new computer trends and system weaknesses, which can be transferred to developing anticipatory cyber-security measures. Otherwise, these technical skills could be potentially used to pursue a career in illegal enterprises. In the Copenhagen definition of technification, these hackers and other individual actors are not regarded as trustworthy experts (sections 4.5.2, 4.5.3). The Copenhagen School scholars argue that a privileged
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role is assigned to computer and information scientist within the cyber-security discourses and this is partly a product of the logic behind the securitization itself:

“[I]f cyber-security is so crucial it should not be left to amateurs” 637

I contradict this argument, because the title, technical experts, is open to interpretation. It is certainly debatable who the real experts are: a ‘white-hat’ hacker, or a computer scientist. Through their clandestine work, hackers have a more nuanced understanding of vulnerabilities in computer systems than theoretical experts do.638 Accordingly, hackers are often one-step ahead of the security measures through their knowledge of systems and weaknesses. However, I would argue that this constitutes a sort of, the ‘chicken and the egg’ paradox. To be ahead of security, gaps in computer systems or programs need to be exploited, and the activities of the hackers lead to new updates and programmes. New updates and programmes constitute new challenges to the hackers, and these continual improvements in cyber-security expand their virtual playground – and this process is set to continue.

The Paris School recognises that amateurs can play an important role in the security process by intervening and challenging the existing framework. However, the Paris academics also highlight that there is a problem related to the use of amateurs because they constantly need to prove that they have explicit and sufficient knowledge. This is different with security professionals and experts; they are trusted due to their accreditation – even though they might not be up to date with their technical knowledge. As a result, the technical experts’ claims are used without demonstrating their knowledge in relation to a particular problem (section 4.6).639 On the operational level, there seems to be a wider acceptance of using individuals. For example, a convicted LulzSec hacker got his sentence reduced because he helped the FBI prevent 300 cyber-attacks.640 Large software companies employ certificated ‘white hat’ hackers to break into their own systems and root out weaknesses.641 Microsoft has for years used so-called ‘Microserfs’. These are hackers that have become co-opted into the corporate structure due to their programming and technical skills. This trend, of using ‘converted’
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hackers in public and private sectors, is spreading, because they are often the only actors who have the skills and the curiosity to explore the gaps in security systems. 642

5.5.1 The CoE and Cross-sectoral Cooperation
A CoE motion (2007) includes the recommendation of a political framework for cooperation against cyber-attacks. It was suggested that there is a need to go beyond the legal framework provided for in the CoE’s Convention on Cyber-crime and the CoE’s Convention on the Prevention of Terrorism.643 The CoE highlights the insufficiency of the current legal framework, where a limited number of Member States have ratified the first convention. Moreover, there are gaps regarding the definition of a sovereign state’s cyber-space, and the issue of cyber-terrorism.644 The motion states, for example, that:

“[I]t is necessary to go beyond the legal aspects, and establish an efficient political framework that provides rapid reactions against cyber-attacks and the threat posed by cyberterrorism”. 645

This introduces the idea that the cyber-security is not purely a state concern. Despite states being the only signatory parties to the existing Convention, it argues that future security policies should:

”[F]acilitate immediate political consultations and exchange of information amongst those concerned: government authorities, parliamentarians, the private sector and experts in this field”. 646

This citation supports the Copenhagen School’s inclusion of every-day practices and technification (section 4.5). Moreover, it embraces the idea that the private sector and technical/scientific experts have something the state needs because they can provide much needed information. However, despite this information flow which could improve security strategies, experts and individuals do not receive the same equal status. Accordingly, the CoE does not open up completely for PPPs as the preferred platform for cooperation - they still keep experts and business on a consultancy level. Nevertheless, they come very near to accepting that other security actors can contribute to the decision-making process, i.e. international organisations and non-CoE Member States.647 Whether this extension, is sufficient to make any difference is debatable compared to initiatives developed by other institutions. For example, the EU accepts
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that they cannot manage cyber-security without including the private sector, and they have tried to accommodate this in their strategies. I can understand the reluctance to expand the framework, because the CoE is a transnational organisation founded by states, and only states can be parties to the conventions. It is, therefore, not surprising that they do not go further in adding a new structure to their existing framework. Nevertheless, I think that it is a shame that the CoE have stopped this progress halfway through, and thereby, the organisation have missed the chance to include significant security actors in the framework, who could make a difference to governing cyberspace.

5.5.2 The EU and Cross-sectoral Cooperation

The EU’s Internal Security Strategy, includes indirectly, cyber-crime, where it focuses on the disruption of international crime networks, prevention of terrorism, addressing radicalisation and recruitment, strengthening of security through border management, and improving Europe’s resilience to crises and disasters. The action plan highlights that nodal governance is required to improve European cyber-security. For example, it is highlighted in the strategy that:

“Cooperation between the public and private sector must be strengthened on a European level through the European Public-Private Partnership for Resilience (EP3R). It should further develop innovation measures and instruments to improve security, including that of critical infrastructure, and resilience of network and information structure”.648

I give cross-sectoral cooperation a significant position in the cyber-governance structure. This inclusion reduces the influence of the state-centric approach, as citizens, businesses, governments and CIs has a role to play in increasing cyber-security.649 The same argument is incorporated in the joint EU Communication (2013) that argues that because of the growing dependencies on ICTs, vulnerabilities have increased in society. I have noticed that the rhetoric used in this communication is centred on responsibility; this marks a change from ‘protection’ toward a ‘shared responsibility’. Thereby, it is explicitly recognised that every user has a responsibility to manage security by protecting their computer-systems and software. As a result, I think that it is impossible to limit governance to individual states and state founded organisations.650 I would place emphasis on the argument that all computer users have a responsibility to set up

preventive barriers, built up resilience, and prepare continuity plans (figures 4 and 5). If cyber-security is everyone’s responsibility, and everyone can be involved in governance on different levels, and I maintain that there are private experts who are eligible to be part of the framework, equally to public actors – or even beyond public security actors.

This approach is incompatible with the Copenhagen School’s rethinking of securitization, technification, and everyday practices, that to some extent includes individuals (section 4.5). I would also argue that it current cyber-security structure goes beyond the motion of the CoE, because of its restrictions on including security actors. The proliferation of security technologies and actors reach beyond the traditional institutions of government and the traditional route for establishing cooperation. Multi-levelled anticipatory governance is strongly linked to different security techniques, such as surveillance, profiling, risk management, data mining, biometrics and information sharing among security agencies worldwide (section 4.6.1). These technologies are essential in order to categorise and assess the risks early in the process. Europol includes this perspective in their Threat Assessment, when they state:

“There is now an urgent requirement for authorities in the EU to optimise measures to counter cyber criminality in active partnership with other sectors of society, not only drawing on their knowledge of Internet culture, Internet-facilitated criminality, and emerging technological developments with a view to anticipating criminal behaviour, but also pooling resources and expertise to deliver coordinated, high impact control measures and enforcement responses”. 653

5.5.3 The EU’s Public-Private Partnerships

EU’s Communication on CIIP (2009) promotes the multi-stakeholder and multi-level concept as an integral part of anticipatory governance. The communication highlights the need for a multi-levelled approach:

“It is necessary to strengthen the existing instruments for cooperation, including ENISA, and, if necessary, create new tools. A multi-stakeholder, multi-level approach is essential, taking place at the European level while fully respecting and complementing national responsibilities”. 654

Europol supports this statement. According to Europol, there is an urgent requirement for EU authorities to optimise measures to counter cyber-criminals in active partnership with other sectors of society. It is not enough to draw on their knowledge of Internet
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culture, Internet-facilitated criminality and emerging technological developments with a view to anticipating criminal behaviour. Instead, it is necessary that the different sectors pool resources and expertise to deliver coordinated, high-impact control measures and enforcement responses.\(^{655}\)

Compared with other regional security organisations, the EU has developed a sophisticated network of cross-sectoral cooperation. An example of cross-sectoral cooperation is the newly established EC3 (2012), which includes a variety of actors, such as EU Member States, key EU stakeholders, non-EU countries, international organisations, Internet governance bodies, service providers, companies, academic experts, civil society groups, National Computer Emergency Response Teams (CERTs), and the CERT-EU.\(^{656}\) Moreover, formalised European PPPs are developed to improve the resilience of attacks against CII and ICTs. PPPs are already established, and were created by the European public-private Partnership for Resilience (EP3R) as a model for the first formalised partnership in cyber-security. The use of equal partnerships is extended to an EU-US PPP (chapter 6) and the Network and Security Public-Private Platform (NIS PPP).\(^{657}\) The NIS PPP is the latest partnership established to manage cyber-crime (2013). This project is interesting as it extends the scope to cover all aspects of network and information security, whereas EP3R is only related to CII.\(^{658}\)

This PPP aims to bring together relevant public and private stakeholders, to identify good cyber-security practices across the sectors and to create favourable market conditions for developing and adopting functional security measures that increase resilience.\(^{659}\) The most remarkable aspect is the inbuilt deadline, which highlights a change in the understanding of the urgency to develop governance forms:\(^{660}\)

“The output of the platform will feed into the Commission recommendations on cybersecurity across the value chain to be adopted in 2014, as well as the implementation of the risk management and incident reporting obligations under the proposed NIS Directive”.\(^{661}\)

This statement promotes politically and normatively sound values concerning information sharing. Unfortunately, these nodal cooperation show a different reality,
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where problems relate to the lack of output in the public sphere (section 6.6). Valuable information and outcomes are often kept inside the nodes rather than being communicated to a larger audience. After examining various EU Communications, web-pages and published material concerning these security nodes, I still find it impossible to identify who are involved, the structure, the aims, the scope and the outcomes. From my own security understanding, this lack of communication does not promote transparency in a complex area, nor does it encourage security actors to participate in any cooperation. Accordingly, other security actors will miss out valuable information that affects their own particular security problem.

5.5.4 Engaging Public and Private Sectors
The discussion above provides evidence of the rising awareness among security actors of the need to include none-governmental actors in the nodal structure. This undoubtedly demonstrates the requirement of a three-dimensional framework to manage the anticipatory cyber-risks, i.e. national, transnational and cross-sectoral cooperation (sections 3.6, 3.7). The differences between former threat-based policies and strategies and anticipatory cyber-security strategies are linked to the explicit use of public and private actors. The distinction is based on the state-centric approach used in threat-based strategies, where the public-private dimension is absent (the Copenhagen School). The combination of both transnational cooperation and cross-sectoral cooperation are placed equally in the cyber-security framework, and the involvement of both areas gives a more comprehensive response to cyber-risks. This is part of the national state and the state-centric approach, which sidelines more traditional security governance. For example, the joint Communication (2013) makes the link between these actors, who are not traditionally associated with security. The Communication claims that is it important to:

“[I]mprove preparedness and engagement of the private sector. Since the large majority of network and information systems are privately owned and operated, improving engagement with the private sector to foster cybersecurity is crucial. The private sector should develop, at technical level, its own cyber resilience capacities and share best practices across sectors. The tools developed by industry to respond to incidents identify causes and conduct forensic investigations should also benefit the public sector”.

The nodal governance, of course, involves an increasing technification as expert knowledge obtains a significant position to develop governance. However, contrary to

the Copenhagen School perspective, the use of experts is not purely related to specific technical knowledge.\textsuperscript{663} I maintain that it is crucial to include actors from the CI, CII and ICT industry in exchanging knowledge on technical, and management levels, as well as pooling resources and capabilities with the public sector and other relevant actors. In cyber-security, the different parties have a shared responsibility to enhance cooperation and thereby, go beyond the mere application of the new securitization moves.

Accordingly, corporate organisations and businesses exercise contractual governance with their stakeholders (employees and clients), as well as protecting their corporate interests through different types of contractual terms and conditions (section 3.3.2, 4.8.2).\textsuperscript{664} I do not imply that these private actors are technical experts in the traditional sense. However, it is clear that these private actors have developed knowledge about prevention, management and preparedness inside their organisation. In this context, it is evident that corporate organisations employ a broad range of software solutions to protect themselves, and to identify and investigate abnormal patterns of behaviour in their systems, which others can benefit from.\textsuperscript{665} Different types of private security agents are already major providers in the payment-card industry, intellectual property investigation, and software-security, and this will progress significantly.\textsuperscript{666} There is also global cyber-security alliances formed, that includes police-partnerships with banks, telecommunication providers and corporations to minimise the risks in these particular fields.\textsuperscript{667}

Information from the private sectors is crucial in order to establish security structures to manage the growing cyber-risks:

“[P]rivate actors still lack effective incentives to provide reliable data on the existence or impact of NIS incidents, to embrace a risk management culture or to invest in security solutions”.\textsuperscript{668}

This citation is important because it raise a valid point regarding the private sector. One problem I have identified is that the private sector needs to be more visible in a broader security structure in order to improve the cyber-security management (section 6.6).\textsuperscript{669}
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The private sector has a responsibility to enhance the resilience against attacks and to exchange knowledge. Improvements have been made, and the private sector involvement is increasing. For example, after the Stuxnet attack on Iran, Siemens has increased its visibility and information sharing with ICT security communities. Apple has also opened up for cooperation by participating in major conferences with other security actors.\(^{670}\) I emphasise, that the value of involving both the public and the private sector is important, despite the different reasons for participation. The public and private sector can both interact with making applicable guidelines, practices and standards on at least three levels; the public level, the private level, public-private level in cooperation (section 4.8.2).\(^{671}\)

### 5.6 Oversight, Transparency and Accountability in Cyber-security Governance

Contemporary political and scholarly discourse often uses accountability as a conceptual umbrella that covers a number of other concepts, such as transparency, equity, democracy, efficiency, responsiveness, responsibility and integrity.\(^{672}\) I understand that cyber-security governance is a very difficult area to oversee because of fragmented and differentiated structure (section 4.8.3). However, I believe that the agencies do decrease the transparency because they fail to publish data regarding their structure, objectives and cooperative parties. The risk distribution through these networks, nodes and agencies, create a significant tension for a number of reasons. Evidently, not all data can be subjected to public scrutiny as this would jeopardise the whole security architecture, and as a part of a wider national securitization, many of these organisations operate in secrecy with limited public accountability.\(^{673}\) However, general information about the nodes, participants, aims, scope and findings could be made public, in a way, which does not compromise sensitive information. More openness and accountability would have a positive influence on the public opinion of security actors, which has been severely damaged by the Snowden revelations in 2013.

\(^{670}\) Schmidt (2014), 187.


\(^{673}\) Deibert and Rohozinski (2010b), 19. MacAskill et al. (2013) "In the UK, GCHQ oversight comes from parliament’s Intelligence and Security Committee, which is chaired by Sir Malcolm Rifkind, who said it was part of his role to “defend” the UK’s intelligence agencies. In public statements, GCHQ says it works within “the strongest systems of checks and balances for secret intelligence anywhere in the world”. Internal legal briefings, however, acknowledge the agency has “a light oversight regime compared with the US”, adding that the parliamentary committee responsible for GCHQ has “always been exceptionally good at understanding the need to keep our work secret”. The Guardian (2014b) 'The issues, the oversight'.

The European cyber-security approach includes networked nodes and joint ventures towards common goals. Nonetheless, there is a side-effect of the missing accountability and oversight mechanisms in the different initiatives. The Paris School are concerned about the distribution of powers internally in the nodes, and the ability to extend their power beyond the original mandate for cooperation (section 4.6). According to Bigo et al, exceptional politics do not require new political measures to deal with extraordinary security problems, but the initiatives do not address this paramount security issue. The nodal governance structure is tied to numerous security experts working within a defined area. The problem with this approach is that the structure of exceptional security practices derives from the ongoing processes of technocratic, bureaucratic, market-driven routines, and normalisation (section 4.6.4). In this sense, it is problematic that these governance forms are developed internally at the nodes, because they are usually kept there without being brought forward to public knowledge. However, there are democratic check-and-balancing systems in place, but they seem a nullity if no one knows that the security actors act outside their legal foundation. This creates an intellectual and political challenge to understand and address the lack of accountability.

Accountability is not only about legal control, it also includes political, administrative, professional, and social forms of accountability, which adds to the complexity by including a number of actors, policies and checks and balances in the framework. Private regulation is equally as important as governmental regulation, because it reaches another audience. Together, these regulatory forms create the multi-levelled governance, which embrace transnational and cross-sectored cooperation. Accountability and oversight mechanisms are not visible in this context due to the secret nature of the work, and because most of these private security actors are constituted as multinational or transnational joint ventures. Therefore, they are not subjected to public scrutiny in the same way as the public sector. The emergence of transnational private governance constitutes a challenge to the traditional constitutional structure, substantially rooted in electoral politics and the ambition to control governmental and legislative powers (section 3.3.2).
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Cooperation is beneficial to security actors in order to develop and improve a security structure to manage cyber-risks. However, I believe that there is an adverse side-effect of creating these large-scale systems. This is linked to the creation of very complex and imprecise formations, where the differentiated and fragmented approach blurs the overview of activities and actors. This has also concerned the Paris School, because these actors develop exceptional measures within the nodes through their internal power struggle. It is problematic that information is not communicated to the public regarding the participants, their role and the purpose of the node (section 3.3). I find it incredibly difficult to get an overview of the networks. Europol, for example, only identifies the principle partners in general terms, and the content of their cooperation is very vaguely described.678 I have discovered that the lack of information about participants is also significant in relation to the various EU communications, which vaguely identify the type of actors that can be involved. NATO also recognises partnership and cooperation, but the alliance is even more imprecise when discussing the different cooperative nodes.679 After attempting to investigate this topic, and after reviewing various websites, it is evident that security actors are not explicitly named beyond the most well-known security institutions and agencies, industries and associations. As a result, I have only been able to get partial information about the security nodes and their progress, and this is a significant transparency problem.

5.7 Anticipatory Governance and the Development of Rules, Practices and Processes

To create functional governance forms in this fragmented area, it requires the use of multi-levelled regulation to cover the different cyber-risks. The nature of regulation within the national state undergoes significant changes, where flexible governance overtakes the traditional command-and-control approach.680 A fragmented possession of resources is an essential element in the pluralistic re-conceptualisation of the regulatory processes included in nodal governance.681 Regulatory spaces draw attention to the many forms of cooperation and the use of different agents, who have the potential to engage in the public policy-making processes (sections 3.3, 3.7, 4.8).682 In this differentiated security environment, decentralised rules, practices and procedures become essential in mirroring cyber-risks, which can take numerous forms and
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directions. This stance originates from the character of these systems, because no one can promote their viewpoint as the only one, and by so doing bind other systems.\footnote{683} Moreover, I need to draw the reader back to the ongoing security circle presented and illustrated in chapter 3. Cyber governance is about, not only different actors, but also management forms that include different anticipatory steps. These combine anticipatory risk-management with threat-assessment. In this circle, the circular steps span from risk to threat, the condition of possibilities to securitization and from resilience to preparedness (figure 6).

Anticipatory governance and practices in itself can introduce problems if it is not carefully monitored. The different forms of preventive and precautionary measures can violate the liberty of the user through filtering undesirable contents, intimidation and self-censorship through constant surveillance, as well by disabling or disconnecting ICTs.\footnote{684} This puts limitations on governmental rules, technical regulations, and self-regulatory practices and processes, which realistically can be imposed. Cyber-security governance has to be balanced against the nature of cyber-space as an open communication platform and the rights and liberties of the users. The joint EU Communication (2013) highlights how important it is to ensure an open, free and secure Internet in order to prevent censorship and uphold human rights and fundamental freedoms. Explicitly mentioned in the security strategy is the International Covenant on Civil and Political Rights, the European Convention on Human Rights and the EU Charter of Fundamental Rights, which all should be respected in online management.\footnote{685}

I have identified various procedures, which are involved in managing socio-technological cyber-risks (section 4.8). Regulation through law has a high position on the security agenda.\footnote{686} It is true that it is important for cooperation to harmonise judiciary and law enforcement measures among states in an international, regional, national context. However, I believe that this only has relevance in combination with other regulatory forms, because regulation through law only covers a limited scope, and there is severe bureaucracy problems linked to the schedule for adopting legislation. Technical regulation is another form of management that is brought into action to map the problems and develop technical solutions to the problems. Directly linked to these
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two areas are education and awareness-raising, which are crucial to enhancing protection and preparedness in the public sphere. Yet, this significant area is often overlooked, which is striking, because it has a long-term potential to change the behaviour of hi-tech users and secure their online activities. To promote self-governance, it is important to establish and promote self-defence and self-regulation, because these add another dimension to the anticipatory risk-security framework.

5.7.1 State Regulation
This discussion on state regulation follows on from the previous discussions on transnational governance. The discussion in this section will focus on the lack of harmonisation in state regulatory measures and their slow progress. The regulation of cyber-space is a security challenge which national states are unable to carry out alone (section 2.4, 3.3). In pluralist societies, the legitimacy is being challenged, as regulatory zones move beyond the national state to cover regional and international cooperation. Harmonising legislation in large formations is a priority to counter all unlawful activities in/from cyber-space. Yet, we need to involve other regulatory structures and means to broaden up the scope of the anticipatory framework, because it is impossible to predict future directions of cyber-risks. The regulatory space of the virtual world operates parallel to the ordinary sphere. A country can securitize a particular area and impose emergency measures to deal with the risk, yet it is harder to get legitimacy to securitize worldwide in such a complex area. Securitization of the Internet/social media can backfire, as we have seen in Turkey’s Twitter case (2014). Restrictions on internet access imposed by the Turkish government caused violent demonstrations in Istanbul, because free access to the internet is now regarded as an important part of people’s personal freedom and liberty, which should not be limited. Nevertheless, it is noteworthy that the ban prompted a high degree of civil disobedience, where internet users quickly found ways to get access to Twitter despite the restrictions.

Regulation through law is nearly impossible to implement in a global context. Yet, guidelines and recommendations can be developed to ensure better harmonisation in the absence of an international treaty – and this has been widely used to fill out regulatory gaps (chapter 4). A constant challenge for law enforcement is the difficulty of
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investigating, prosecuting and punishing the offenders when an inconsistency in regulation is maintained. The problem on the operational level is based on the lack of regulatory consensus on the strategic level. The technical development is so fast that the legislators struggle to keep up with cyber criminals, who regularly challenge the public authorities by developing new ways of using cyber-space and computer systems to commit a crime.\textsuperscript{691} Law enforcement agencies in some countries lack knowledge and adequate resources, training at the appropriate level, or lack the desire to understand cyber-risks and unlawful cyber-activities.\textsuperscript{692} There are also problems in communication with web-hosts in an international context. This creates obstacles for evidence gathering when carrying out comprehensive investigations, in order to prosecute and punish offenders.\textsuperscript{693}

\textbf{5.7.2 Technical Regulation}

Compared with state regulation, technical regulation is more challenging, and very important, because technology is used in the anticipatory governance framework. The effectiveness, of using technology, derives from different constructions. Technology can disrupt human actions in cyber-space by blocking the information flow, and by doing so, it can force individuals to renegotiate paths and goals.\textsuperscript{694} Involving technical regulation in risk-security enhances the use of private actors, as they have the technical and scientific knowledge that state actors often lack. Technical experts have a significant role in the rethinking of securitization. However, the use of experts is limited and only linked to the speech-act. The Paris School perspective does not have these limitations, because it includes numerous actors. The Paris School takes a different approach to everyday practices, because the school focuses on the governance forms developed through collective social groupings (section 4.6.1).\textsuperscript{695} I, therefore, see technical regulation as part of the natural progression of the nodal system, where different forms of expertise are required for the nodes. Consequently, technical computer security actors know the area better and can make risk-assessments that are more precise. In this context, the public sector sets out the guidelines, and the private security actors develop management solutions. Close cooperation between corporations and the CoE has been established. Multinational corporations, such as Microsoft and
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McAfee are involved in addressing the challenges in the fight against cybercrime.\textsuperscript{696} Microsoft has also announced that they have entered into new partnerships, i.e. Europol. This cooperation has already proven useful, where these two parties have pooled their technological knowledge and successfully disrupted the dangerous ZeroAccess botnet, which had infected up to two million computers.\textsuperscript{697}

Yet, the use of technical regulation creates a conflict of interests. Imposing technical restrictions or randomly obtaining information online about people’s behaviour can have an adverse effect, where the authorities’ response is very similar to the hackers. Dissatisfaction with authorities’ actions can trigger a form of hacktivism among computer users, i.e. Turkey’s Twitter ban, where the securitization was a substantial defeat for the government (chapter three). The Paris School has also highlighted instances where security professionals have used none-discriminatory routinised surveillance as a bureaucratic tool, i.e. the GCHQ scandal (section 4.6.1). The technological development has improved security actor’s possibilities and opportunities to obtain information or to collect meta-data about ordinary citizens throughout the world. The increasing reliance on electronic communication suggests that more information about groups and individuals is stored in network-accessible systems. As a result, this data will be communicated more frequently and broadly, which raises the question of data security.\textsuperscript{698} The most well-known justification for this type of information collection is to prevent terrorism and child abuse. In 2013, as part of the Edward Snowden revelations, it was discovered that GCHQ had developed sophisticated tools to manipulate online polls, spam targets with SMS messages, track people by impersonating spammers and monitor social media postings.\textsuperscript{699}

Internet technologies present a possibility of a wider technification, where experts get to play a significant role in carrying out a speech-act along with the securitizing (section 4.5.3).\textsuperscript{700} Intrusive policies are open to abuse if they are made to automatically filter, block or censor the internet. The Copenhagen School state-centric speech-act can be used to legitimise filtering, blocking and censoring the Internet. However, according to the Copenhagen School this can only happen when accredited technical experts are
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involved in the process to convince an audience of the dangers. These experts might have a more powerful voice in the public debate compared with traditional securitization actors, i.e. child-abuse images, terrorism, etc.\textsuperscript{701} This is particularly pertinent in the current security environment, where security sectors trustworthiness has been damaged by the GCHQ and NSA scandals. Therefore, security experts can be used to circumvent the negative reputation of state actors, because the public still regard experts as trustworthy. Yet, this establishes a problematic balancing act. Experts can risk their reputation if they are caught up in the same problems as state actors. This can cause severe problems to their scientific status if they participate in developing exceptional rules and regulations internally in the nodes, and if they also begin to circumvent the limits accepted by the audience.

The focus on technical regulation entails a combination of proactive and reactive measures. This involves an extensive range of technologies developed through public-private initiatives that block, disrupt or damage unlawful activities in cyber-space. One of the problems associated with technical regulations are that they often overreact by indiscriminately blocking or filtering the content on a wider scale than intended.\textsuperscript{702} This happens automatically, and it is often unclear what is being blocked, why, or by whom. By using technical regulation automatically, the normal mechanisms of accountability are reduced, i.e. judiciary review, media scrutiny, etc.\textsuperscript{703} Moreover, the problem of using technological means as regulators, is to strike a balance between providing security and maintaining fundamental rights.\textsuperscript{704} The use of technical regulation, and in particular, filtering, may result in a loss of accountability. Moreover, this raises the question of what accountability means outside the state-centric framework. For example, there is a possibility to circumvent this area by outsourcing it to private actors, such as Google and Facebook who could filter the content of their own users.

In this context, it has been positive to observe that the European Court of Justice (ECJ) recently have made significant judgements, which ensures better data protection. One famous case that involves Google establishes the EU’s ‘right to be forgotten’,\textsuperscript{705} and the
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second ruling restricts state access to citizens’ data.\textsuperscript{706} The ECJ ruled that current laws invade individual privacy.\textsuperscript{707} This signifies that the new measures need to have a sunset clause inbuilt, as well as some safeguards to balance security and liberties.\textsuperscript{708} I would argue that this accommodates my previous criticism, that the lack of oversight and accountability in both public and private context has a damaging effect on human rights and fundamental freedoms (sections 3.3.2, 4.8.3). These changes show a trend towards a more visible check on cyber-security governance forms – but it also puts pressure on decision-makers to incorporate particular control systems into security strategies, as well as national law. Nevertheless, I would argue that it is too early to state that the practice has been formed in this area. It is feasible that court oversight is adequate to ensure accountability in relation to the EU legislative framework and institutions. However, it is noteworthy that the ‘right to be forgotten’ is only applicable to the EU. Google cannot be forced to remove information in a global context and, therefore, the ruling has only a limited application.

These different types of technological regulation and measures call for alternative management procedures to minimise the risk of abuse. I support the argument that the use of technical regulations has given rise to concerns for individual liberty, such as the right to liberty and security, respect for private life, freedom of thought, expression, assembly and association.\textsuperscript{709} I would argue that this creates a forum for overeager regulators to impose measures, which potentially could restrict the freedom of users.\textsuperscript{710} Legal and technological instruments are not tools to achieve specific policy objectives. They cannot conceptualise the legal architecture of democracy and the rule of law, which safeguard interactions between citizens, the state and the civil society.\textsuperscript{711}

5.7.3 Awareness-raising and Education
Awareness-raising and education are essential tools to decrease the vulnerability and enhance the resilience towards cyber-space attacks. This is applicable to both public-private sectors and the individual user in a private sphere. I consider this to be a very important area. Unfortunately, it has not been given the attention it requires in the anticipatory governance framework. All users are responsible for improving security of
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computer systems, but the challenge of awareness is multifaceted.\textsuperscript{712} The joint EU Communication (2013) has emphasised this problem, stating:

“Ensuring cybersecurity is a common responsibility. End users play a crucial role in ensuring the security of networks and information systems: they need to be made aware of the risks they face online and be empowered to take simple steps to guard against them”.\textsuperscript{713}

However, this is not enough, because hackers have developed several ways of accessing computer systems by infecting e-mail programs or compromising computer systems, which cannot be predicted beforehand. It has been stated that:

“[T]he ability to fool the naïve user remains one of the key tools of the hackers”.\textsuperscript{714}

Yet, it is not only the naïve, who are attacked. Technical tools, which allow unauthorised users to enter a computer unlawfully, have been enacted over the years, and this technology is still developing rapidly. This makes it difficult for an individual user to impose adequate protection, and the preventive tools available, are to some extent outdated and incompatible with new types of attack. Therefore, basic knowledge regarding protection is an integral part of the awareness-raising and education package.

Information regarding cyber-security derives from various sources. The Eurobarometer survey (2012) highlights (appendix 4):

“The majority of EU citizens say they have seen or heard something about cybercrime in the last 12 months (73\%). When shown a list of possible sources of information, respondents are most likely to say they got their information about cybercrime from television (59\%). Around a quarter saw something about cybercrime in newspapers (27\%) and the Internet (24\%), while 19\% got information from the radio and 20\% from friends, family, or colleagues”.\textsuperscript{715}

This survey reveals that the mass media has played a significant role in spreading awareness of cyber-security throughout Europe. I have found that individual computer users and social media have significant experience with anticipatory governance forms and self-regulation, which is beneficial for the framework. Moreover, they create a platform for spreading information, raising awareness and educating users. I maintain the argument that this area is a natural process to include these actors in the nodal system. These individual users are using civil society networks to inform about best practices and networking strategies, lobby governments, and operate largely irrespective
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of national boundaries.\textsuperscript{716} The knowledge of cyber-security needs to be communicated to a wider audience, and it is up to both public and private security actors to create a balanced level of awareness internally in the region (chapter 6).\textsuperscript{717} The Eurobarometer survey highlights that most of the EU citizens felt that they were either not well-informed (34\%) or not informed at all about cyber-crime (25\%). Only 7\% felt that they knew enough about cyber-crime.\textsuperscript{718} This exposes that the information gap is prevalent in the public sphere, and this lacuna can be referred back to the communication deficit in the nodal governance structure. ENISA and some Member States have taken steps to raise awareness in a larger context. They have introduced a European cybersecurity month.\textsuperscript{719} Whether this initiative is going to be successful is hard to tell because nobody can predict future outcome of the procedures and no impact assessment has been communicated beyond the institutions. I would argue that this pilot project has so far been very limited because it has failed to reach the target audience. Despite its lack of success, the initiative was extended and applied in the whole EU in 2013, and an EU-US cyber-security month is scheduled from 2014.\textsuperscript{720}

The CoE Convention on Cyber-crime also has an educational and awareness-raising function on an international level.\textsuperscript{721} It aims to inform people in all countries about safe behaviour on the Internet. Nevertheless, it fails to define what acceptable behaviour is.\textsuperscript{722} Transnational and cross-sectoral corporations are involved in education and awareness-raising. Companies such as CISCO, Google, McAfee, Microsoft Symantec and Yahoo have engaged in several non-commercial governmental partnerships that offer Internet safety training programmes and educational literature to schools, communities and individuals. These initiatives are important for spreading knowledge and understanding about online security of individual users. Moreover, these multinational corporations provide training for public authorities on how effectively the risks nationally and transnationally can be addressed.\textsuperscript{723} Of course, it is positive to observe that the CoE has collaborated with Microsoft to conduct training with the
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judiciary in both Egypt and Turkey. Both McAfee and Microsoft have created a joint venture with CoE for a similar training program in Romania, and it seems to be a developing trend. It has proven beneficial to involve stakeholders from the computer technology and security industries in non-commercial partnerships because they have knowledge regarding technical and practical computer problems. There are underpinning reasons for these companies to be involved. I believe that through cooperation, corporations and businesses can direct behaviour and maximise self-governance. Although they claim their involvement is non-commercial, it is impossible for the consumers to distinct the corporations’ work. As a result, their role as security actors and their commercial products are blurred, and this involvement in the cooperation generally improves the branding of the corporations (chapter 4).

The CoE is not the only actor to be involved in education and awareness-raising. The EU Action Plan emphasises the necessity of guiding individual users on security in cyber-space. It obliges Member States to ensure that citizens have easy access to guidance and information concerning cyber threats in order to take basic precautions. I think that these forms of information enables people to protect their privacy online, detect and report grooming, equip their computers with the necessary security software, manage passwords and detect phishing, pharming or other attacks. ENISA also include education and awareness-raising on their agenda in order to maximise preparedness towards security risks related to cyber-space. I believe that this is an active development towards a more inclusive framework that invites other actors to play a more visible role. This initiative is directed towards European citizens, and small/medium-sized businesses who do not have the same access to adequate information as the EU institutions, the Member States or multinational-corporations. The question here is how much normative influence this security agency has at the operational level, because so far they have not been successful in spreading information to the public.

5.7.4 Self-defence and Self-regulation

Self-defence and self-regulation are the outcomes of the anticipatory governance and practices developed through cooperation between securities actors. The regulation of cyber-space is seen as an external negative form of management that contradicts the rationale behind the Internet. However, there are regulatory spaces left for developing
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standard settings, monitoring and enforcement, and not all forms of regulation are necessarily linked to governmental or technical regulation. The private sector, web-hosts and social-networks are the primary security actors in this area, which empower them to govern the conduct of their users.\textsuperscript{726} I argue that it relevant to look at both self-defence and self-regulation as interlinked with anticipatory cyber-security on the individual level, because it functions as a supplement to the traditional governance (chapter 3). Users are advised to take the basic security precautions in line with the risks they are subjected to through usage.\textsuperscript{727} Individuals can protect their passwords and invest in basic computer software, for instance, anti-virus, firewall, anti-spyware, identity protection, anti-rootkit and anti-spam to minimise the security risks. The public sector, private institutions, organisations and businesses also incorporate self-defence/preventive measures into their security strategies by investing in security protection, and by educating employees about risks.

Based on the research in this thesis, I would argue that alternative forms of preventive measures arise from the users themselves. Cyber-space, as such, is not a dangerous and unruly place. The conduct of the computer users themselves provides opportunities for cyber-attacks.\textsuperscript{728} Therefore, the users and the online community also have a responsibility to enhance resilience and preparedness through self-defence/ self-regulation. Williams states:

\textit{“There is much to be learnt about online communities, social control, and regulation for the citizens that are integral to their creation, sustainability, and maturation. Understanding these “native” or “grassroots” processes is essential to the development of more general regulatory practice beyond individual online communities”}.\textsuperscript{729}

Williams’s comments highlight that government policies and behaviour are a result of the activities of different actors, such as civil society networks and the private sector that function as a conduit and communicator of ideas and policies.\textsuperscript{730} There is a significant level of self-governance and self-defence included in this area, which cannot be overlooked (section 3.3). Yet, it seems like this dimension is largely forgotten when discussing nodal governance. It is important to learn from these everyday practices developed by individuals and online communities. I believe that this goes beyond...
learning from individual experiences as promoted by the Copenhagen School. They claim that the new move is understood, in a way, where the acceptance of public security discourses may be facilitated with the concrete experiences of individuals (section 4.5.2).731 Yet, I dismiss this argument, and state that these online communities have experienced with different techniques and have developed a set of rules that functions in practice within a limited space. Some grassroots processes can form the backbone for the general regulation beyond the online community. As these virtual environments become more established and populated, the need to maintain order increases.732 From my perspective, these individuals are vital to the security-nodes, because these networked communities have particular expertise about the Internet, the behaviour of their users, and its regulation. Individuals and online communities are not the only actors relevant in order to impose self-regulation. Other actors influence the conduct and developing anticipatory practices to protect individuals. Companies, such as Google, Yahoo, Microsoft, Apple, etc. are all major players who can change behaviour on the Internet, and these companies are already deeply involved in different regulatory functions by regulating the conduct of their customers.

5.8 Conclusion
Following the theoretical synthesis of the risk-security literature, I would argue that cyber-security strategies are centred around the three areas discussed in chapter 4. Security actors, cooperation and anticipatory governance and practices all have an integral part in the cyber-security discussion (section 4.8). However, the analysis casts a distinctive light over particular security problems. I argue that this area is not predominate state-centric, nor entirely an open-ended form of governance. The state-centric approach still has a stranglehold in relation to transnational cooperation in the European region; yet, the traditional use of this method is in retreat. Even the Copenhagen School has accepted that other actors can replace the state-actor in the speech-act that enables exceptional responses (chapter 4). I think that the Copenhagen School’s rethinking is too narrowly formed to accommodate the broad spectrum of regulatory issues and security actors, and despite its improvements, it fails to have any significant impact on the development of cyber-security governance forms. Collaborations are not formed traditionally, because there are links to transnational and private security agents. From that perspective, I emphasise that strategical security is

overwhelmingly based on the nodal governmentality approach, where states are just a node among others. In the transnational context, states still hold a strong position in transnational cooperation. On the contrary, cross-sectoral cooperation is purely open-ended and not tied to old cooperative alliances. Instead, I maintain, that this contains a different combination of actors, which creates a more innovative foundation beyond the state-centric approach. As a result, I would argue that this implies that the pure state-centric foundation is fundamentally misplaced in the cyber-security structure.

The merger between the internal-external and public-private dimensions creates obstacles. I have discovered that there are fundamental differences between the hierarchical and bureaucratic nature of European institutions and cooperation. The two different approaches struggle to embrace the structure of nodal governance, which includes states, agencies, businesses, groups and individuals. I would argue that legislation and governance forms are processing through the system in a very inflexible way characterised by its slow pace that create lacunas in the management structure. Additionally, there are significant problems with harmonising the national initiatives and implementing regulation deriving from the European institutions. In the chapter, I have highlighted and discussed different issues which have supported the Paris School’s concerns about the increasingly complex and fragmented cyber-security structure. Differentiated management jeopardises fundamental principles, such as openness, transparency and accountability. I believe that the most significant problem is linked to the lack of communication, where information is kept internal in the nodes, and oversight mechanisms are left out of the strategies. We can only presume that rules will be developed within a politicised area, and therefore, they will follow a democratic check and balancing system within the national state. However, as the Snowden revelations have shown, there is clearly a problem with independent scrutiny and public information regarding security strategies.
6 Cyber-terrorism: An Emerging Security Risk

6.1 Introduction

The U.S. Secretary of defence, Leon Panetta stated in 2012, that:

“A cyber attack perpetrated by national states or violent extremist groups can be as destructive as the terrorist attacks on 9/11”.\(^{733}\)

He continues,

“Such a destructive cyber-attack could paralyse the nation”.\(^ {734}\)

This sounds like science fiction. However, reality is becoming closer to this approach every minute, because cyber-terrorism has reached an exceptional technological level, which makes it difficult to manage. Critical infrastructure (CI), Critical information infrastructure (CII), and information computer technologies (ICTs) are considered vital parts of the daily activities of the European economy and society, i.e. sharing/developing information and communication technologies, services, networks, and infrastructures. The acknowledgment of cyber-terrorism risks began in 2007 with the three-week wave of cyber–attacks on Estonia’s government, telecommunication, news organisations and banks, which caused mass disturbance internally in the country (section 3.4). As a result, the global focus on cyber-terrorism has changed significantly.\(^ {735}\) Before these corresponding cyber-attacks, organisations treated cyber-risks in isolation, and anticipatory plans were merely incorporated into individual contingency plans without coordination in a larger context.\(^ {736}\)

Therefore, I would argue that different types of anticipatory governance forms, related to counter-terrorism and cyber-crime legislation, cover cyber-risks. Cyber-crime and counter-terrorism measures are specific for this area because there is an overlap between them which make this area a particular problem in the anticipatory cyber-security framework. This requires special attention, and I have separated the two concepts in the definition. I have centred the discussion in this chapter on cyber-terrorism, as well as the development of management structures to enhance resilience and preparedness against these security risks. This study supports the arguments in the previous chapter, where cyber-security was discussed from a broad perspective. Similar to the first case
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study, the analytical framework is based on nodal governance and the development of anticipatory governance and practices. This supports the research objectives from chapter 1, where I aim to generate insight into an emerging security concern. Firstly, I will examine cyber-terrorism and cyber-attacks from a general perspective. Secondly, I will discuss cooperation, e.g. transnational and cross-sectoral cooperation. In this part, my primary focus is on cross-sectoral, i.e. public-private partnerships (PPPs) and their relevance to security governance, because this is a significant area of cyber-terrorism where both public and private actors can be at risk. Thirdly, I will investigate the development of anticipatory governance forms necessary to enhance security on multiple levels.

6.2 Defining Cyber-terrorism
In support of my claim that this area requires a separate analysis beyond the overarching cyber-security governance structure, I focus on the definitional problem that traps cyber-terrorism between cyber-crime and the traditional terrorism regulatory framework. The legislative complexity makes this a significant area to discuss. As this particular risk is a sub-category of the cyber-security framework, it is possible to go more in-depth regarding particular areas of the framework, which is not adequately defined and established. In this context, Europol has correctly claimed that there are definitional problems regarding the term cyber-terrorism:

“There is a lack of international consensus concerning the term “cyberterrorism”, which is used variously to describe activities including electronic attacks on critical infrastructure, intellectual property theft relating to research and development, and even the use of Internet technology for the dissemination of propaganda or for communication purposes”. 737

The inclusivity of these different areas depends on the interpretation of the attack and the motivation of the hackers. According to Interpol, the threat of terrorism, for example, forces authorities to assess and develop action plans to protect particular security vulnerabilities:

“[T]he threat of terrorism forces authorities to address security vulnerabilities related to information technology infrastructure such as power plants, electrical grinds, information systems and the computer systems of government and major companies”. 738

---
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Cyber-terrorism merges two significant security risks, namely, terrorism and cyber-crime. The main difference between these two is the platform used to attack. Cyber-terrorism uses a virtual world as a measure to spread fear, damage, and communicate (section 2.6.3). Whereas, terrorism has traditionally been distinct from routine criminal violence, and is mainly considered an extreme form of violence executed for political, ideological, or religious reasons. The difference between the two concepts relates to terrorism, which entails a more direct threat of violence compared with cyber-terrorism. A cyber-attack might not trigger a large number of causalities. Nevertheless, cyber-attacks have an enormous potential to create catastrophic events, such as shutting down a large portion of power plants. Cyber-attacks on major facilities such as power plants have a similar effect, if not greater, than taking down an airplane. If we consider using worst-case scenario/hyper-securitization to image future cyber-risks, a likely scenario could be cyber-attacks that prompt satellites to spin out of control, overtake control of airplanes, power plants to break down, economies to crash or groups and individuals being deprived of essential services. After the attack on Estonia in 2007, the speaker of the Parliament, Ene Ergma, said:

“When I look at a nuclear explosion and the explosion that happened in our country in May, I see the same thing”.

Cyber-terrorism can be defined by combining the definition of terrorism with the use of cyber-space. Embar-Seddon defines this area as:

“Cyber-terrorism is a form of terrorism, which uses cyber-space to spread fear and/ or damage in order to attain political, societal or economic goals using computer technology”.

Despite the weakness of this definition, I would argue that it covers what is left out of the traditional terrorism definition. Arguably, it is part of the same logic, but the weapons used to attacks are different, and this needs to be incorporated to cover the differences between the virtual world and reality. In fact, it is impossible to pin down a clear and sustainable definition. One way in which cyber-terrorism is defined is:

---
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“[T]he intentional use of threat of use, without legally recognised authority, of violence, disruption, or interference against cyber systems, when it is likely that such use would result in death or injury of a person or persons, substantial damage to physical property, civil disorder, or significant economic harm”.

Cyber-terrorism is also interpreted as a premeditated, politically motivated attack against information, computer systems, computer programs and data. Denning argued in 2000:

“Cyber-terrorism is the convergence of terrorism and cyberspace. It is generally understood to mean unlawful attacks and threats of attacks against computers, networks, and the information stored therein when done to intimidate or coerce a government or its people in furtherance of political or social objectives. Further, to qualify as cyber-terrorism, an attack should result in violence against persons or property, or at least cause enough harm to generate fear. Attacks that lead to death or bodily injuries, explosions plane crashes, water contamination, or severe economic loss would be examples”.

This attack form results in violence against non-combatant targets by sub-national groups or clandestine agents. Times have changed, and cyber-terrorism is not only linked to attacks against states, but also attacks against civilian populations. Denning, however, does not agree with this point, arguing that serious attacks against CI’s could be an act of cyber-terrorism, but it would depend on its impact. Therefore, attacks, which disrupt non-essential services or those that are only an expensive nuisance, would not be considered as cyber-terrorism.

6.2.1 Critique of Denning’s Narrow Definition of Cyber-terrorism

Denning’s lack of recognition of the private sector, as a possible target for terrorism, does not go unnoticed. Therefore, I consider her definition too vague and inconsistent with the reality of targeting public and private sectors, groups and individuals, and the nature of cyber-security (chapter 2 and 5). Non-essential services are problematic to define. They might be non-essential for the population as a whole, but not for the owner or provider of the service. Therefore, it is important to look at the motivation behind the attack. If the attack falls under the scope of cyber-terrorism, it does not matter if it is directed towards non-essential services, because it will still have an impact, no matter what. The attack can also be directed to expensive targets or targets of cultural significance, which does not directly influence everyday life in the same way as attacks.

---

against CI or CII. However, in my opinion, this will still be classified as a terrorist attack. Moreover, if the target is valuable, the attack will be profiled in the mass media, and thereby, the terrorist organization has obtained one of their objectives.

The perception of cyber-terrorism has changed, and I consider Denning’s definition inadequate to cover the scope of cyber-terrorism. The joint EU Communication (2013) highlights that:

“Cyber-security incidents, be it intentional or accidental, are increasing at an alarming pace and could disrupt the supply of essential services we take for granted such as water, healthcare, electricity or mobile services. Threats can have different origins - including criminal, politically motivated, terrorist or state-sponsored attacks as well as natural disasters and unintentional mistakes”  

This document, for example, draws attention to the rapid development of cyber-security and the possible attacks, intentional and unintentional, against various targets, where the only limitations are linked to the imagination of the terrorists and their technological ability to launch an attack. This highlights the need for resilience and preparedness in order to maximise security. The ability to resist attacks covers three areas: cooperation of operational and policy aspects of the governmental organisation, harmonisation through international cooperation and legal frameworks, and the involvement of non-state security actors (chapters 2 and 3).

The CoE states that the ‘goods’ of the Internet, such as ease of access, lack of regulation, vast potential audiences, and the fast flow of information, can be turned into ‘bads’. These ‘goods’ gives advantage to terrorist groups, which are committed to terrorising societies to achieve their goals (chapter 3). These groups can be the same as those using conventional terrorist methods, i.e. same groups, new methods (IS, Al Qaeda) – or they can be new groups entirely, who use computer technologies to archive their goals (Group Anonymous). CODEXTER (CoE) has suggested that cyber-terrorism and the use of the Internet for terrorist purposes comprise several elements.  

Firstly, cyber-attacks through the Internet can cause damage to not only essential electronic communication systems and IT infrastructure; they can also damage other infrastructure, systems and interest areas (appendix 6). Secondly, distribution of illegal material, which involves propaganda, fundraising for, and financing of terrorist
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activities, training and the recruitment of terrorists. Thirdly, the term cyber-terrorism also includes other logistic use of IT systems by terrorists, which covers internal communication, information acquisitions and target analysis. As a result, the term includes a larger group of targets in relation to damage CI, CII and ICTs.

Targeting the private sector or individuals is not a new idea. Traditional terrorism has used private targets as a mean to an end, i.e. the Al-Qaeda attacks on the Twin Towers in New York and Pentagon in Washington DC (2001), the Madrid train attacks (2004), the attacks in London (2005), the IRA attack on Arndale Centre in Manchester (1996). The list is endless. For decades, these attacks have been done to create a climate of fear through actions with the purpose

“[T]o destroy or undermine democratic governments and to impose their own agenda by coercive intimidation”.  

Using CI, CII and ICTs, to carry out attacks – or to target these services - have severely affected owners and providers, as well as their customers. However, there is a shift on Internet hacktivism and terrorism attacks, because the motivation for attacks does not necessarily have to be linked to the public sector, the government or the establishment. Hacktivism towards particular private companies can be imposed because of a specific business case, cooperation with other companies, cooperation with states, and/or because of the companies’ general behaviour (local, national, regional and international). Targeting private corporations is significantly visible in the Group Anonymous’ attacks. Hacktivism towards particular private companies can be imposed because of a specific business case, cooperation with other companies, cooperation with states, and/or because of the companies’ general behaviour (local, national, regional and international). Targeting private corporations is significantly visible in the Group Anonymous’ attacks. The same with the Stuxnet attack against Siemens equipment, where the code was written to attack material from this particular provider. Another high-profile virus attack in 2012, Shamoon, wiped out the hard drives of tens of thousands of Saudi Aramco computers, and left a picture of a burning American flag on the screens of the attacked devices. However, due to the lack of legislative measures, attacks against the private sector may fall under the scope of different national counter-terrorism, cyber-crime legislation or ordinary criminal law.

6.2.2 Increasing Number of Cyber-attacks

Despite the fact that states, organisations, groups and individuals now consider cyber-terrorism to be a growing concern, limited information has been published about cyber-
terrorism in Europe. Cyber-terrorism is usually discussed within the parameters of terrorism or cyber-crime. Yet, very little attention is given to the problem by the European Police Office (Europol)/ European Cybercrime Centre (EC3),\textsuperscript{756} the CoE,\textsuperscript{757} or NATO.\textsuperscript{758} By searching through documents in EUROPA, it is possible to identify a large number of publications concerning the word cyber-terrorism. Nevertheless, I have not been able to find one single portal, which collects specific information about this topic.\textsuperscript{759} One reason derives from the unbreakable link to terrorism, which is an area that is still largely securitized – and had been so since ‘War on Terror’ began (sections 2.4.1, 4.4). This means that terrorism is considered as a state concern, and the state is deemed the primary security actor on both the strategic and the operational level. There is a possibility that anticipatory governance and practice are developed outside the democratic processes, which constitutes a secret area as soon as the speech-act has been successful. However, cyber-terrorism is distinct from the traditional interpretation of terrorism by its connection to cyber-space. This combination of terrorism and cyber-crime legislation weakens the link to securitization significantly, because the attacks are based on hacktivism towards public and private actors and their activities, in and through, cyber-space.

To illustrate the nature of the problem and the increase in attacks, I have created appendix 5 to summarise some of the cyber-attacks carried out in recent years. This figure only shows a limited number of cases because some remain secret or undiscovered for different reasons, e.g. the nature of the attack, the nature of the target, or the attacks are not reported.\textsuperscript{760} However, appendix 5 (figure 8) is developed using available online data mostly from mass media. I have simplified the findings in the graph below.

\textsuperscript{756} It is possible to find a limited number of publications using the search word ‘cyber-crime terrorism’ Europol (2014a) ‘About Us’.
\textsuperscript{757} It is possible to find a web-page and a database searching for terrorism. CoE (2014a) ‘Action for Terrorism’.
\textsuperscript{758} 12 entries are found using cyber-terrorism as search word. However, it is to some extend justified as NATO is a military alliance, so the terrorism covers only a limited part of the scope. NATO (2014) ‘Search’
\textsuperscript{759} EU (2014) ‘Search’
In total, I have discovered 48 large-scale cyber-terrorism cases. In appendix 5 (figure 8), I have only focused on attacks that have disrupted or destructed computer systems, as this characterises cyber-crime. There are two areas in the grey zone between cyber-terrorism, cyber-crime and cyber-warfare/information-warfare, which circumstantially can fall under the scope of cyber-terrorism. It is possible to conclude two things: Firstly, the attacks have become more sophisticated. Secondly, the number of cyber-attacks is rising, with significant peaks in 2008, 2010 and 2012. This is not a comprehensive overview of attacks, because campaigns launched by Group Anonymous, for example, have continued over several years, i.e. Project Chanology/Operation Pay-back (appendix 5). There are also examples of other ongoing campaigns between a country and a private organisation/corporation (China vs. Google). Other examples can be state-to-state disputes (the U.S. vs. Iran/ South Korea, the U.S. vs. North Korea vs. South Korea, China vs. the U.S.). In 2012, the Group Anonymous was very active; however, it slowed down its activities after that. Yet, the number of attacks has doubled if we compare 2011 (4 attacks) with 2013 and 2014 (8 attacks each year). It is significant, that the minority of these large-scale attacks are carried out in Europe. Yet, I have no data concerning the impact of the European cyber-security governance, so this observation is not evidenced with reliable data.
6.3 The International Dimension

It is not possible to ignore the international dimension concerning cyber-terrorism, because the nature of this offence creates an extraordinary need for concerted actions from an extensive source of security actors due to the extra-territorial nature of the attacks. The EU Internal Security Strategy stresses the importance of international cooperation, as internal security cannot be achieved in isolation from the rest of the world. To develop a comprehensive cyber-security framework, it is essential to create consensus between the internal and the external aspects of EU security. The strategy recognises that the relationship with partners, in particular, the U.S, is necessary to counter serious and organised crime, and terrorism.\textsuperscript{761} This supports the Paris School’s argument that the boundaries between external and internal cooperation becomes blurred and this influence the transparency and accountability. Accordingly, the internal-external nexus influences the policing of the area in a transnational and cross-sectoral context, and it is evident that the activities are significantly complicated (section 4.6.3).

Following on from the discussion in the previous chapter, there are a number of international institutions involved in developing counter-measures and governance forms. It is an important weakness in the anticipatory framework that there has not been the development of any particular cyber-terrorism treaty and legislative framework. Therefore, the CoE’s Cyber-crime and Terrorism Conventions\textsuperscript{762} the UN Conventions on Terrorism\textsuperscript{763} and it the UN Convention against Transnational Organized Crime are the only international treaties to cover the growing risks of cyber-terrorism (chapter 5).\textsuperscript{764} The EU strategic security framework is outlined in the Stockholm Programme, and this includes both terrorism and cyber-crime. However, within the EU security framework, numerous terrorism and cyber-crime legislations and non-legislative measures have been developed (appendix 8). The combination of regulations creates a significant challenge to understand the division between these legislative frameworks. Cyber-terrorism, as a risk to society, is widely recognised. However, developing specific regulation takes time, because it follows the slow processes discussed in the previous chapter. It is, therefore, important to develop a range of anticipatory governance forms and practices to fill the vacuum. The problem here is not outdated legislation, but the lack of explicit formulated cyber-terrorism legislation.

\textsuperscript{761} EC (2010),3.
\textsuperscript{762} The Lisbon Treaty now allows for EU’s accession to the Council of Europe – it is currently being discussed at Council level.
\textsuperscript{763} UN (1994). UN (2004c) ‘Threats to international peace and security caused by terrorist acts’
\textsuperscript{764} McCusker (2006),259. UN (2004b).
6.4 Cyber-terrorism Cooperation

Following on from the discussions in the previous chapters, nodal cooperation is central to counter cyber-terrorism. I have analysed this topic through the lenses of nodal and anticipatory governance, which is the preferred security foundation to increase resilience and preparedness against attacks (section 3.7.1). Chapter 5 has set out the regulatory framework for discussing the different initiatives developed to manage all types of cyber-risks, whereas this chapter becomes more specific in analysing particular cyber-terrorism issues. I have chosen to investigate the regulatory framework imposed to manage a cyber-terrorism. This is done despite the fact that is not fully developed, because regulators have been reluctant to define and react to the specific nature of cyber-terrorism risks. They have considered cyber-terrorism to fall under the scope of anti-terrorism legislation. Yet, I claim that there are significant differences between an attack on a physical location, and an attack carried out in/from a virtual space, where the traditional rules and regulations are not applicable. As a result, the arguments and critique of the governance forms used in the previous chapter on cyber-security are also applicable to the cyber-terrorism analysis. My arguments concerning the lack of harmonisation, accountability, oversight, and transparency can be transferred directly to this chapter. To avoid direct repetition of arguments, I have chosen to narrow down the study of cooperation by focusing mostly on cross-sectoral cooperation. This underdeveloped area is being reconstructed in the current security strategies to mirror the risks and the growing recognition of the cyber-terrorism.

The national state can exercise effective management of CI, CII and ICTs located in the territory, i.e. ensure availability and quality of logs, develop a reporting system and create an overview of the providers - and to assess the risks and the capabilities existing within the jurisdiction.\(^7\) It is significant that a part of this area is still securitized due to the ‘War on Terror’, and the idea that only the state can protect the population. Cyber-terrorism cooperation has generated a strong political-military approach where the state has the superior role of maintaining civil peace, territorial integrity and governmental functions to manage the challenges arising from its citizens.\(^7\) This has resulted in cyber-security measures, which are deeply rooted in the political relations, combining military and political sectors. These two sectors have an impact on society and the

\(^7\) Tikk (2011),121.
economy due to societal dependency on electronic communication systems. Securitizing a problem is primarily a political act, which has the overall purpose of protecting the sovereignty of the state which is being attacked. The rhetoric used in this area is similar to the one used in cyber-warfare. Cyber-warfare faces similar legislative problems as cyber-terrorism, because they both are captured in two areas, i.e. terrorism and cyber-crime, and conventional warfare and cyber-crime. This creates an unbalanced relationship between the two types of legislations because cyber-crime merely covers economic and social complications which are remote from direct attacks in order to damage CI and/or CII. The militarisation and politicisation of terrorism creates a stronger state-centric approach compared with cyber-crime, and this gives the state a central position in deciding which areas should be securitized. Nevertheless, the securitization is inadequate to cover the private dimension. This is a significant area, where the state-centric dominance weakens and gives space to nodal governance and multi-levelled cooperation (section 4.4).

The governance structure can be linked to the reinvention of securitization (section 4.5). As a result, it is possible to understand the rationale behind extending Copenhagen School’s framework, because state actors and security experts have a significant position. Yet, the role of technical experts goes beyond the characterisation of the Nissenbaum and Hansen’s new security approach. Computer experts are not only given the technical role, but they are also a part of actively communicating technical rhetoric to an audience. The Paris School expresses a concern about the use of securitization, because it emphasises the politicisation of a problem and the mobilisation of groups and technologies. This is an area which enables security actors to create a certain truth between the link of terrorism and cyber-space (section 4.6). This interpretation of the security problem and the following speech-act imposes further implications to the sub-categories that are dragged into the securitization, i.e. surveillance, border control, CI, CII and ICTs. Individuals have a less visible position in the public debate, but they can be used to provide background information about possible attacks. Although, every-day routine-like processes lack the intensity of an exceptional decision, it cannot be dismissed as being without real meaning for an
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understanding cyber-security.\textsuperscript{773} The individualisation of cyber-security cannot be left out of the framework, because self-governance is at the forefront for preventing individuals being attacked, or involuntarily being involved through secret computer take-overs (botnet).

The two approached involved, i.e. counter-terrorism and cyber-crime creates tension in the governance structure. These tensions are linked to the fact that counter-terrorism measures are mostly state-centric, and cyber-security involves multiple security actors. However, cyber-terrorism is not only a state concern, and therefore, it cannot be articulated as a state discourse. The nature of CI, CII and ICTs circumvent this by using multi-levelled governance forms, which deepen the security agenda (section 4.3). The interconnectivity of cyber-space makes it difficult to manage the area alone without reaching out for other collaborators, i.e. transnational and cross-disciplinary cooperation between legal, policy, and military providers and operators and technical experts, businesses, groups and individuals to maximise resilience.\textsuperscript{774} This enlarges the reinvention of the securitization approach, which only included a limited field of computer experts.\textsuperscript{775} Cyber-security can only advance through knowledge-exchange about risks, computer technologies and management forms. As a result, I would argue that it is possible to create anticipatory governance by including a range of security actors (section 3.7).

\section*{6.5 Transnational Cooperation}

The discussion in the previous chapter was concerned with the need for transnational cooperation, and highlighted the lack of international treaties, and the problems of harmonising measures and operations. These arguments are also valid in this chapter, and therefore, I will not repeat these arguments. However, there is a large incitement to protect CI, CII and ICTs, as they constitute the backbone for all computer-traffic in the modern technology-based society. Therefore, tools are developed in terms of protection against possible attacks rather than develop measures that explicitly cover cyber-terrorism. The EU encourages Member States to cooperate globally to increase the protection. Cooperation with countries and international organisations has a significant place in the EU Digital Agenda.\textsuperscript{776} The EU Communication (2011) stresses that:

\textsuperscript{774} Tikk (2011),123.
\textsuperscript{775} Hansen and Nissenbaum (2009),1167. Garcia and Palhares (2014),277.
\textsuperscript{776} EC (2010b).
“We need to promote a global culture of risk management. The focus should be on promoting coordinated actions to prevent, detect, mitigate and react to all kinds of disruptions, whether manufactured or natural, as well as to prosecute related cyber-crimes. This includes conducting targeted actions against security threats and computer-based crime”.\textsuperscript{777}

This stance has also obtained a prominent position in the 2013 joint EU Communication.\textsuperscript{778}

\subsection*{6.5.1 The EU and External Cooperation}

The EU’s external security policy is set to cooperate through bilateral and multilateral agreements. This increases the use of global collaboration with other countries and the agencies to minimise the risk of cyber-terrorism through the harmonisation of legislative and judiciary powers. Conversely, it is important to establish a dialogue based on mutual interests, concerns and possibilities.\textsuperscript{779} In the EU Internal Security Strategy, transnational cooperation is explicitly mentioned:

\begin{quote}
“Internal security cannot be achieved in isolation from the rest of the world, and, therefore, it is important to ensure coherence and complementarity between the internal and external aspects of EU security […] As that strategy recognizes a relationship with our partners, in particular the United States, are of fundamental importance in the fight against serious and organised crime and terrorism”.\textsuperscript{780}
\end{quote}

The lack of international consensus in regulating cyber-terrorism calls for a closer cooperation to develop good practices and processes compatible with national law, and in particular, securitized areas related to terrorism, to avoid conflicting measures. The differentiated management structures and the lack of harmonisation of law enforcement and judiciary mechanisms globally, leave cyber-space open to cyber-terrorism. CIIP is not only about anticipatory governance and strategies, but it also involves a deeper understanding of the needs of the technical community to develop workable proactive security measures. However, the lack of sustainable cooperation structures creates a fragmented and inefficient management structure globally.\textsuperscript{781} The executive director of ENISA, Helmbrecht, supports this argument by highlighting the need for a truly international, global approach to cyber-security, which cannot be obtained in isolation.\textsuperscript{782}

\textsuperscript{777} EC (2011a).7.
\textsuperscript{778} EC/HREUFASP (2013).
\textsuperscript{779} EC (2010f),29.
\textsuperscript{780} EC (2010f),3.
\textsuperscript{781} EC (2009b),2.
\textsuperscript{782} Continuity Central (2011) ‘Cooperative models for effective public private partnership’.
“There is a need for a truly international, global approach to cyber security and critical information infrastructure protection. No country can create a CIIP strategy in isolation, as there are no national boundaries in cyber-space. PPPs are consequently one of the agenda items for the special EU-US Working Group on cyber-security and cyber-crime.”

The establishment of the EU institutions, EUROPOL and the European Union’s Judicial Cooperation Unit (EUROJUST), improve the level of law harmonisation and, thus, give fewer opportunities for transnational cyber-terrorists to make use of regional loopholes. As outlined in the previous chapter, there are countries that do not recognise the problem, or they have a different interpretation of cyber-risks. This creates significant obstacles to further the development of anticipatory governance forms. These problems are not only related to transnational cooperation on the strategic level; the same barriers are visible on the operational level. For instance, Russia refused to cooperate in the Estonia-case (2007) to investigate the cyber-attack. The same happened in the Lithuania-case (2008), and the Georgia-case (2008). This is also the situation with China, which denies all involvement in cyber-attacks (appendix 5). Both Russia and China block international cooperation and the development of treaties, and this creates a significant setback for developing cyber-terrorism measures.

EU security agencies reach out to other security actors, because it is important to establish a wider nodal network with transnational collaborators outside the region. This requires that different participants are involved and have explicit knowledge about areas such as, cyber-security, anticipatory governance, cyber-crime and counter-terrorism measures. EC3 has significance in relation to internal management, and it also acts outside the realm of the EU, i.e. non-EU Member States, and the Interpol’s Global Complex for Innovation (Singapore). Transnational cooperation aiming to develop sound practices and guidelines are the first step forward to increase the critical information infrastructure protection (CIIP). The EU is already engaged closely with the US on cyber-security and cyber-crime. Cooperation with the U.S. is established, and progress is made to develop networked PPPs based on strategic dialogues and

783 Continuity Central (2011).
784 Broadhurst (2006), 422.
787 Tikk et al (2010), 89.
788 EC3’s collaborative partners are EU Member States; key EU stakeholders; non-EU countries; international organisations; internet governance bodies and service providers; companies involved in internet security and the financial sector; academic experts; civil society organisations; National Computer Emergency Response Teams (CERTs) and the CERT-EU. EC3 (2014b) 'Joining forces to catch the criminals’. EC (2013a) ‘Action 32’.
cooperation external to the EU and international organisations. Knowledge of computer technology is crucial, and it is a fact that a significant part of the hardware/software industry is placed outside the European region. As a result, it is crucial to reach out to other actors. Although the U.S. is a significant partner in combating cyber-related crimes on all levels, it would be natural to extend the cooperation to other regions or partners.

Cyber-exercises link international actors by using nodal governance to merge international security with the strategic and operational framework. These cyber-exercises are used to test organisations’ ability to tackle a large-scale attack and resilience building. All of cyber-exercises are linked to cyber-strategies, as they set out the direction for cyber-operations (chapter 1). The European Networked Information Security Agency (ENISA) has launched international cooperation with the U.S. (EU-U.S. cooperation) to enhance the protection of CII against cyber-terrorism, i.e. the Cyber-Atlantic Exercise. ENISA also launched a Cyber Europe 2014 exercise, where more than 200 organisations and 400 cyber-security professionals across Europe joined forces with twenty-nine EU and EFTA countries during the first phase of ENISA's bi-annual, large-scale cyber-security training. The members were called upon to resolve several scenarios that could influence the confidentiality, integrity or availability of sensitive information or critical infrastructures. These exercises were considered a success, but it is impossible to get a clear overview of their effectiveness. The feedback is useful for detecting gaps in the existing legislative and technical framework. However, this data is only communicated internally in the nodes, because detailed information regarding operations can endanger the whole security system. Therefore, the information remains confidential.

The EU is not alone to using these large-scale activities. NATO, held the largest exercise of its kind in 2013, with the aim of being able to prevent massively simultaneous attacks on the Member States and their allies. This organisation is state-centric in its foundation. However, the organisation reaches out to other actors and works in a nodal structure depending on the topic. To review, reinvent and progress their cyber-strategies, the alliance has included a number of technical experts, which proves
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that a form technification is integrated within the state-centric framework (sections 4.4, 4.5). The aim of the exercise was to check NATO’s and its partner’s capability to technically and operationally respond to a large-scale cyber-attack, and review how efficiently participants coordinate their efforts. The EU security actors could learn from NATO’s operations, and vice versa. The lack of transparency and knowledge exchange on the strategic level is concerning, because progressing cyber-terrorism governance requires constant reviews of governance to capture the growing risks. Hopefully, feedback from these exercises is communicated back to the strategic level in order to improve the development of anticipatory governance forms and practices. Yet, nothing has been published, so I cannot include the effectiveness of cyber-governance and cooperation in the discussion.

6.5.2 The EU and Internal Cooperation
The EU cyber-security framework is attached to anticipatory governance, and this includes prevention, detection and response, as well as migration and recovery (section 3.7). Management requires a high level of coordination between the different nodes involved on a case-by-case basis, but also to other nodes that can learn from different experiences. Initiatives were launched towards CIIP in 2011. The new Directive proposal (2013) addresses insufficient level of harmonisation:

“[T]here is currently no effective mechanism at EU level for effective cooperation and collaboration and for trusted information sharing on NIS incidents and risks among the Member States. This may result in uncoordinated regulatory interventions, incoherent strategies and divergent standards, leading to insufficient protection against NIS across the EU”.

As highlighted in this 2013 document, the unbalanced regulatory level between the Member States can result in uncoordinated regulatory interventions, incoherent strategies and divergent standards, which can lead to insufficient protection against attacks. I believe that there are tensions between how the different actors perceive the risks, in and from, cyber-space, which might create problems on the political/repose level (section 4.8.2). On one hand, there are problems related to state power, control and borders, which can be related to physical infrastructure and territorial sovereignty in relation to counter-terrorism. On the other hand, in cyber-security tensions arise in
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relation to networks, interconnectedness and the ability to self-govern in decentralised areas with many actors.\textsuperscript{799} I argue that the development goes towards more cooperation across traditional boundaries and a wider participation of actors from both the public and the private sectors. This constitutes a significant break with the management of terrorism, which still upholds a very state-centric approach, which mirrors the original securitization approach. On reflection of this discussion, I believe that it is impossible to exclude the influence of the private actors in the development of cyber-security, because everybody is equally at risk. This creates tensions between the two different ways of seeing security, and the actors involved on the management level.

Appendix 7 outlines a broad range of EU security agencies working to enhance the resilience towards cyber-terrorism. Thus, I consider this a growing security area that will be systematised in the future. I would argue that is anticipatory governance is not only setting up obstacles to the cyber-risks, but also about increasing the development of resilience and preparedness and continuing to develop new response types. It is equally important to have responsive plans ready by imagining worst-case scenarios — or using hyper-securitization to capture the risks before they develop into threats (sections 3.7, 4.5.1).\textsuperscript{800} The European Commission encourages Member States to develop national contingency plans and organise exercises simulating large-scale cyber-attacks, which can increase the security level, but also strengthen cooperation between national and international Computer Emergency Response Teams (CERT).\textsuperscript{801} These are being created on EU, national and governmental levels to communicate information about risks and prevent cyber-attacks.\textsuperscript{802} I uphold the argument that all these different actors and agencies increase the complexity of the cyber-security structure. Moreover, they fail to position the nodes in an organised way that can give a systematic overview of their functions, aims and interconnectivity. After a scrutiny of the documentary evidence, it is clear that information about the cooperative structures is missing, such as a comprehensive overview of participants, the foundation, and the aim and scope.

\textbf{6.6 Cross-sectoral Cooperation}

I have highlighted that in the nodal and anticipatory governance form, the interaction between sectors is likely to be formed by contractual cooperation rather than social

\textsuperscript{799} Dunn Cavelay (2013),117-118.
\textsuperscript{800} Hansen and Nissenbaum (2009).
\textsuperscript{801} EC (2009c),2. EC/HREUFASP (2013),5.
obligations. However, I find that the increasing use of PPPs goes beyond the traditional approach of market-based exchange of goods. Instead, it concerns voluntary participation towards a common goal (chapter 4). PPPs are considered as a joint venture created to transfer knowledge and developing governance form regarding a particular security problem. Cooperation of this kind is essential to increase resilience towards the risks imposed by hacktivists. The nodes are responsible to communicate information about their activities and achievements in order to reduce risks. In the past years, multifaceted attacks have been carried out by organisations, such as the Group Anonymous and LulzSec. These attacks have tweaked the interpretation of hacktivism and terrorism activities by being associated with highly mediated computer break-ins and the release of sensitive information as part of their global activities. Hacking groups, such as Group Anonymous and Lulzsec, are global organisations, but they are so loosely founded that the hacktivists do not necessary know each other (chapter 2 and 5).

It is important to create an extensive network on an ad hoc basis to manage this area. It is not a matter of who is carrying out a speech act as Nissenbaum and Hansen claim. Instead, it is important to establish the right combination of skills and knowledge, which can be communicated to the participants in the node - and pass on the information to relevant security actors, groups and individuals outside the node (chapter 5).

The governance structure is broadly founded to capture cyber-terrorism risks related to cyber-terrorism. This includes mobilising knowledge, capacity and resources of a variety of institutions, groupings and individuals. This has resulted in a cyber-governance structure that is much more complex than previously, because hybrid-constellations coexist with traditional forms of governance, and this creates a mixture of different types of governance and institutional arrangements (chapter 3). However, introducing PPPs in the context of cyber-terrorism is evident due to the security-level required and the complex technological risks. Both sectors bring invaluable knowledge of the cyber-security, but the private businesses add an important dimension to the cooperation due to their technology knowledge. The different nodes define and pursue their common interest in the cyber-security field, which has a long-term perspective
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beyond administrating central plans or striving to meet alien objectives established outside the nodes.\textsuperscript{809}

6.6.1 The EU’s Public-Private Partnership

Combating cyber-terrorism requires a comprehensive strategy, and because of the nature of CI, CII and ICTs, the state-centric approach seems to be misplaced in a large number of hybrid security-constellations; mainly because PPPs are considered a relevant forum for progressing cyber-security through dialogue (section 5.6.3). The EU Commission has called for action to make Europe more prepared for, and resilient towards, cyber-disruptions and destruction. This form of public-private cooperation is characterised by various incitements for participating in the network and by the coexistence of trust and distrust originating in the tension between the different sectors (chapter 3).\textsuperscript{810} I argue that the key area is, of course, to involve a group of actors with special knowledge that can establish a functional relationship in the nodes. However, I maintain that unlike Nissenbaum and Hansen’s rethinking of securitization, this should not just combine state actors and some experts (section 4.5). Of course, these security actors are included in nodal governance, but they are just actors similar to others – and they do not hold a particular supreme position. Together the group of actors influence the security direction and pinpoint the actual needs of the public-private sectors, in order to close structural security gaps and to develop anticipatory governance. This can be done when different security actors combine their complementary strengths to increase their activities.\textsuperscript{811}

The 2009 EU Communication on CIIP, for example, states that cross-sectoral cooperation is essential to address problems concerning CIIP. This document outlines the importance of establishing PPPs.\textsuperscript{812}

“To address this governance problem public-private partnerships (PPPs) have emerged at the national level as the reference model. However, despite the consensus that PPPs would also be desirable on a European level, European PPPs have not materialised so far. A Europe-wide multi-stakeholder governance framework, which may include an enhanced role of ENISA, could foster the involvement of the private sector in the definition of strategic public policy objectives as well as operational priorities and measures. This framework would bridge the gap between national policy-making and operational reality on the ground.”\textsuperscript{813}
Subsequently, the first formalised PPP in the European Framework followed the 2009 Communication, which brought the European Public-private Partnership for Resilience (EP3R) into the framework under the supervision of ENISA (2010). Accordingly, the EU Communication (2011) increased the focus on PPPs and its role to progress resilience building of ICT infrastructures.

“The European Public-Private Partnership for Resilience (EP3R) was launched as a Europe-wide governance framework for the resilience of ICT infrastructures. It aims at fostering the cooperation between the public and the private sectors on strategic EU security and resilience policy issues [...] EP3R will also serve as a platform for international outreach on public policy, economic and market matters relevant to security and resilience, in particular to strengthen the global risk management of ICT infrastructures”.

The following EU Communication (2013) continued to develop a nodal and anticipatory governance framework by stressing the importance of a close relationship between public and private actors. Moreover, the communication explicitly emphasises several times that there is a shared responsibility to enhance the security of CI, CII and ICTs. However, establishing an NIS private-public platform extends the framework beyond the mere management of the computer technologies related to CI and CII (chapters 2 and 5).

6.6.2 Governance Structures

EP3R is divided into subunits characterised by working-groups that set out specific priorities. Before the establishment of EP3R, the lack of information exchange and expertise made prevention difficult because it was developed in closed structures without being communicated to a larger group of actors. I believe the EU had sound intentions to improve the existing structure by establishing the PPPs - but in reality, this has been a very complicated process. The partnership acts as a supplement to the slow procedures in the established decision-making process. In this context, different governance forms and networks have obtained a significant position in introducing soft-approaches to the sectors (chapter 5). After analysing the data, I discovered that the reality does not live up to the intentions. I find it very disappointing that the slow process identified in chapter 5 continues because it creates weaknesses, not only in the legislative process, but also in alternative governance forms developed to close the legal
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lacuna. By looking into EP3R, the progress of creating the partnership has been disturbingly slow, and this has results in the establishment of only two formalised PPPs within five years. It seems like the struggles with nodal governance is related not only to internal conflicts and tensions between the actors, but also the different systems, where the supranational bureaucratic systems needs to adjust to more flexible forms of cooperation.

The partnership also has other flaws. For example, the cooperation ought to go even further by involving different companies outside the scope of CII, which have extensive technical knowledge from developing preventive measures. This limitation is a mistake, because other actors can positively contribute to enhancing the knowledge of cyber-terrorism, technical innovations and management forms, which can be crucial to maximising security. Cyber-terrorism does not relate to one particular area, and there is not one particular method used to cause disruption or destruction. Net widening needs to be considered to give the partnership the breadth it requires. The scope of participation in the EP3R is too narrow to have significance, other than for the participating parties. This creates cognitive closed nodes where the security professionals are entwined in the cooperation without leaving space for new actors, which could bring new ideas for reinvention and rethinking of anticipatory procedures and governance practices (sections 3.3, 3.7, 4.8, 5.8). This creates a routinised application of security, which lacks the innovative dimension necessary to manage cyber-risks.\textsuperscript{820}

The parties involved in EP3R are relevant national PPPs, appropriate public authorities, operators of communications networks, services and nodes, and relevant European (industry) associations.\textsuperscript{821} I believe that the positive experience of Member States cooperating with the private sector and their roles and responsibilities have been transferred into this partnership. The consequences of the complex structure have forced the actors in EP3R to change the set-up by developing minor Task Forces. These Task Forces have been introduced to speed up the progress of developing the cooperation because the existing work groups were too slow.\textsuperscript{822} Previously, it had taken too long to publish any visible outcome about these partnerships. The Task Force’s reflect, analyse and draw conclusions on terminology definitions, trusted information sharing
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mechanisms, mutual aid strategies, assess categorisation, incident management, tracking down botnets offenders, cyber-attack mitigation and response and a wide-scale and systematic malware disinfection. By keeping the different groups small, the goal is to ensure a shorter time-scale in producing recommendations, greater flexibility in addressing current issues and prioritising the work, ensuring effective information sharing and better focus on their particular security issue.

6.7 Accountability, Transparency and Openness in the Anticipatory Governance Framework

It is possible to bind this area to traditional counter-terrorism legislation, and therefore, there is a strong motivation for using securitization. However, this is concerning because it will circumvent the claim regarding more oversight, accountability and transparency in a negative way (sections 3.3.2, 4.8.3, 5.7). I argue that governmental accountability, transparency and openness are necessary tools for state representatives to inform society about their plans and actions. Of course, the actual behaviour and result of the activities can be subjected to public scrutiny, and sanctioned accordingly.

Accountability can only be upheld if the cyber-strategies and activities are at some point are made public, but only within the national state because there is no international oversight mechanism. I believe that the problem here is that large parts of counter-terrorism are securitized. Therefore, it is moved outside the normal democratic processes and covered by a high degree of secrecy (section 4.4). The Paris School is critical towards the dynamic between the security experts in transnational cooperation and their ability to develop exceptional measures as part of nodal governmentality. This internal development of self-governance is kept inside the nodes, which creates a field of (in)security due to the lack transparency and openness. The lack of cyber-terrorism regulation means that the development of self-governance within the nodes is clearly open to an abuse of power, even if it is securitized or developed by security professionals within a closed nodal system. An example of this abuse of power can be seen in GCHQ’s collection and exchange of meta-data, which has caused an international crisis in the confidence in security agencies. It is difficult to justify data collected from the German Chancellor’s mobile phone and other EU representatives,
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when the justifications for data collection are meant to be security, terror, organised crime and economic well-being.\textsuperscript{827}

6.7.1 Transparency and Openness and the Lack of Communication

The use of nodal governance side-steps the securitization process and seeks to create a different dynamic between the actors. This framework is thought to be flexible and heterogeneous in order to capture the different logic of experiences and practices deriving from the security actors. However, the Paris School has criticised this framework, perspective, claiming that this is precisely the problem with nodal governance where the actors do not convene to the same security understanding that generates internal struggles and differentiation.\textsuperscript{828} The EU is trying to address these significant flaws in the structure. The Communication from 2009 reviewed the slow process of establishing the formalised PPPs.\textsuperscript{829} Yet, I find it hugely worrying that a platform that was considered useful for improving governance, stalled because of too much bureaucracy, when that was exactly what it aimed to avoid. There are clear transparency problems concerning the procedures, the actors, aim and scope, and outcomes. It is noteworthy that the internal PPPs structure and communication are closed for public scrutiny and debate. I do understand that a certain level of secrecy is necessary to ensure security of the different areas. Yet, the closeness of the security nodes goes against EU legislation regarding the principle of openness and transparency and information to the citizens.\textsuperscript{830} Articles 15 TFEU states that to promote good governance and ensure participation of civil society, the EU institutions, bodies, offices and agencies shall conduct their work as openly as possible.\textsuperscript{831}

To succeed, it is important to create links to other security actors outside this environment, as it is equally important to direct communication by sharing findings with other nodes in order to develop a cycle of information sharing. It is to be hoped that the establishment of an NIS PPP addresses some of the issues that I have highlighted above. However, the NIS PPP is too broadly formulated to mandate cooperation specifically on CI, CII and ICTs. As a result, I think that it is difficult to predict how this will work out because nothing has been communicated regarding the
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Despite the novelty of this PPP, the experience with EP3R, has led one objective inbuilt in its foundation; the partnership needs to forward information by 2014.

### 6.7.2 Attracting Private Actors to the EP3R

Following the discussion regarding the lack of transparency and openness, this PPP has other implications regarding participation and obtaining new knowledge from various sources. Attracting the correct security agents to EP3R is essential, and it is clearly a priority to attract high-level expertise from participants willing to allocate capabilities and resources. It is not enough to create a technification, where security experts overtake the speech-act to persuade an audience to accept the securitization move. The private sectors have extensive knowledge of CII and the use of technical measures to prevent cyber-terrorism, which are skills that the public sector lacks (chapter 5). For a long time, private companies have carried out threat assessments, established computer programmes and developed technical solutions to prevent cyber-attacks. Their experience can be beneficial to other actors if shared. It is central to developing anticipatory governance and practices that the public sector receives information to formulate adequate and appropriate responses to the cyber-risks. Moreover, I find it crucial that the governmental initiatives mirror the needs of the private sector in its decision-making process. Therefore, it is a win-win situation for all parties if the partnership progresses soundly. The challenge is to attract the right private actors to the cyber-security cooperation and to progress and share information rapidly beyond the nodes to enhance awareness about particular security concerns (chapters 3 and 5). Due to the limited number of publications regarding the PPP, it is not possible to say whether the EP3R has succeeded in attaching the relevant stakeholder. It seems more likely they have had a very turbulent time just establishing their aims and objectives, rather than worrying about who will be involved in the different nodes.

### 6.7.3 The Visibility and Outcome of the Cooperation

The aim of the PPP is to establish a European platform for cooperation, where the participants can develop good anticipatory governance and practices to prevent large-scale cyber-attacks. It is already established that this platform is faulty in many areas. It
has been argued here that the overarching problems regarding accountability, transparency, and openness have stalled the development of the node, i.e. attracting security actors, communication beyond the node. The establishment of EP3R is progressing, and it has been doing so since 2009. It was recognised that in 2013, that it would be a key agency in the fight against cyber-attacks; yet, EP3R is far from reaching this objective. In 2013, two reports were finally published, i.e. activities in 2012, and objectives for 2013. The 2012 report outlines key findings and recommendations that establish the scope and the aims for the forthcoming work. The first reports were released in 2013, the Activity Report 2012, and the Work Objectives 2013, which did not say much about the outcome and the cooperative partners.

From the beginning, the nodal cooperation was tied up to thematic workshops on identified relevant topics and the establishment of working groups on the strategic level. From 2011, it is possible to identify three working groups and their scope, but no data is available beyond this. The aims and objectives of these working groups were described in very general terms, and there was surprisingly little information communicated to the public sphere. To address one of the problems, the Working Objectives 2013 set out an important goal, which could improve transparency and openness:

“... [O]ne of the main objectives for EP3R is to regularly publish Position Papers on the ENISA Resilience Portal, once each Task Force has completed the various assignments. All position papers will be summarised in a yearly activity report”.

I find this claim about improving the publication rate rather interesting; ENISA’s web portal reveals that three-position papers were published on the 20th December 2013. However, this was the first publication, and nothing has been published since then. This lack of communication is not surprising, but it is still very disappointing that an emerging security area, such as cyber-terrorism, is being neglected. Moreover, the
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reports lack visibility in the public sphere, and this complies with a significant part of the Paris School’s critique.

Despite the best intentions in formalising the partnership, EP3R states in the Work Objectives report:

“The proposed new structure of work takes advantage of the lessons learnt from the EP3R sessions held in 2010-2012, and addresses a number of shortcomings identified: unstable membership, long time-to-delivery, unclear priorities assigned to topics to address, insufficient buy-in from some members, etc.”

These are serious flaws in the nodal structure, which harms the development of anticipatory governance and practices. Yet, I consider that the alternative is worse; a state-centric structure would be misplaced in order to manage this area. Nevertheless, I am inclined to state that a hierarchical structure might have been useful to establish the formal structure of the PPPs because the heterogeneous structure has proven to be inadequate to progress simple decision-making procedures. The partnership is a work-in-progress, but it is positive that they have finally recognised that they need a more flexible structure to deliver outcomes within a reasonable time. However, in the time that they have used to reach this conclusion, the virtual world has changed, and the problems of forming the PPPs have delayed the development of European anticipatory strategies – instead they have created a governance vacuum. The agency is organised without the proper oversight mechanism. It is formed under ENISA, so it is ENISA’s responsibility to ensure that the work is progressing. However, from my analysis it looks like the agency has been left alone to establish its own foundation and no one is being held accountable for its lack of development. Issues regarding transparency and openness are a prevailing problem with ENISA. However, this should not be an area where there is any reason to keep information secret, because at this stage they have not even reached a point where they are discussing the development of governance forms.

6.8 Anticipatory Governance and the Development of Rules, Practices and Processes

When focusing on anticipatory governance to counter cyber-terrorism, it is necessary to direct the reader back to the previous chapter on cyber-security because the same reasoning applies to the development of anticipatory governance and regulatory practices under the European security framework. A mixture of rules, practices and processes are used as tools to maximise individuals and group’s resilience to attacks. As

I have illustrated in the ongoing security circle (figure 6), there are different anticipatory steps built into the risk-threat security circle. All of these different steps aim to capture the risks and later the threat, to prevent a catastrophic attack. However, different regulatory tools are being used to manage the risk of cyber-terrorism. Just as in the previous chapter, the development of anticipatory governance includes governmental rules, technical regulation, awareness-raising/education and self-defence/self-regulation. It is evident that the different governance forms are interrelated, and therefore, they are equally important in the management cycle.

6.8.1 State Regulation
The management of terrorism and cyber-terrorism requires differently regulatory initiatives in a mixture (section 5.8.1). The EU provides guidelines through programs, action plans and road maps for the Member States to implement in the domestic field. This gives the Member States a certain level of freedom and, at the same time, the guidelines provide for a harmonised security approach internally. However, in terms of protecting information systems, there is a lack of harmonisation between the Member States. To improve the legislative framework, the new 2013 Directive is adopted (section 5.5.2). It is interesting that the Directive introduced specifically targeted legislation to prevent large-scale attacks against information systems – although it is not specified what kind of legislation it will cover. This aim of the Directive is ambiguous, in the sense that there are already severe problems with harmonising existing legislation. Moreover, the development of non-legislative measures has stalled in the PPPs, where they still struggle to develop a platform for communication.

This Directive covers purposes that are more important, such as strengthening critical information infrastructure protection and the removal of botnets (section 2.6). It is highly relevant to include the different attack forms in the framework because they are an integral part of cyber-security. Especially as these botnets can pool enough servers together to enable attacks on essential CI, such as power plants, nuclear power stations, etc. (appendix 7):

“This option provides for the introduction of specific targeted (i.e. limited) legislation to prevent large-scale attacks against information systems. Such strengthened legislation would be accompanied by non-legislative measures to strengthen operational cross-border cooperation against such attacks, which
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would facilitate the implementation of the legislative measures. The aim of these measures would be to enhance the preparedness, security, and resilience of critical information infrastructure and exchange best practice.”

Another important innovation is that the EU has finally recognised the need for developing supporting legislation to cover the lack of cyber-terrorism regulation and the legislative lacuna (section 5.4). The EU’s own bureaucratic procedures have confirmed its own inadequacy in providing an accurate level of protection, because the area is divided between counter-terrorism and cyber-crime legislation.

6.8.2 Technical Regulation

The implementation of technical regulation to avoid large-scale attacks is primarily based on governmental authority and responsibility. The private sector has a huge role in developing technical measures to secure computer networks and software, and to block cyber-terrorism (section 5.8.2). I maintain my previous claim, that through a wider cooperation between numerous stakeholders, it is possible to develop preventive technical security measures that strengthen the resilience towards cyber-terrorism attacks. Since the emergence of botnet, capacities to detect and monitor these nets have increased. I believe that the use of technical regulations requires close supervision, because a technical regulation constitutes a grey zone. This argument supports the concerns of the Paris School, who argue that security professionals can quickly fuel the insecurities of individuals through their routinised application of surveillance technologies, and through the use of technical equipment to filter and block Internet contents.

Diverse measures can be used in the technical regulations, such as a form of self-regulation which requires authorisation to enter, monitor and record the utilisation of the system to detect activities, a periodic check of critical software, enforcing policies governing systems security and responding to attacks and unexpected events. The measures are based on the technical capability to audit the system’s operation with the aim of detecting gaps in the computer-software, and discovering, preventing and investigating and incident afterwards. Nevertheless, more specific security procedures to prevent cyber-terrorism attacks are the responsibility of the individual computer
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Technical measures used to prevent attacks improve the resilience by reducing the opportunities for hackers. This remains a balancing act, because it is easy to cross the boundaries between the public and private authority, and jurisdiction.

Continuously monitoring computer systems for signs of attacks and updating virus detection software regularly are just some of the means used. Monitoring the Internet and assessing the security level is necessary in relation to cyber-terrorism, because DoS and DDoS are the preferred tools used to attack CI, CII and ICTs (appendix 5). Technical regulation does not only concern blocking, filtering and tracing Internet-traffic (section 5.8.2). Technical regulation is also concerned with the destruction of botnets, where technical security actors have an important role in dismantling botnets. For example, Internet service providers, Internet security companies, defence intelligence organisations, volunteer monitoring organisations and the academic community have all been instrumental in the dismantling of botnets (chapter 2).

It is, therefore, the area of anticipatory governance with the strongest links to the Copenhagen School’s securitization, as this can easily be evoked in a limited space to prevent terrorism activities. Moreover, technical experts can have a convincing role in persuading an audience about the imminent urgency for action. As mentioned before, the Turkey’s Twitter case showed that there are problems of using securitization to manage the Internet, because the restrictions can easily be circumvented. Yet, I believe that the use of securitization is a part of a regulatory package included in the more comprehensive nodal governance approach, where the main focus is on anticipatory security forms and where securitization is evoked as a last resort.

### 6.8.3 Awareness-raising and Education

Awareness-raising and education are highly relevant to both the public and private sector (section 5.8.3). The recent focus on cyber-security by the mass media has profoundly helped to raise awareness of the risks of using cyber-space. It clearly draws attention to some massively overlooked areas in relation to cyber-terrorism, such as awareness-raising and education. Moreover, the attention of the mass media helps security actors to spread the preventive message of protection CII and ICTs, collectively
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and individually. However, ENISA did identify that a lack of awareness and education are two of the main problems, when they raised concerns about end-users’ lack of knowledge regarding computer security. As a result, ENISA claims they could be more actively involved, and they state that the adoption of simple cyber-security measures by individuals would reduce the number of cyber incidents by 50% worldwide. However, this requires that the individuals are made aware of the risks and prevention forms.

Awareness-raising, education, and training is areas where both the public and private sectors have essential roles to play in increasing the knowledge of cyber-risks. Individuals are the weakest link in the cyber-security. It is not enough to focus on the latest technology to protect against attacks. Individuals, employers and security actors can increase their risks by giving away information on social networks or by using their own, less secure, mobile devices. Awareness-raising does not need to be created as a one-way communication. Keeping up a dialogue with the public is essential when understanding the development of cyber-terrorism. Communication forums can be formed as an exchange between security actors and individuals, where the individuals can pass on information about minor breakdowns, and suspicious information and behaviour online. In return, they can be informed about how to enhance their own security. I would argue that the Copenhagen Schools perspective on everyday practices is relevant to enhancing cyber-security. Computer users’ experiences can be crucial for profiling and mapping cyber-terrorism, which decrease the uncertainty by identifying gaps and weaknesses in ICTs and the security framework.

Primarily, governmental actors, institutional actors, professional security actors and the industry perform this in order to support a broad range of security initiatives. Training, for example, is highlighted in the joint EU Communication (2013):

“Step up national efforts on NIS education and training, by introducing: training on NIS in schools by 2014; training on NIS and secure software development and personal data protection for computer science students; and NIS basic training for staff working in public administrations”.
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Security awareness includes the traditional forms of technical safeguards, such as firewalls, antivirus measures, user authentication, etc. Awareness-raising and education are also essential parts of the CERT Programme. The cyber risks are continually transforming, and the education and training material needs to be constantly reviewed in order to be up-to-date. This involves public and private participation in order to coordinate and design programmes directed towards current security risks, and to pinpoint the awareness and education necessary to mirror the needs of the different security actors.  

6.8.4 Self-defence and Self-regulation

The computer users are frontline security actors with the responsibility of securing their own computer systems (section 5.8.4). Rather than using the established counter-terrorism structure, discussions on self-defence and self-regulation are a significant step towards a more comprehensive cyber-security framework. This means that the Copenhagen School’s perspective on securitization has no relevance in this area because they do not recognise the power of individuals to maximise security, except in the restricted role of passing on information.

Self-governance is applicable to every computer user; including, governments, regional actors, the Internet provider, the software/hardware provider, user groups and individuals. As a result, it is necessary to widen the management-form and give the individual users a more prominent role in securing cyber-space, the Internet, search-engines, social media and chat forums. It can be argued that individuals are not direct targets of cyber-terrorism attacks, yet, they can have a role in attacks. The use of botnets, where large groups of users are involved, intentionally or unintentionally, in attacks, signifies the importance of involving this area in cyber-security. Furthermore, it is important not to underestimate the role of cyber-space as a platform for propaganda and recruitment for a terrorist organisation. This is an integral part of the IS structure, where people react to the information flow from these web-pages. As long as the terrorists can see that this information has an influence on their cause, they will use the Internet as a platform for their global fight. Twitter and Google have tried to close down the online distribution of the beheading of hostages and other IS online propaganda. However, they have been caught up in their own bureaucracy and have been to slow to
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react. Google and Twitter’s problem is that their system is not developed to prevent the terrorist videos, hashtags and accounts getting online. Therefore, taking them offline has become a game of ‘whack-a-mole’, where as soon as they have removed the clip from one site, it will pop up on another site (section 2.6.3).

Traditionally, there is a strict separation between private and public regulations. However, there is a movement towards a number of polycentric forms of governance, where the regulation is effected from a number of overlapping circles of power. This combines a horizontal concept of management by non-state security actors with the vertical multilevel governance, with interacting layers of public rules in international, regional, national and local levels. The horizontal concept makes it difficult to exclude self-regulation and self-defence from the security framework. Europol’s Threat Assessment (2011) states that computer users and user groups are important actors. The report states:

“Users and user groups also have important roles to play in the prevention of Internet facilitated criminality, both at the individual and organisational level. Just as lack of public awareness and user neglect of security measures facilitate cybercrime, so too does an increased sense of online civic responsibility have the potential to reduce cybercriminal activity“.

Although, there is a limited awareness of cyber-terrorism among individuals, this is an area which calls for more attention. The individual users can be active security actors within their limited space, even though they are not connected to security nodes or agencies. Through their online activates, individuals and groups can influence the actives and the behaviour in social media, the Internet, and cyber-space. Therefore, it is important to promote the development of ‘norms of behaviour’ in the virtual space, which stakeholders adhere to.

6.9 Conclusion

Cyber-terrorism is a complex area to manage. Yet, it is progressing due to transnational and cross-sectoral cooperation, and the development of anticipatory governance forms. The Paris and the Copenhagen Schools’ security models have been useful for identifying security dimensions and strengthening the analysis. Although nodal
governance is the preferred model for managing cyber-risks, it still causes problems in developing a comprehensive system based on anticipatory governance and practice introduced to increase resilience towards cyber-risks. I argue that this area is underdeveloped, and in the current form, it is caught between traditional counter-terrorism measures and cyber-crime governance forms. This creates an intellectual challenge for understanding the contradictory relationship between the two legislative frameworks. I also claim that the development of cyber-terrorism governance and practices is trapped between securitization and the use of nodal governance. It is clear that there is a problem regarding the lack of clearly formulated policies, and as a result, cyber-terrorism remains fragmented and differentiated. Moreover, on the surface, cyber-terrorism is in a limbo, where it is seen intrinsically as a state-centred concept.

The outcome of the documentary analysis is the confirmation that the governance of cyber-security is overwhelmingly based on a nodal structure, and this has a significant influence on how future cyber-risks are being addressed, including cyber-terrorism. Security actors overcome the gap in legislation and direct their focus on resilience building and protection of CI, CII and ICTs against cyber-attacks by developing anticipatory governance and practices. This is a positive development. However, it is not yet sufficient to create a coherent framework with effective safeguards and counter-measures because of limited data about the risks, constant technical innovations, a global playground, safe cyber-havens and the obstacles to counter-terrorism and cyber-crime measures (chapter 5). The documents I have analysed have highlighted that the regulatory governance forms discussed in the earlier chapters are included in European policy documents. Yet, because there is a significant lack of published impact assessments regarding anticipatory governance and practices in Europe, I can only conclude, that it could have been useful to include some evaluation of the effectiveness of these, and link it back to the theoretical work. However, as the information is missing, I am unable to assess whether the case studies, in practice, support the normative claim from the theoretical work on anticipatory governance.

There are still problems that need to be addressed. These relate to the slow process of developing and harmonising legislation to counter cyber-risks. The lack of communication between securities actors is critical and this cause accountability and transparency problems. These issues are a setback to the development of security measures and cooperation. In cross-sectoral cooperation, the idea of formalised PPPs is
useful, and it creates an alternative structure to the state-centric cooperative form. Yet, I have identified serious transparency problems regarding the information flow. Moreover, accurate information is not available in the public sphere concerning future initiatives, objectives and topics, and the progress of the working groups already established. The issues mentioned above, makes it difficult to pin-point security measures directly towards vulnerable areas, and the lack of a comprehensive cyber-security framework is a significant obstacle to developing coherent anticipatory governance and practices.
7 The Understanding of Cyber-Security Governance and Practices in the European Region: The Concluding Chapter

7.1 The Research Objectives

This thesis has explored the dynamics and the complications of cyber-security strategies in European. It should be clear that cyber-security, cyber-crime, network security and defence strategies are some of the central governmental and security concerns of the 21st century. The revelations of former NSA contractor Edward Snowden underscore the importance security actors place in ‘Mastering the Internet’ in order to secure exclusivity of control over its infrastructure. However, it is also clear that cyber risks are real, evolving, and potentially severe (section 1.1). These concerns create tension between ensuring the continued openness of the Internet and safeguarding it against dangers that may require re-assessment of societal expectations and practices.

As the technology evolves, as well as our expectations of what it can provide, there has been an asymmetrical evolution in the governance practices dedicated to cyber-security. Whereas security could once be discussed in specific terms, it has become more unclear because the capabilities of computing represent a paradigmatic shift in the potential scope and variety of vulnerabilities. These challenges pressures governments to close the growing gap between technological innovation and innovative nodal governance strategies for ensuring cyber-security. This chapter critically assesses European cyber-security governance strategies in order to increase the understanding of the area, and reflect on how can be improved. It will be a political and intellectual challenge to meet the future cyber-security concerns, decrease the complexity of nodal governance and accommodate the need for accountability, openness and transparency.

The overall research objective serves as the principal point for cyber-security. I have used them to utilise the understanding of anticipatory governance in European cyber-security strategies. I have addressed the research objective to enhance the understanding of a particular area, where I focused on anticipatory governance and practices to mandate cyber-risks. The chosen objective, which guided the reader through the different European cyber-security strategies and policies, enabled me to identify and understand the use of anticipatory governance in cyber-security, and the parameters included in the governance framework. Part one covered the theoretical foundation, which has been processed through a literature review, whereas the second part utilises

the theoretical basis for the substantial analysis. I believe that my examination of the
concepts of cyber-security and cyber-terrorism have been useful in enhancing the
understanding of nodal cooperation and its weaknesses (chapters 5 and 6).

In the first part of the thesis, I used the first sub-objective to evaluate the adequacy of
the existing governance forms. These sub-objectives allowed me to create the necessary
theoretical framework to further the discussion in part two. The analytical framework is
progressed by a particular way of seeing the development of cooperation, as I have
linked the different security paradigm to various international conflicts (sections 2.3,
2.4). It is clear that this creates a foundation for understanding, how and why cyber-
security is managed in a particular way. This understanding has been significant in
advancing the nodal and anticipatory discussion (sections 3.4, 3.7). Additionally, I have
used the Copenhagen School and Paris School’s theoretical perspectives to discuss and
comment on the different parameters involved in cyber-governance (chapter 4). In the
security and governance review, I have addressed the various aspects incorporated in
cyber-security and the use of anticipatory governance. To progress this discussion, I
have dedicated a part of chapter 4 to merging the theoretical knowledge of cyber-
security with the substantive analysis in the second part.

In the second part of the thesis, I have employed the second sub-objective to investigate
whether cyber-security strategies generate distinctive insights into growing cyber-
challenges, i.e. cyber-security, and cyber-terrorism. I found that cyber-security covers a
diverse and fragmented structure based on mixture of anticipatory governance and
practices, and this constitutes a challenge for security actors. My analysis shows that
there are serious gaps in the current governance structure, which are mostly linked to
the complexity of the framework and the reluctance to collaborate worldwide. In this
context, the research objective enabled me to investigate the substance of current
security management, to highlight positive and negative elements in the structure, and
to distinguish areas within the framework that need further attention.

7.2 The Contribution to Existing Knowledge
European cyber-governance and practices is an under-researched area, and the findings
in this thesis give a meaningful understanding of anticipatory governance and practices
developed to manage cyber-risks. I have identified four significant contributions on the
existing knowledge regarding cyber-security. These four are linked to the European
cyber-governance structure, where different issues have become visible during the
analysis, and the originality derives from the governance gap in cyber-security literature (section 1.3). Firstly, I have linked the analysis to the concept of risk and anticipatory governance as the preferred security perspective in the 21\textsuperscript{st} century. I am fully aware that there has been a lot written about risk in different sectors. However, the significance of this thesis is related to cyber-security and a specific way of thinking and responding to the growing online risks. These risks constitute political, institutional, strategic and intellectual challenges to understand the different parameters included in nodal and anticipatory governance. Secondly, I have primarily focused on the extensive European cyber-security framework introduced as a response to the growing cyberspace challenge. Thirdly, I have based the analysis on the increased use of multi-levelled cooperation, where the public-private dimension adds a different security dynamic to the framework. Fourthly, I have used Copenhagen School’s reinvented securitization approach\textsuperscript{870} and the Paris School’s use of governmentality, to pinpoint weaknesses and critical security flaws in the anticipatory governance structure (chapters 5 and 6).\textsuperscript{871}

7.3 The European Challenge of Cyber-security

The first contribution to the existing literature relates to Europe’s cyber-security framework, and particularly, the EU’s response to the cyber-security challenge (sections 1.2, 1.3, 4.7, 4.8, 6.9). I explored the contemporary European cyber-security challenges on the strategic level, because they are a precondition for developing and advancing the operational level. The insight into security strategies makes this area of research very interesting. Yet, it is an under-studied area globally, nationally and regionally. As a result, I would argue that the study is unique in its application of two distinct areas. Firstly, I have analysed the strategic level, which is an original contribution in itself. Secondly, I have directed my research at the European region, which is specifically overlooked in relation to cyber-security in academia. In Europe, a significant number of measures and governance forms have been developed and adopted, making Europe a suitable frame for this research. Nevertheless, the effort appears still fragmented and differentiated, and it has been impossible to get a proper overview of the initiatives launched because of the complicated nodal governance framework. It is, therefore, surprising that the European region has received such inadequate attention from within academia, who has instead chosen to focus on the U.S. response to cyber-risks,

computer law, national cyber-management or specific cyber-risks. More importantly, these areas are analysed on the operational level, e.g. preventive computer systems or technologies, data laws, particular cyber-risks or targets, surveillance and policing, filtering, blocking and censorship, or the right to privacy. Accordingly, in relation to the European framework, cyber-security research includes securitization, CI and CII, policing and surveillance. This thesis, however, offers a different perspective. I have chosen to investigate cyber-security strategies, and particular, European governance and practices, which opens up a new area of discussion. The following sections highlight the flaws in the governance structure, which were identified during the substantive analysis. These flaws are critically discussed in relation to the security perspectives of both the Copenhagen School and the Paris School.

7.3.1 Anticipatory Governance
The second research contribution to the existing literature derives from the predominant focus on risk-based security and anticipatory governance. By creating a risk-based framework based on anticipatory governance, I reject the use of threat-based theories and approaches, which has taken precedence in previous academic literature. There is a noteworthy gap in the literature concerning the differences between these two areas, and existing cyber-security research has failed to incorporate the use of European anticipatory governance into the security strategy discussion. Even though, risk and threat are part of the same logic, a certain level of uncertainty separates them, and existing security literature fails to make an explicit distinction between them. In cyber-security, risk is separated from the Copenhagen School’s threat-based security perspective, whereas, the Paris School’s management of unease is harder to define, because it can cover both a threat and risk (chapter 4). Nevertheless, this thesis only includes anticipatory governance as the overarching concept, and by doing so, this study becomes distinctive compared to other cyber-security studies.

7.3.2 The Security Sectors
The third contribution to the existing literature positions public and private security actors equally within the security framework (chapters 2 to 6). The focus in existing research is mostly related to transnational cooperation, which thereby, overlooks a particular part of the security framework. In this context, cross-sectoral cooperation is equally important, and its combination with transnational cooperation creates a more

comprehensive foundation for discussing and understanding cyber-security on the political and intellectual level. Research has only partially covered cross-sectoral cooperation, but this is primarily in relation to commercialised security and the use of private security contractors capitalising on cyber-security. In this thesis, I do not make any division between the different actors, because both public and private security actors face cyber-risks on an equal footing. Cyber-security constitutes a unique problem because of the way it continually develops due to the technological innovations, the skills of hackers, and its borderless space where ordinary rules and governance forms becomes inadequate. Moreover, every computer user is at risk of an attack and therefore, they have an obligation to prevent attacks by decrease vulnerabilities in their computer systems. Therefore, security collaboration broadens the framework to include multi-levelled security hybrids by combining state and non-state actors, but also by taking individual security actors seriously beyond everyday practices promoted by the Copenhagen School. I would argue that we only see the beginning of a more profound involvement of security actors outside state sectors. Actors, such as Microsoft, Apple, Google and Facebook, have increased their own involvement in cyber-security beyond the two sectors, and they will soon be the leading actors, which determine the security agenda.

### 7.3.3 The Security Approaches

The fourth contribution to the existing literature combines the reinvented securitization theory and governmentality in order to analyse cyber-security strategies. This is an unusual combination because Copenhagen School’s securitization is primarily state-centric, and Paris School’s governmentality focuses primarily on the everyday management and security practices (sections 4.5, 4.6). Despite the rethinking of securitization, it does not adequately encompass the way cyber-security is conducted despite the new addition of hyper-securitization, technification and everyday practices (section 4.5). The state-centric securitization process remains too restricted to embrace the complex and fragmented system embedded in cyber-security governance. Yet, it is still possible to trace its former significance in transnational cooperation utilised by the state-centric security institutions, such as CoE and NATO. However, the EU is more inclined to breach the state-centric domination by involving numerous security actors in the framework. On the contrary, the Paris School perspective opens up to a more

---

inclusive security approach analysing internal power distribution between security actors. Yet, the Paris School focuses too narrowly on the conduct of security professionals rather than particular understanding of how the different security dimensions are constructed and governed. The theoretical framework derives from the use of both approaches to give an empirical understanding, which has enabled me to critically assess European cyber-security policies, and review the application of those in the European region (chapters 5 and 6).

7.4 Conclusions and Normative Reflections
Anticipatory governance has an integral position in current security strategies (sections 3.7, 4.8, 5.8, 6.9). Despite the fact that this management form has been used widely, it needs to be more visible in policy-making by explicitly acknowledging the role of risk and pre-emptive activities that fall under the scope of anticipatory governance. The recognition of this management form is transferable to all parts of cyber-security on both the strategic and operational level. Accordingly, other security issues include anticipatory means on all levels, transnationally and cross-sectorally, such as drugs, trafficking, paedophilia, smuggling, money laundering, terrorism, cyber-crime and child abuse. Governance experience and exchange of knowledge from these traditional crime areas, as well as new emerging security problems, should be incorporated in the cyber-security structure. Security actors should also obtain governance-inspiration from related areas where artificial technologies are central, such as nano-technology, computing, artificial intelligence, biomedical, etc., because these share the same parameters and management concerns.

The development of governance forms and practices are based on the exchange of knowledge, and this should be promoted further to understand the way cyber-security is conducted, and whether the measures that have been introduced are useful. Without widespread communication, counter-measures will be inadequate to manage the evolving cyber-risks on a vertical and horizontal level because the different actors can learn from these consequences, irrelevant of whether they are related to successes or mistakes. Security actors’ uncoordinated attempts will stand out as fragmented and incomprehensive and will fail to reach the predicted outcome. Therefore, the allocation of capabilities and resources should have a high priority on all security levels. This

requires that improvements be made to the security structure to facilitate a communication platform for distributing knowledge.

Creating a networked security framework is not without complications. A wide range of governmental and non-governmental actors needs to show a willingness to rethink existing security governance structures to improve the process and create synergy between the different initiatives. Despite tensions between the sectors, it will be beneficial for all parties, both at the managerial and operational level, to work towards defined goals. It is positive to see the EU advocating closer cooperation between public and private sectors through PPPs (sections 5.6, 6.6). Nevertheless, the clash between the supranational hierarchical system and flexible and cooperative nodal system slows down the development. This is a significant problem, which security actors need to address, and alternative governance forms needs to be in place to circumvent the traditional decision-making procedures. Moreover, the actors need to speed up their slow and bureaucratic processes. It is clear that this will require constant reviews and innovative thinking in developing alternative methods. The findings of this thesis have explicitly stated that cooperation is central. Exchange of knowledge on different levels should strengthen anticipatory governance processes and practices. Otherwise, the progress of cyber-security governance will stall due to regulatory failures, poor performances and communication deficits between the security agencies. The EU and CoE are important regional security actors that aim to secure, protect and stabilise the region. Nevertheless, they both need to improve external and internal cooperation where security actors seem to be reluctant to develop and harmonise legislation and governance through regional cooperation. Additionally, the public sector should be more open to collaborating with other sectors, organisations and individuals. Conversely, non-governmental security actors need to take more responsibility to address cyber-security challenges and participate in the cooperation.

Without doubt, the Paris and Copenhagen Security Schools have contributed to understanding the way cyber-security is drafted and the problem areas included in the framework. These two different approaches have made it possible to identify the weaknesses of a very complex nodal governance structure, and the influence it has on cyber-security. These problem areas identified in this analysis are related to the complexity of cooperation, the legislative lacuna, the lack of harmonisation, accountability and transparency, and the different governance forms included in
anticipatory governance. These are areas, which need to be debated in order to create a comprehensive security framework. I argue that the cyber-security research contributes to the security agenda by identifying and recognising the current risk-security paradigm, and the parameters embedded in it. For example, I have examined how risk-management has moved beyond the securitization theory. Yet, there are parts of the new securitization interpretation, which are useful for the critical security analysis. Nonetheless, the thesis embeds cooperation and the development of anticipatory governance as the main topic, and this circumvents the explicit use of securitization. I will not reject the securitization approach, because it can be incorporated into the framework as part of an ongoing security management circle (figure 6). Due to the nature of cyber-security and the use of anticipatory governance, securitization cannot take precedence in the security framework, but it remains useful when other measures fail to capture the risks.

In the present security structure, security is not fixed to a particular referent object, but it is related to everything perceived as a risk, which depends on political, economic, and societal changes. I have shown that the risk-based security structure has more in common with the Paris School’s focus on nodes, the interconnection between security professionals, and the development of self-governance forms (chapter 3 and 4). Interaction and knowledge-exchange are placed centrally in cyber-security by involving multi-levelled security actors working in fragmented and diverse networks. This network structure is both an improvement and a problem for the region, because it rejects the pure state-centric understanding of security by creating a more comprehensive security framework by including external-internal actors and public-private sectors. However, nodal governance creates a very complicated and fragmented security structure, and it is difficult to fully to comprehend the numerous initiatives, regulations and networks developed (appendix 8).

I have used the two security schools as a foundation for investigating nodal governance based on anticipatory practices. As a result, I have divided the findings into four sub-areas, which covers the complexity of the structure, the legislative lacuna, accountability, and transparency, and anticipatory governance forms.
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7.4.1 The Complexity of Cyber-security
The findings of the research have shown that the cyber-security governance structures are very complex and fragmented. I find that it is nearly impossible to get a fully comprehensive overview regarding the actors, the purpose for cooperation and the organisation of the systems. Accordingly, the nodes are working in networked systems entwined in an extensive formation of a heterogeneous structure without one single primary node. This ensures the nodes have a high level of flexibility to enable them to restructure on a case-by-case basis. However, the nodal system is a problematic area for advancing cyber-security. Based on the findings, I am critical of the way security is conducted in nodes, the lack of openness and transparency, the unclear network structure and the failure to communicate knowledge to the public, such as naming participants, purpose, and the outcome of the cooperation (chapters 6 and 7). Moreover, this form of cyber-security governance is open to an abuse of power, because the strategies lack a clear overview of how to create and maintain oversight and accountability mechanisms within the structure. This is strongly interrelated to the lack of transparency and openness which is a direct result of the complexity.

This is a significant area, which is difficult to solve. On the one hand, security nodes must be created beyond traditional structures and alliances, and these nodes should be a function of a transnational and cross-sectoral level, involving stats, businesses, groups and individuals. I believe that it is necessary to enhance the existing framework to address the growing cyber-risks by requiring a platform for communicating knowledge, and sharing resources and capabilities, regardless of the actor's origins and belonging. On the other hand, these networked hybrids increase the complexity of the area, as there is little or no interaction between the nodes. I find it concerning that numerous nodes work in the same area without sharing vital information, and thereby, there is a risk that these actors overlook significant cyber-security problems due to the missing coordination between the security concerns. Moreover, there are only limited resources available to enhance the security framework, and these need to be distributed wisely between the actors. It is important to cast the net widely, but this will require that security actors are more open to sharing their knowledge and experience, which can improve the allocation of resources.
7.4.2 The Governance Lacuna

The adoption of cyber-security legislation follows lengthy procedures, and this creates an inadequate framework with a legislative gap. The legislation introduced is often faulty, outdated or incomprehensive, because the technology constantly develops. One example is the slow procedure of adopting the cyber-crime EU Directive (2013) (section 5.4), which still needs to be implemented by all the Member States.\(^{878}\) Another example is the issue related to the CoE’s Convention on Cyber-crime (2004), which is, to date, the only international cyber-crime agreement.\(^{879}\) This treaty is already outdated, but it has never obtained an overwhelming international support, and therefore it appears unlikely that it will be updated. As a result, it remains insufficient for regulating the cyber-crime area. Additionally, attempts to create other international treaties have failed too (chapter 5). Finally, specific cyber-terrorism legislation has not been developed.

Now, cyber-terrorism falls under two different sets of security regulations, i.e. counter-terrorism and cyber-crime, which complicates the development of comprehensive laws and governance forms for managing this particular area. Counter-terrorism and cyber-crime legislation and measures clash to some extent because counter-terrorism management is traditionally considered a state affair, and cyber-crime combines initiatives from both state and non-state actors. This would have been a larger problem in a pure state-centric application of security. However, in nodal governance, the state has a reduced role, by being a ‘node among others’. As a result, non-legislative governance and practices overtake the area, and the power is distributed to a number of actors in the multi-levelled framework.

The slow legislative processes are a particular concern that needs to be addressed by security actors. I find this very worrying, and the division between the necessity of regulation, the lengthy process and the lack of a common stance seems unnecessary. Security actors from the different sectors should share the same motivation to create a functional framework, which is flexible enough to embed the changing cyber-risks. I am surprised that there are these significant harmonising and implementation problems regarding cyber-security initiatives, and this creates an unbalanced relationship between the different actors. Different countries within Europe have also shown an unwillingness to harmonise cyber-security governance and practices. As a result, the implementation progresses in a slow and inconsistent way, despite some improvements.

\(^{879}\) CoE (2001).
being made within the EU (chapters 5 and 6). I claim that is a fundamental problem here. The European model is based on national states and the harmonisation of national legal regimes, etc. Harmonisation should be in the forefront of policy-makers’ agenda, but the actors seem more concerned about internal disputes and power struggles, rather than to developing effective solutions. This is a real setback for developing a comprehensive cyber-security framework. Some states are pushing forward to improve the security level and introducing new governance forms, whereas others are less interested, and consider cyber-offences to be covered with ordinary legislation (chapters 4 to 6).

The same varying progress applies to the private sectors. Some actors might be involved because of a particular interest in improving cyber-security, while others see it as a way to capitalise on the security market, or influence decision-making (section 3.3, 4.8). It is problematic to obtaining knowledge about the private security actor’s involvement in the security framework, unless these actors use it to brand themselves as necessary security actors, i.e. Microsoft, Apple and Google. It is also questionable how obliged the private security actors are to pass on their information and change their governance because of these cooperations. This challenges the intellectual and political understanding of how security is conducted in the 21st century. Finally, it is also difficult to get information about the information flow and the levels of communication which the private sector receives from other nodes to increase their security level.

7.4.3 Reliance on Different Governance Forms

There is a growing reliance on developing governance forms and rules, which outline good governance procedures to compensate for the lacking legislative framework. Moreover, new forms of cyber-related crimes are constantly emerging, which adds to the complexity of the management circle and significantly influences the predictability of future cyber-risks. This research has revealed that there are severe problems regarding harmonising and implementing the cyber-security initiatives developed in the region, and this creates an unbalanced relationship between the different states and actors. European countries have also shown an unwillingness to harmonise cyber-security and, as a result, the implementation progresses in a slow and inconsistent way, despite some improvements being made within the EU (sections 5.4, 6.5).

The findings in this thesis highlight the measured pace in which cooperation is developing. Accordantly, it looks like the security actors are scrambling around in the
wilderness of different initiatives developed in a complex and fragmented framework. Transnational cooperation is the most developed area, because this has been a part of the security framework for decades (sections 2.3, 2.4). As a result, cooperative network areas are widely established compared with cross-sectoral cooperation. In this research, I have found that public-private cooperation is struggling to obtain a stronghold in the nodal governance structure (section 3.3). The introduction of formalised PPPs created the much-needed alternative to the lengthy legislative procedures and the state-centric security approach, which failed to include the non-state security dimensions in the framework (sections 5.6, 6.6). However, PPPs have proven equally averse to define and establish the cooperation - and to communicate with security actors. Surprisingly little information has been shared during the five years long process of establishing a formal PPPs in the EU. So far, the EP3R has failed, and it has exposed its own inadequacy in performing the simple task of setting up a forum for communication, and its failure to develop public-private processes, practices and guidelines to address the challenges of cyber-space.  

From an empirical perspective, it seems profoundly difficult to combine the bureaucratic and supernatural foundation of European institutions with the more flexible security partnerships. I find that there is an inadequate relationship between rationale for establishing PPPs and the practical development of the security dimension. If the broad security framework should succeed, the different actors need to accept that multilevel governance is the only alternative to the limited state-centric approach. Cyber-security should be positioned high on the agenda for all computer users, but there is a lack of awareness and knowledge regarding how to be involved in cyber-security and the possibilities to increase security on micro levels. It seems like many actors are interested in developing resilience and preparedness plans, but they struggle to coordinate the different initiatives.

7.4.4 Accountability and Transparency
The findings in this thesis have also exposed that there is a lack of communication and visibility in the public sphere. The way information is shared does not promote the necessary transparency and openness that could encourage groups and individuals to participate in a networked security structure. Moreover, the results of the
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communication need to be shared with the public, in order to enlighten users about governance and practices, and ensure a certain level of security. By failing to provide a high standard of communication and publications, the security actors expose the efforts done to maximise security at different levels. Oversight and accountability systems are not explicitly mentioned in security strategies. This makes it difficult to hold anyone accountable for the failures in anticipatory governance policies, and it is only possible to use the democratic check and balance systems (sections 3.3.2, 4.8.3, 5.7, 6.7). This, of course, requires that the public be made aware of the governance forms, so that their legality can be questioned. If the public is unaware of the problems, or if it is impossible to reveal information due to the required level of secrecy, it becomes difficult to use the traditional democratic system. The findings in this thesis clearly outline that there are problems regarding the communication of anticipatory governance and practices. Additionally, cyber-space is global, and this limits the introduction of oversight and accountability mechanisms, unless they are explicitly outlined in the policy. Global and regional cooperation has proven to be a challenge, and the system is difficult to control. This makes it nearly impossible to keep security actors accountable for misconduct or illicit procedures, unless it is possible to challenge the actors’ decisions in a particular jurisdiction. In the light of the Snowdon revelations in 2013, it should be in the interest of all security actors to improve accountability, openness and transparency. At the moment, there is a high level of scepticism linked to security actors. To overcome these problems, it is necessary to establish a fully functional governance framework, with a clear legislative base, a proper oversight mechanism and more transparency regarding the actors. As a result, they should communicate their aim and scope, the governance structure and the regulatory framework, and this would rebuild the trust in the security agencies. The long-term perspective is to include groups and individual in anticipatory governance and practices rather than being sceptical regarding the actors and their use of information.

7.4.5 Anticipatory Governance and Regulatory Practices

To improve anticipatory governance, I have identified four areas that are essential for developing a coherent cyber-security framework, i.e. state regulation, technical regulation, awareness-raising and education, and self-defence and self-regulation. As outlined above, the process of developing anticipatory governance is significantly problematic. Firstly, in terms of state-regulation, the effort is inconsistent and slow, and there are several legislative lacunas in the framework. Secondly, empirical observations
of the development of technical regulation revealed the challenging relationship between the use of technological monitoring and the privacy of computer users. Due to the lack of communication between the security actors, internally and externally, it is hard to get an overview of the application of these measures to manage cyber-space. It is evidently used for surveillance and intelligence gathering, and the scale of data collection has created a debate about security actors’ use of technical measures against citizens (as seen in the Snowden case). However, it is fascinating to observe the use of securitization, and the way security is framed to gain the legitimacy to use restrictive measures. For example, the securitization of Twitter in Turkey; this was done despite the lack of international consensus. Thirdly, the education of individuals and groups can be strengthened and integrated deeper into the security structure. Finally, self-defence and self-regulation are an overlooked part of the security framework, which, if activated and incorporated, can increase resilience. Previous cyber-security discussions have mistakenly left out this dimension, which has a significant influence on the governance of cyber-space (chapters 5 and 6). Regulatory practices developed by individual users are equally important to state and technical regulation, and it is a combination of all these regulation forms that creates a more comprehensive security dimension. The overarching challenge is to combine these regulatory governance forms and practices, which requires intellectual and political rethinking of security.

7.5 Future Research Areas
This concluding chapter does not mark the end of my research concerning the cyber-security governance and practices. Instead, this study has opened up further research areas which need to be explored. I have highlighted one important limitation to this thesis (section 1.4), which has to be addressed in future research. In future research, I will investigate the operational level to generate insight into cyber-security governance and its practicality. In addition, my research is focused on the security structures and strategies in the European region. However, I argue that the framework developed here could apply to international, national and local levels, because cyber-security governance and practices are entwined beyond the regional level. The reflections above reveal new avenues of research objectives which need to be drafted to cover a broad range of cyber-security problems. Future research could be extended to a specific cybersecurity area, to analyse its particular governance forms. This area could be data protection, cyber-abuse and stalking, piracy, e-commerce, intellectual property, cyber-weapons, e-espionage, cyber-terrorism propaganda and recruitment, surveillance and
control, blocking and filtering, organised crime, child abuse, social media and Internet communities, or economic crime and Internet transactions (chapter 6). Moreover, investigating accountability, transparency, and the role of security actors in cyber-security are prevalent and highly topical areas. Further research on the cyber-security paradigm could yield fruitful insights. For instance, the individual and private aspect of cyber-security could be further investigated. Thus, all of these research areas can create a foundation for more coherent risk-based cyber-security policies. To develop a research agenda, I have outlined seven recommendations that are useful to understand cyber-security beyond this thesis.

<table>
<thead>
<tr>
<th>Future research areas</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recommendation 1</strong></td>
</tr>
<tr>
<td><strong>Recommendation 2</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Recommendation 3</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Recommendation 4</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
Recommendation 5

Examine accountability and transparency in security structures; eventually it will be possible to link this to more specific cyber-security areas.

Accountability and transparency structures are left out of current cyber-security strategies. Therefore, it is important to map oversight mechanisms and accountability in a hybrid-networked constellation with different security actors in transnational and cross-sectoral framework. It is important to look at the distribution of power internally in the nodes, the decision-making procedures and their external communication to the public.

Recommendation 6

Further the investigation into exclusive anticipatory governance and practices imposed by cyber-security structures.

It is important to investigate the development of rules, practices and processes in other security areas. There is a need to look into governance processes and procedures to ensure further progress in risk-based security management. Particular research areas are state regulation, technical regulation, awareness raising and education, and self-defence/self-regulation.

Recommendation 7

Examine the effectiveness of anticipatory governance and practices included in the European cyber-security framework.

This is a research area that is overlooked. In this thesis, I have investigated a range of practices/processes that are considered to be appropriate responses to threat/risk, in order to understand the security governance structure developed. However, due to the lack of data it was impossible to evaluate the success of these.

Table 3 future research areas

7.6 Final Remarks Regarding Future Research Areas

Some interesting research areas surfaced unexpectedly during my analyses which are not directly central to answering my research objective, but are essential for progressing the risk-based cyber-security framework in future research.

Firstly, the intellectual challenge of analysing security can be developed from this regional study. This thesis covers a limited part of cyber-security by focusing on the European region, with a conflicting state-centric and supranational system. The whole discussion regarding ‘security bureaucracy versus the heterogeneous structure’ forms an interesting constitutional problem.
Secondly, it could be interesting to replicate the analysis by using documents from other regions. A comparative study concerning Europe, North America, and Asia’s cyber-security initiatives would be a remarkable option to progress the analysis from regional, political, social and/or constitutional perspectives.

Thirdly, a significant area emerged concerning the lack of separate cyber-terrorism regulations. This is particularly interesting because cyber-terrorism is considered a growing problem for both states and businesses, but it remains an overlooked legislative area. Cyber-warfare shares the same parameters as cyber-terrorism. Both are trapped between different regulatory frameworks, i.e. terrorism and cyber-crime legislation, warfare and cyber-crime legislation. Therefore, it could be interesting to extend the research to cyber-warfare.

Fourthly, the development of cyber-crime accelerates rapidly, and subsequently, the academic literature which focuses on this issue, quickly becomes outdated and irrelevant. As a result, I have included the use of mass media’s coverage to get a substantive knowledge of cyber-attacks. Consequently, I would recommend investigating the influence of mass media in education and awareness-raising, and its significance in rethinking cyber-security.

Finally, the increasing inclusion of private actors, such as businesses and corporations, has revealed another research area. I want to investigate the motivation of individual actors to get involved in the security nodes. The private sector invests resources and knowledge, and this investment needs be beneficial to satisfy the market-oriented perspective. This fascinating element relates to the underpinning rationale for taking part in cross-sectoral cooperation, e.g. is this based on a genuine concern about cyber-security, to influence decision-making, brand themselves as security actors or is it a matter of promoting their business case? A combined qualitative and quantitative empirical study could be conducted in this area. These future research areas will be a guideline for developing a comprehensive understanding of cyber-security beyond this thesis.
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9 Appendix

9.1 Appendix 1: The European Region

The European Region

The criterion: The country is placed in the geographical region of Europe AND is member of one or more of the three main security institutions: NATO, CoE and EU.


Belgium, Canada, Denmark, France, Iceland, Italy, Luxembourg, the Netherlands, Norway, Portugal, the United Kingdom and the United States, Greece and Turkey, Germany, Spain, the Czech Republic, Hungary and Poland, Bulgaria, Estonia, Latvia, Lithuania, Romania, Slovakia, Slovenia, and Albania and Croatia.\(^{881}\)

The Council of Europe (2015):

Albania, Andorra, Armenia, Austria, Azerbaijan, Belgium, Bosnia and Herzegovina, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Georgia, Germany, Greece, Hungary, Iceland, Ireland, Italy, Latvia, Liechtenstein, Lithuania, Luxembourg, Macedonia, Malta, Moldova, Monaco, Montenegro, Netherlands, Norway, Poland, Portugal, Romania, Russia, San Marino, Serbia, Slovakia, Slovenia, Spain, Sweden, Switzerland, Turkey, Ukraine, United Kingdom.

The European Union (2015):

Member states of the EU: Austria, Belgium, Bulgaria, Croatia, Cyprus, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta, Netherlands, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, United Kingdom.\(^{882}\)

Geographical sphere information provided by the UN.\(^{883}\)

- Northern Europe
- Western Europe
- Eastern Europe
- Southern Europe

---


9.2 Appendix 2: Research Keywords

management of unease, management plans, meta data, meta governance, modernisation, NATO, NATO cyber-security defence, networked security, NIS PPPs, nodal governance, oversight, power, precaution, pre-emption, prevention, private cooperation, private regulation, public-private actors, public-private partnerships, realism, recovery plans, referent objects, regional cooperation, regulatory processes, resistance, resilience and preparedness, risk, risk-governance, risk-management, Second World War, security, security actors, security approach, security decision making, security direction, security governance, security measures, security nodes, security partners, security policies, security professionals, security schools, security-structures, securitization, securitization actors, self-governance, Snowden, social media, spatial spaces, speech-act, state governance, state regulation and practices, surveillance, technical regulation, terrorism, the action plan to implementing the Stockholm Programme, the Cold War, the concept of risk, the Copenhagen School, the Council of Europe, the Council of Europe’s Cybercrime Convention, the European Commission, the European Council, the European Court of Justice, The European digital agenda, the European Parliament, The EU, The European Union, the Paris School, the Stockholm Programme, the United Nations, threat, threat policies, transnational cooperation, transparency, vulnerability, vulnerability assessment.

9.3 Appendix 3: Chapter Five

<table>
<thead>
<tr>
<th>Top Treats</th>
<th>Current trends</th>
<th>Top 10 Emerging Trends</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mobile Computing</td>
<td>Social Technology</td>
</tr>
<tr>
<td>Drive-by Exploits</td>
<td>Up</td>
<td>Up</td>
</tr>
<tr>
<td>Worms/ Trojans</td>
<td>Up</td>
<td>Up</td>
</tr>
<tr>
<td>Code Injection</td>
<td>Up</td>
<td>No change</td>
</tr>
<tr>
<td>Exploit Kits</td>
<td>Up</td>
<td>Up</td>
</tr>
<tr>
<td>Botnets</td>
<td>Up</td>
<td>Up</td>
</tr>
<tr>
<td>Denial of Service</td>
<td>No change</td>
<td>-</td>
</tr>
<tr>
<td>Phishing</td>
<td>No change</td>
<td>Up</td>
</tr>
<tr>
<td>Compromising Confidential Information</td>
<td>Up</td>
<td>Up</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Cyber-crime</th>
<th>Statistic data</th>
<th>Demographical information Highest level</th>
<th>Demographical information Lowest level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Rogue ware/Scareware</strong></td>
<td>No change</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Spam</strong></td>
<td>Down</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Target Attacks</strong></td>
<td>Up</td>
<td>Up</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Physical Theft/Loss/Damage</strong></td>
<td>Up</td>
<td>Up</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Identity Theft</strong></td>
<td>Up</td>
<td>Up</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Abuse of Information Leakage</strong></td>
<td>Up</td>
<td>No change</td>
<td>Up</td>
</tr>
<tr>
<td><strong>Search Engine Poisoning</strong></td>
<td>No change</td>
<td>No change</td>
<td>No change</td>
</tr>
<tr>
<td><strong>Rough Certificates</strong></td>
<td>Up</td>
<td>Up</td>
<td>No change</td>
</tr>
</tbody>
</table>

### 9.4 Appendix 4: Statistic Data Regarding Cyber-crime

- **Identity theft**: On average across the EU, 8% of internet users say they have experienced or been a victim to identity theft. Respondents, who are more likely to experience identity theft: Romania (16%), Hungary (12%), UK (12%), Austria (11%). This includes respondents who have experienced it often: Romania (5%). The lowest levels are in: Slovenia (2%), Lithuania (2%), Greece (3%), Denmark (3%).

- **Scam email**: Around 50% of respondents say that they have received emails fraudulently asking for money and personal details. The highest numbers comes from: Denmark (54%), The Netherlands (54%), Malta (53%), Sweden (53%), UK (52%), Luxembourg. The lowest figures for receiving a scam email can be seen in: Bulgaria (18%), Greece (18%), Poland (19%).

---

885 The date from figure one comes from: EC (2012a), 44-57. Data are collected from all 27 Member States. Participants in the survey are 15+, and the date is collected 10.03.2012, and 25.03.2012. 26,593 interviews are carried out from a population of 408,879,069. EC (2012a), TS2 (appendix).
### Online fraud

An average of 12% of Internet users in the EU have said that they have experienced online fraud. The proportion who have experienced online fraud is highest in:
- Poland (18%)
- Hungary (17%)
- Malta (16%)
- UK (16%)

Respondents, who are less likely to have experienced online fraud are in:
- Greece (3%)
- Slovenia (6%)
- Spain (7%)

### Offensive material

Across the EU as a whole, 15% have said that they have accidentally met material, which promotes racial hatred or religious extremism. This number is highest in:
- Hungary (30%)
- Romania (26%)
- Slovakia (26%)

The proportion who have experienced this problem is lowest in:
- Denmark (7%)
- Greece (9%)

### Access to online services/ cyber-terrorism

Averages of 13% of Internet users have experienced problems in accessing online services because of cyber-attacks. This number is considerably higher in:
- Finland (31%)
- The Netherlands (28%)

The proportion who have experienced this problem is lower in:
- Greece (4%)
- Czech Republic (6%)
- Latvia (6%)
- Cyprus (7%)

### 9.5 Appendix 5: Cyber-attacks

<table>
<thead>
<tr>
<th>Place</th>
<th>Attack-type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999 Kosovo (the Kosovo crisis), NATO</td>
<td>Blocked access to internet, and repeated disruption of NATO’s homepage</td>
</tr>
<tr>
<td>2007 Estonia</td>
<td>This three-week long attack blocked websites and froze the entire Internet infrastructure i.e. banks, official documents and email accounts. The cyber-attack came when Estonia was involved in a dispute with Russia over the removal of a Soviet-era war memorial in Tallinn.</td>
</tr>
<tr>
<td>2008 Belarus</td>
<td>Radio Free Europe/ Radio Liberty’s services</td>
</tr>
</tbody>
</table>

---

<table>
<thead>
<tr>
<th>Country</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithuania</td>
<td>Attack on the private and public sectors with more than 300 attacks (95% of the private sector, and 5% against governmental webpages. The attacks are seen as a reaction to the adoption of a law prohibiting Nazi and Soviet symbols. There were strong reactions to this legislation from the Russian minority in Lithuania, Russia and Belarus, which included the cyber-attack.</td>
</tr>
<tr>
<td>Georgia</td>
<td>Attacks on the government’s websites and servers as a part of state-terrorism. The attacks happened during the Georgia/Russia conflict. These cyber-attacks did not do any physical harm, but they weakened the Georgian government during the conflict as it has a major impact on communication.</td>
</tr>
<tr>
<td>Project Chanology</td>
<td>The group Anonymous attacked the Church of Scientology with a DDOS attack over a couple of days- hitting the webpages with a serial attack. This was a reaction to an interview of actor Tom Cruise on the internet, where he praised the Church. The attacks were the beginning of a long-term campaign against the church.</td>
</tr>
<tr>
<td>2009</td>
<td>The United States</td>
</tr>
<tr>
<td></td>
<td>Cyber-attack on a US electrical grid. The attackers left behind software that could disrupt the system. Allegedly, this attack came from cyber-spies from Russia and China.</td>
</tr>
<tr>
<td>South Korea and the U.S.</td>
<td>Widespread cyber-attacks towards several U.S. government agencies and South Korean government web-pages. These attacks slowed down, and in some cases, shut down websites. The attack is believed to come from North Korean sympathisers.</td>
</tr>
<tr>
<td>2010</td>
<td>Google/ China</td>
</tr>
<tr>
<td></td>
<td>Google-attack, assumable by/ or supported by Chinese authorities as an escalation of a long history of run-ins between these two parties</td>
</tr>
</tbody>
</table>

---
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(China and the U.S./Google): the dispute concerned Google’s unfiltered research engine and Chinese censorship. The attack targeted the email accounts of Chinese human rights activists and computers linked to the infrastructure of Google and other U.S. firms.  

<table>
<thead>
<tr>
<th>Country</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Iran</strong></td>
<td>A severe attack on Iranian power plants by a ‘Stuxnet’ worm. This Trojan virus has infected approximately 45,000 industrial Siemens control systems worldwide. The virus manipulated technical processes related to nuclear power plants in Iran.</td>
</tr>
<tr>
<td><strong>Operation Pay-Back</strong></td>
<td>Operation Pay-back launched by the hacking group Anonymous. This wave of attacks was introduced to target the music industry and an opponent to internet piracy. The core element in their activities is to uncover corruption and fight oppression. Later, expansion of this operation included new objectives.</td>
</tr>
<tr>
<td><strong>Myanmar</strong></td>
<td>DDoS attack launched 20 days before the first election in the country for 20 years. Allegedly, the government was behind this massive attack. This sophisticated attack involved several types of DDoS types from a variety of sources.</td>
</tr>
<tr>
<td><strong>The United States</strong></td>
<td>This is a part of the Pay-back operation. This operation targeted firms that have withdrawn services from Wikileaks i.e. VISA, PayPal, and MasterCard (Amazon was considered, but not attacked). This was a DDoS attack, using Anonymous attack-tool ‘LOIC’. When a person installed the tool on their pc, it enrolled the device into a voluntary botnets, which then bombarded the target site with data until it broke down.</td>
</tr>
<tr>
<td><strong>2011</strong></td>
<td><strong>Japan</strong></td>
</tr>
<tr>
<td></td>
<td>Japan’s weapon makers were attacked, i.e. Data on missiles, submarines and nuclear power plants. Viruses were in more than 80 servers and computers.</td>
</tr>
<tr>
<td><strong>The United States</strong></td>
<td>Chinese-based hackers gained full functional control of computers at NASA. Allegedly, the attackers obtained “full system access” and would have been able to “modify, copy, or delete sensitive files” or “upload hacking</td>
</tr>
</tbody>
</table>

894 NATO (2011b).
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902 BBC News (2013j) ‘Wall Street journal ’also victim of China hacking attack’. 
<table>
<thead>
<tr>
<th>Region</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>South-Korea</td>
<td>Leading governmental web pages have been attacked by DDoS attacks believing that the hackers injected malware into a couple of peer-to-peer file-sharing websites. Among those attacked were government ministers, the National Assembly, the Military HQ, the U.S. Forces, and major banks.</td>
</tr>
<tr>
<td>2012 Israel</td>
<td>Group Anonymous launched a new campaign: OpIsrael. A series of cyber-attacks launched against websites in Israel. DDoS attack. This followed a threat by the Israeli government to cut all Gaza’s telecommunication links. The hackers posed a website stating, “We are Anonymous and NO ONE shuts down the internet on our watch”.</td>
</tr>
<tr>
<td>China</td>
<td>The group Anonymous claims to have defaced almost 500 websites in China. The group attacked in the mass defacement government sites, official agencies, trade groups and many others. A message put on the hacked sites said the attack was a protest against the Chinese government’s strict control of its citizens.</td>
</tr>
<tr>
<td>Interpol</td>
<td>Interpol’s website appears to have been attacked after the international police agency had arrested 25-suspected members of the hacking activist group Anonymous in Europe and South America. The website went down briefly as supporters of Anonymous made online claims that it had been targeted following the arrests in Argentina, Chile, Colombia and Spain.</td>
</tr>
<tr>
<td>The Vatican</td>
<td>The group Anonymous took down the Vatican’s website in retaliation for the &quot;corruption&quot; of the Roman Catholic Church. The action came just after the FBI issued charges against an individual alleged to be a member of Anonymous, and four people alleged to be principal members of LulzSec.</td>
</tr>
<tr>
<td>The United Kingdom</td>
<td>The hacking group Anonymous warned it would launch online attacks every weekend, following claims it disrupted access to the Home Office website. The Home Office web</td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>Location</th>
<th>Incident Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Israel</td>
<td>Israeli national airline, El Al and the Tel Aviv Stock Exchange. This was a DDoS attack, which disrupted the webpage. It is believed that a Saudi computer hacker activated this campaign.</td>
</tr>
<tr>
<td>WikiLeaks</td>
<td>Disruption of the Wikileaks website by DDoS attacks for more than a week. The website was flooded with 10 gigabits per second, which made it slow and unresponsive.</td>
</tr>
<tr>
<td>India</td>
<td>Members of the internet hacking group Anonymous staged protests across 16 cities in India, against what they say is internet censorship in the country. The group Anonymous carried out a number of &quot;Denial of Service&quot; (DDOS) attacks, against more than 15 sites, including the Indian Supreme Court, two political parties and the Indian telecoms providers.</td>
</tr>
<tr>
<td>Saudi Arabian Oil Company (Aramco) and RasGas of Qatar</td>
<td>A Sophisticated virus, ‘Shamoon’, infected computers. This virus included a routine (a Wiper) coded to self-execute. This replaced essential system files with an image of a burning U.S. flag, and it put in a ‘garbage date’ overwriting all the real data on the infected computers. Result, over 30,000 computers replaced.</td>
</tr>
<tr>
<td>Capital One Financial Group and BB&amp;T Corp</td>
<td>Attack on U.S. Banks; Capital One Financial Group and BB&amp;T Corp. DoS prevented customers from accessing their internet-banking information. This attack is linked to the attack mentioned above. The group ‘Qassam Cyber Fighters’ claimed responsibility. The Iranian government allegedly supported these attacks.</td>
</tr>
<tr>
<td>HSBC</td>
<td>The UK bank was subjected to a large-scale attack, which disrupted online services, as the attack targeted internet banking. DDoS attack. No indication of who was behind the attack.</td>
</tr>
<tr>
<td>Germany</td>
<td>A power utility specialising in renewable energy was hit by a serious cyber-attack, which lasted for 5 days and brought down the internet communication systems. This is the</td>
</tr>
<tr>
<td>Year</td>
<td>Country/Region</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------</td>
</tr>
<tr>
<td>2013</td>
<td>Australia</td>
</tr>
<tr>
<td>South Korea</td>
<td></td>
</tr>
<tr>
<td>The UK/France/The US</td>
<td></td>
</tr>
<tr>
<td>The UK</td>
<td></td>
</tr>
<tr>
<td>The UK</td>
<td></td>
</tr>
<tr>
<td>South Korea</td>
<td></td>
</tr>
</tbody>
</table>

---
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<table>
<thead>
<tr>
<th>Country</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>Hackers attacked the websites of the Australian police and Reserve Bank. This was part of an ongoing row over reports, which stated that Canberra spied on Jakarta officials. The row caused diplomatic tensions and sparked protests in Indonesia. This was a DDoS attack, and it was presumed to be carried out by hackers from Indonesia.</td>
</tr>
<tr>
<td>The United Kingdom</td>
<td>The RBS Group, which includes RBS, NatWest and Ulster Bank, was attacked. However, NatWest was worst affected by the &quot;deliberate&quot; disruption. NatWest was the victim of a &quot;deliberate attempt to disrupt&quot; its operations by using a distributed denial of service attack (DDoS).</td>
</tr>
<tr>
<td>2014</td>
<td>The news aggregator Feedly and the data storage company Evernote were attacked. Hackers used DDoS to prevent users from accessing the service. Caused by an unknown perpetrator.</td>
</tr>
<tr>
<td>Europe and The United States</td>
<td>A massive DDoS attack hit EU- and US-based servers. Security companies reported it to be even more powerful than last year’s Spamhaus attacks.</td>
</tr>
<tr>
<td>Cyber-space</td>
<td>A DDoS attack on virtual currency Bitcoin briefly took down its ability to process payments for a while.</td>
</tr>
<tr>
<td>The United States</td>
<td>Internet registration firm, Namecheap, was temporarily overwhelmed by a simultaneous DDoS attack on 300 of the websites it registers.</td>
</tr>
<tr>
<td>The United States</td>
<td>bit.ly, which creates shortened addresses for websites like Twitter, said it was also knocked out briefly in February by a DDoS attack.</td>
</tr>
<tr>
<td>NATO</td>
<td>Unidentified hackers attacked several public NATO websites with DDoS cyber-attacks in what appeared the latest escalation in cyberspace over growing tensions over Crimea. A group calling itself &quot;cyber berkut&quot; claimed to be behind the attack as a response over what they saw as NATO interference in their country.</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Country/ Region</th>
<th>Event Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Norway</td>
<td>A cyber-attacks against the central bank Norges Bank [The Bank of Norway] and eight major banks, financial institutions and telecommunications were among the most serious ever to hit the country’s online networks. Group Anonymous took responsibility for the DDoS attacks.(^{932})</td>
</tr>
<tr>
<td>The United States</td>
<td>&quot;Lizard Squad&quot; took down several popular online video game networks and possibly diverted an American Airlines jet carrying a Sony executive.(^{933}) The hacker group launched a DDoS attack towards four game operators, i.e. Battle.net, EVE online, League of Legends and large parts of Sony/PlayStation. The Chief Executive for Sony Online Entertainment, John Smedley, announced on Twitter that he would fly from Dallas to San Diego over the weekend. The hackers saw this and made a veiled threat about bombs on his plane.(^{934})</td>
</tr>
<tr>
<td>Japan/ The United States</td>
<td>Computer hackers forced Sony Pictures Entertainment to shut down its systems. A skull appeared on computer screens along with a message threatening to release data &quot;secrets&quot; if the demands were not met. The message showed &quot;#GOP&quot; indicating a group called Guardians of Peace was behind the attack.(^{935}) North Korea refused to deny involvement in a cyber-attack on Sony Pictures that came ahead of the release of a film about an assignation of the country's leader Kim Jong-un.(^{936})</td>
</tr>
<tr>
<td>South-Korea</td>
<td>KHNP, part of state-run utility Korea Electric Power, said that its computer systems had been hacked but only non-critical data had been stolen, and reactor operations were not at risk. A hacker demanded the shutdown of three reactors and in Twitter messages threatened &quot;destruction&quot; if the demand was not met. South Korea’s nuclear power operator said that cyber-attacks on non-critical operations at its headquarters continued but the country’s nuclear power...</td>
</tr>
</tbody>
</table>

\(^{933}\) NewsMax (2014) ‘Hackers took down Sony's PlayStation network To show Lax security’.
\(^{935}\) BBC News (2014d) ‘Sony Pictures computer system hacked in online attack’.
plants was operating safely and was secure from attacks.  

9.6 Appendix 6: Infrastructure

<table>
<thead>
<tr>
<th>Sectors</th>
<th>Industries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>• Electricity</td>
</tr>
<tr>
<td></td>
<td>• Natural gas</td>
</tr>
<tr>
<td></td>
<td>• Oil</td>
</tr>
<tr>
<td>Information and Communication</td>
<td>• Telecommunication (including satellites)</td>
</tr>
<tr>
<td>Technology (ICTs)</td>
<td>• Broadcasting systems</td>
</tr>
<tr>
<td></td>
<td>• Software, hardware and networks (Including the Internet)</td>
</tr>
<tr>
<td>Traffic and Transportation</td>
<td>• Shipping</td>
</tr>
<tr>
<td></td>
<td>• Aviation</td>
</tr>
<tr>
<td></td>
<td>• Rail transport</td>
</tr>
<tr>
<td></td>
<td>• Road traffic</td>
</tr>
<tr>
<td></td>
<td>• Logistic</td>
</tr>
<tr>
<td>Healthcare</td>
<td>• Healthcare</td>
</tr>
<tr>
<td></td>
<td>• Medicine and vaccinations</td>
</tr>
<tr>
<td></td>
<td>• Laboratories</td>
</tr>
<tr>
<td>Water supply</td>
<td>• Dams</td>
</tr>
<tr>
<td></td>
<td>• Storage</td>
</tr>
<tr>
<td></td>
<td>• Treatment and distribution networks</td>
</tr>
<tr>
<td>Finance and Insurance</td>
<td>• Banks</td>
</tr>
<tr>
<td></td>
<td>• Stock exchange</td>
</tr>
<tr>
<td></td>
<td>• Insurance companies</td>
</tr>
<tr>
<td></td>
<td>• Financial services</td>
</tr>
<tr>
<td>Government and Administration</td>
<td>• Government</td>
</tr>
<tr>
<td></td>
<td>• Parliament</td>
</tr>
<tr>
<td></td>
<td>• Legal institutions</td>
</tr>
<tr>
<td></td>
<td>• Emergency services</td>
</tr>
<tr>
<td>Nutrition and Agriculture</td>
<td>• Food trade</td>
</tr>
<tr>
<td></td>
<td>• Agriculture</td>
</tr>
<tr>
<td>Media and Cultural Assets</td>
<td>• Radio</td>
</tr>
<tr>
<td></td>
<td>• Press</td>
</tr>
<tr>
<td></td>
<td>• Symbolic buildings</td>
</tr>
</tbody>
</table>

9.7 Appendix 7: EU Security Agencies

<table>
<thead>
<tr>
<th>Security Agency</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>European Network and Information Security Agency (ENISA)</td>
<td>• This agency has a linking role in the European framework</td>
</tr>
<tr>
<td></td>
<td>• It aims to develop expertise to enhance cooperation</td>
</tr>
</tbody>
</table>

938 OSCE (2013) ‘Good practices guide on non-nuclear critical energy infrastructure protection (NNCEIP) from terrorist attacks focusing on threats emanating from cyberspace’.
between the public and private sectors and to provide assistance to both the Commission and the Member States

- It is crucial to cyber-terrorism, as the EP3R is positioned directly in this agency.

**The EU (2012)**

- This agency aims to support the European institutions to protect themselves against intentional and malicious cyber-attacks
- This initiative has launched its own CERT: CERT-EU directed towards EU institutions, agencies, and bodies.

**The European Public-private Partnership for Resilience (EP3R)**

- This agency aims to help businesses/public authorities to share experience and information
- To ensure adequate and consistent level of prevention, detection, emergency and recovery measures
- Is complementary to the European Forum for Member States (EFMS).

**The European Forum of Member States (EFMS)**

- This forum has developed European principles and guidelines for the resilience and stability of the Internet
- It aims to develop and share information and good policy practices, and to develop National/Governmental CERTs.

**The European Information Sharing and Alert System (EISAS)**

- This agency has planned to promote and develop CERTs teams
- Focused on citizens and small-medium businesses.

**European Cybercrime Centre (EC3)**

- This agency is a part of Europol’s governance structure
- It is directed to operational cooperation, to exchange knowledge, to pool European expertise and to support Member States and their cyber-crime investigations
- Creates a link between law-enforcement and the judiciary.

**The Network and Information Security Public-Private Platform (NIS)**

- This agency is not established yet. However, it was launched June 2013 and includes relevant public and private stakeholders
- Aims to work across the value chain to identify good practices and create favourable market conditions for developing and adopting security ICT solutions.

### 9.8 Appendix 8: Regulatory Framework

---
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<table>
<thead>
<tr>
<th>Regulation</th>
<th>Classification</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cyber-security</td>
<td>• the Communication from the Commission to the Council, the European Parliament, the European Economic and Social Committee and the Committee of the Regions – Network and Information Security: Proposal for a European Policy Approach;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the Council Resolution of 30 May 2001 on the &quot;eEurope Action Plan: Information and Network Security&quot;;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the Council Resolution of 28 January 2002 on a common approach and specific actions in the area of network and information security;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• the eEurope 2005 action plan endorsed by the Seville European Council in June 2002;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Opens up for dialogue about enhancing security, i.e. development of information society services, network and information security to improve the daily life of citizens, businesses and public administrations and contributing to the proper functioning of the Internal Market</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Further develop a comprehensive European strategy for network and information security and strive towards &quot;a culture of security&quot; taking into account the importance of international cooperation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Progress a valuable model for developing security policies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Respect privacy rights. Build up confidence in data protection, i.e. handled accurately, confidentially and reliably</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Developing a culture of security</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Develop and deployment an appropriate skill base in the field of network and information security</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Develop a coherent security policy at European level including cross-pillar transparency and cooperation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Fulfil the commitments made in the Council Resolution of 28 January 2002 on a common approach and specific actions in the area of network and information security has to be continued</td>
</tr>
<tr>
<td>European Commission (2004)</td>
<td>Communication</td>
<td>• Forward suggestions on what would enhance European prevention, preparedness and response to terrorist attacks involving Critical Infrastructures (CI)</td>
</tr>
<tr>
<td></td>
<td>Terrorism</td>
<td>• Build on “Prevention, Preparedness and Response to Terrorist Attacks” and the “EU Solidarity Programme on the Consequences of Terrorist Threats and Attacks”</td>
</tr>
<tr>
<td><strong>Critical Infrastructure Protection in the Fight against Terrorism</strong>&lt;sup&gt;948&lt;/sup&gt;</td>
<td><strong>Propose a European Programme for Critical Infrastructure Protection (EPCIP) set up by the Commission of a Critical Infrastructure Warning Information Network (CIWIN).</strong>&lt;sup&gt;949&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
</tbody>
</table>
| **CoE (2004) Convention on Cyber-crime**<sup>950</sup> | **Convention**  
**Cyber-crime**  
- Develop a common criminal policy to protect society against cyber-crime.  
- Decrease the risks of computer networks and electronic information, enhance cooperation between states and the private industry,  
- Enhance the efficiency of operations based on increased, rapid and well-functioning international cooperation, prevent and protect ICTs against misuse,  
- Criminalise particular conduct, adopt powers sufficient for combating cyber-crime by facilitating their detection, investigation, and prosecution on national and international levels,  
- Ensure a proper balance between the interests of law enforcement, and respect for fundamental human rights.<sup>951</sup>  
- The main areas of the Convention are offences against the confidentiality, integrity and availability of computer data and systems, i.e. illegal access and interception, data and system interference.<sup>952</sup> |
| **European Council (2005) Council Framework Decision 2005/222/JHA on attacks against information systems**<sup>953</sup> | **Framework Decision**  
**Cyber-security**  
- The Objective is to improve cooperation between judicial and other competent authorities, including the police and other specialised law enforcement services of the Member States  
- The objective of this Framework Decision is to improve cooperation between judicial and Member States in the area of attacks against information systems<sup>954</sup>  
- Approximating criminal law in Member States.  
- Introduced EU legislation to deal with offences such as illegal access to information systems, illegal system interference and illegal data interference, as well as specific rules on the liability of legal persons, jurisdiction and exchange of information<sup>955</sup> |
| **European Commission (2006)** | **Communication on Terrorism**  
- A key element of EPCIP is the Directive on the identification and designation of European Critical Infrastructures, which identifies the ICT sector as a future priority sector |

---

<sup>950</sup> CoE (2001).  
<sup>951</sup> CoE (2001).  
<sup>952</sup> CoE (2001).  
<sup>954</sup> Eco (2004).  
<sup>955</sup> EC (2010a).
Another important element of EPCIP is the Critical Infrastructure Warning Information Network (CIWIN)\(^957\)

- The communication sets out the principles, processes and instruments proposed to implement EPCIP
- The aims to respond are not confined to terrorism, but also include criminal activities, natural hazards and other causes of accidents, using an all-hazards approach
- The general objective of EPCIP is to improve the protection of critical infrastructure in the European Union (EU).
- The legislative framework for the EPCIP consists of the following:
  - A procedure for identifying and designating European critical infrastructure and a common approach to assessing the need to improve the protection of such infrastructure
  - Measures designed to facilitate the implementation of EPCIP, including an EPCIP action plan, the Critical Infrastructure Warning Information Network (CIWIN), the setting up of Critical Infrastructure Protection (CIP) expert groups at EU level, CIP information sharing processes, and the identification and analysis of interdependencies
  - Support for EU countries regarding National Critical Infrastructures (NCIs) that may optionally be used by a particular EU country, and contingency planning
  - An external dimension
  - Accompanying financial measures, and in particular the Specific EU Programme on "Prevention, Preparedness and Consequence Management of Terrorism and other Security Related Risks" for the period 2007-13, which will provide funding opportunities for CIP related measures\(^958\)

<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Communication Cyber-security</td>
<td>Sets out the revitalised strategy and provides the framework to carry forward and refine a coherent approach to Network and Information security, and on Fighting spam, spyware and malicious software</td>
</tr>
<tr>
<td></td>
<td>This strategy strengthens the role, on tactical and operational levels, of the European Network and Information Security Agency (ENISA), established in 2004 to contribute to the goals of ensuring a high and effective level of NIS within the Community and developing a culture of NIS for the benefit of EU</td>
</tr>
</tbody>
</table>

\(^{956}\) EC (2006a).
\(^{957}\) EC (2006a).
\(^{958}\) EC (2006b) ‘Communication on a European programme for critical infrastructure protection’.
<table>
<thead>
<tr>
<th>European Commission (2007)</th>
<th>Communication towards a general policy on the fight against cyber-crime&lt;sup&gt;962&lt;/sup&gt;</th>
<th>Communication Cyber-security</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>The objective is to strengthen the fight against cyber-crime at national, European and international level</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Further development of a specific EU cyber-crime policy. The focus are on the law enforcement and criminal law dimensions and the policy will complement other EU actions to improve security in cyber-space in general</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The policy will include:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Improved operational law enforcement cooperation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Better political cooperation and coordination between Member States</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Political and legal cooperation with third countries</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Awareness raising</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Training</td>
<td></td>
</tr>
<tr>
<td></td>
<td>o Research</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The ‘European Programme for Critical Infrastructure Protection (EPCIP)’ sets out the overall ‘umbrella’ approach to the protection of critical infrastructures in the EU.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>The objectives of EPCIP are fully consistent with this proposal and the Directive should apply without prejudice to Directive 2008/114.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>EPCIP does not oblige operators to report significant breaches of security and does not set up mechanisms for the Member States to cooperate and respond to incidents&lt;sup&gt;965&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

---

<sup>960</sup> EC (2006b), EC (2009b).  
<sup>961</sup> EC (2006b).  
<sup>962</sup> EC (2007b).  
<sup>963</sup> EC (2007b).  
<sup>965</sup> EC (2013b).
| European Commission (2009) | Communication on Critical Information Infrastructure Protection – ‘Protecting Europe from large-scale cyber-attacks and cyber disruptions: enhancing preparedness, security and resilience’<sup>966</sup> | Communication Cyber-security | • A ‘CIIP action plan’ to strengthen the security and resilience of vital Information and Communication Technology (ICT) infrastructures. 
• Stimulate and support the development of a high level of preparedness, security and resilience capabilities both at national and European level.<sup>967</sup> 
• The CIIP action plan is built on five pillars:  
  o Preparedness and prevention,  
  o Detection and response,  
  o Mitigation and recovery,  
  o International cooperation  
  o Criteria for European Critical Infrastructures in the field of ICT.  
• It sets out the work to be done under each pillar by the Commission, the Member States and/or industry – supported by the European Network and Information Security Agency (ENISA).<sup>968</sup> |
• Building on the Tampere and Hague programmes.  
• Provide a secure Europe where the fundamental rights and freedoms of citizens are respected, the Stockholm Programme focuses on the following priorities:  
  o Europe of Justice, Europe that protects, Access to Europe, Europe of Solidarity, Europe in a globalised world.  
  o Under the heading ‘Europe that protects’, it is focusing on the following categories: trafficking in human beings; sexual abuse, sexual exploitation of children and child pornography; cyber-crime; economic crime, corruption, counterfeiting and piracy, drugs.<sup>970</sup> |
| European Commission (2009) | Communication on protecting Europe from large-scale | Communication Cyber-security | • Focuses on prevention, preparedness and awareness  
• Defines a plan of immediate actions to strengthen the security and resilience of CIIIs  
• Addresses the challenges and priorities for network and information security (NIS) policy.  
• The proposed actions are also complementary to those to prevent, fight and prosecute criminal and terrorist activities targeting CIIs |

---

<sup>964</sup> EC (2013i).  
<sup>966</sup> EC (2009b), EC (2011a).  
<sup>967</sup> EC (2009b), EC (2011a).  
<sup>968</sup> EC (2009b) EC (2011a).  
<sup>969</sup> EU (2010j).  
<sup>970</sup> EU (2010j).
• The aim is to deliver those priorities outlined in the Stockholm Programme; both at European and global level,  
• Ensuring that citizens benefit from progress made in the area of freedom, security and justice.  
• Develop European response to European and global challenges.  

European Commission (2010) | Strategy (internal) Security | • Forwards a shared agenda for Member States, the European Parliament, the Commission, the Council, agencies and others, including civil society and local authorities.  
• Cooperation with the European security industry in which manufacturers and service providers work closely together with end-users.  
• The aim is to deliver responses to the security challenges, i.e. strengthening and developing the European model of a social market economy put forward in the Europe 2020 strategy.  
• A coordinated approach to police cooperation, border management, criminal justice cooperation and civil protection.  
• Address all the common security threats from terrorism and organised crime, to safety concerns related to manufactured and natural disasters.  
• A complementary policy ensuring the preparedness and resilience of Europe's networks and ICT infrastructure.  

• Set out to define the key enabling role that the use of

---

971 EC (2009b).  
972 EC (2009b).  
973 EC (2010e).  
974 EC (2010e).  
975 EC (2010i).  
976 EC (2010i).  
Information and Communication Technologies (ICT) will have to play if Europe wants to succeed in its ambitions for 2020 (Europe 2020).

- Maximise the social and economic potential of ICT, i.e. the internet, a vital medium of economic and societal activity: for doing business, working, playing, communicating and expressing ourselves freely.
- Accelerate innovation, economic growth and improvements in daily life for both citizens and businesses to deploy a more effective use of digital technologies.
- The strategy emphasises the need for all stakeholders to join their forces in a holistic effort to ensure the security and resilience of ICT infrastructures.
- Focusing on:
  - Prevention, preparedness and awareness
  - Develop effective and coordinated mechanisms to respond to new and increasingly sophisticated forms of cyber-attacks and cyber-crime

Europe 2020 Strategy

Europe has identified new engines to boost growth and jobs. These areas are addressed by 7 flagship initiatives.

- One of these is the digital agenda for Europe.

European Commission (2011)

Communication on Critical Infrastructure Protection *Achievements and next steps: towards global cyber-security*  

- Strategy to exit the crisis and prepare the EU economy for the challenges of the next decade.
- Sets out a vision to achieve:
  - High levels of employment, a low carbon economy, productivity, and social cohesion,
  - To be implemented through concrete actions at EU and national levels.
- The battle for growth and jobs requires involvement at top political level and mobilisation from all actors across Europe.
- Europe has identified new engines to boost growth and jobs. These areas are addressed by 7 flagship initiatives.
  - One of these is the digital agenda for Europe.

European Commission (2010)

Communication Cyber-security  

- Follows the results achieved since the adoption of the CIIP action plan in 2009.
- It describes the next steps planned for each action at both European and international level.
- Focuses on the global dimension of the challenges and the importance of improving cooperation among Member States and the private sector at national, European and international level.
- Promotes a global culture of risk management including coordinated actions to prevent, detect, mitigate and react to all kinds of disruptions, whether man-made or natural, as well as to prosecute related cyber-crimes.

---

978 EC (2010b).
980 EC (2010b).
981 EC (2010b).
982 EC (2014b) ‘Flagship initiatives’.
983 EC (2011a).
984 EC (2011a).
|                                                                                          | Cyber-security                               | • Improving cooperation between judicial and other competent authorities.
| A proposal for a Directive on attacks against information systems and repealing Council Framework Decision 2005/222/JHA\(^{986}\) |                                                                                          | • Introduces provisions to deal with new forms of cyber-attacks, in particular botnets
|                                                                                          |                                                                                          | • A proposal for a new mandate to strengthen and modernise the European Network and Information Security Agency (ENISA) in order to boost trust and network security
|                                                                                          |                                                                                          | o Strengthening and modernising ENISA will help the EU, Member States and private stakeholders develop their capabilities and preparedness to prevent, detect and respond to cyber-security challenges\(^{988}\)
|                                                                                          |                                                                                          | • Extend the scope by including a set of new offences, and new penalties for the Member States to impose.
|                                                                                          |                                                                                          | • Aims to facilitate the prevention of cyber-crime by improving cooperation, which is important to manage the growing number of cyber-risks\(^{989}\)
| European Commission (2013) The Directive on attacks against information systems and repealing Council Framework Decision 2005/222/JHA\(^{987}\) |                                                                                          | • The preamble of the legislation mentions the use of botnets and malicious software specifically, as well as illegally obtained passwords, which for long has been a particular concern\(^{990}\)
|                                                                                          |                                                                                          | • These measures will not only tackle attacks against information systems, but also financial cyber-crime, illegal Internet content, the collection, storage, transfer of electronic evidence, and more detailed jurisdiction rules.
|                                                                                          |                                                                                          | • This proposal is developed as an alternative to the CoE’s Convention on Cyber-crime and is thought to work as a parallel to it\(^{991}\)
| European Commission and                                                                 | Communication                               | • The objective of the strategy is to ensure a secure and trustworthy digital environment, while promoting and
|                                                                                          |                                                                                          | promoting other goals, which are benefiting digital environments.

\(^{985}\) EC (2011a).
\(^{986}\) EC (2010k).
\(^{987}\) EU (2013).
\(^{989}\) EU (2013).
\(^{990}\) EU (2013).
\(^{991}\) EC (2010a),6.
| **High Representative of the European Union for Foreign Affairs and Security Policy (2013)** | **Cybersecurity Strategy of the European Union: An Open, Safe and Secure Cyberspace**<sup>992</sup> | **Cyber-crime** | protecting fundamental rights and other EU core values
- The proposal is the main action of the Strategy
- Further actions under the Strategy in this area focus on raising awareness, developing an internal market for cybersecurity products and services, and fostering R&D investment
- These actions will be complemented by others aimed at stepping up the fight against cyber-crime and building an international cybersecurity policy for the EU<sup>993</sup> |
| **European Commission (2013)** | **Proposal for a DIRECTIVE OF THE EUROPEAN PARLIAMENT AND OF THE COUNCIL concerning measures to ensure a high common level of network and information security across the Union**<sup>994</sup> | **Proposal** | **Cyber-crime** |
|  |  |  | The aim is to ensure a high common level of network and information security (NIS)
- Improving the security of the Internet and the private networks and information systems underpinning the functioning of our societies and economies
- Requires the Member States to increase their preparedness and improve their cooperation with each other, and by requiring operators of critical infrastructures, such as:
  - Energy, transport, and key providers of information society services (e-commerce platforms, social networks, etc.)
  - as well as public administrations to adopt appropriate steps to manage security risks and report serious incidents to the national competent authorities<sup>995</sup> |