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Evolved stars and planetary nebulae are rich and varied sites of molecule and dust formation. These objects undergo dramatic mass loss which ultimately enriches the interstellar medium. In this thesis, a number of studies, outlined below, have been undertaken to better understand the chemical and physical properties of these diverse objects.

A molecular line survey of a sample of evolved stars and planetary nebulae has been carried out using the Mopra radio telescope, Australia. Transitions with hyperfine structure have been fitted to constrain optical depths. The population diagram method was applied to determine the rotation temperatures of molecules which had multiple transitions available. Column densities have been calculated for all detected species and isotopic ratios measured where possible. The results include the corroboration of the classification of II Lup as a J-type star.

The 89.087 GHz HCN maser was detected in IRAS 15082-4808 for the first time from the aforementioned survey, bringing the total number of detections of this maser to ten. The velocity shift of this maser has been measured at $-2.0 \pm 0.9$ km/s. Drawing on literature data in addition to the survey data, the variation of maser intensity with pulsation phase has been investigated across all sources for the first time. Comparing these masers with model atmospheres constrains the formation region to between 2 and 4 stellar radii.

CO in the circumstellar envelope of II Lup has been modelled using the radiative transfer codes GASTRONOoM, and COMBOCode. The models have demonstrated that a ‘standard’ smooth model does not satisfactorily reproduce the combined CO observations of PACS, JCMT, Mopra and APEX. Two potential solutions are proposed: a discontinuous temperature model, requiring the presence of an efficient cooling molecule that is most effective in the region 75-200 R*, or a variable mass loss model that requires a factor of ten increase in mass loss in the same region.

Zinc abundances, a proxy for iron abundances, have been determined for a sample of Galactic planetary nebulae using the [Zn IV] 3.625 μm line. O$^{++}$/O has been shown to be a reliable ionisation correction factor for Zn$^{3+}$ from CLOUDY photoionisation models. The majority of the sample are sub-solar in [Zn/H] and enriched in [O/Zn]. Zinc abundances as functions of Galactocentric distance have also been investigated and no evidence for a trend has been found.
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Chapter 1

Introduction

1.1 Evolution of low-to-intermediate mass stars

Low and intermediate mass stars (up to approximately $8 \, M_\odot$) are important for Galactic chemical evolution. These stars undergo a very different stellar evolution to their high-mass counterparts: they never reach sufficient temperatures and pressures to induce carbon burning within their cores. Instead, they pass through a phase of evolution known as the asymptotic giant branch (AGB), subsequently becoming a planetary nebula (PN) and eventually a white dwarf.

AGB stars are sites of varied nucleosynthesis, resulting from complex mixing processes, which may be studied through observed surface abundances. As AGB stars pass through this phase of evolution, they shed their outer layers, forming a circumstellar envelope. By measuring elemental and isotopic abundances found within the circumstellar envelope, the history of the star’s mass loss, mixing processes and nucleosynthesis can be inferred.

Planetary nebulae are the brightest phase of low-to-intermediate mass stellar evolution. This is also the last phase before a star becomes a white dwarf. Planetary nebulae have a rich and varied chemistry as well as complex morphologies. Elemental, ionic and isotopic abundances shed light on the composition and
history of the precursor star.

This thesis is based upon studies of objects within these two phases (and the transitional phase between). In the following sections, low-to-intermediate mass stellar evolution is outlined in further detail to put these objects, and this thesis, in context.

1.1.1 Early phases

As stars begin their nuclear-burning lives, they join the main sequence track on the Hertzsprung-Russell diagram (HR diagram). An example of a HR diagram is shown in Fig. 1.1. These stars are predominantly made up of hydrogen, with some helium and small fractions of heavier elements. Hydrogen is converted into helium within the core of main sequence stars. The majority of hydrogen burning proceeds by either the proton-proton chain (pp chain) or the carbon-nitrogen-oxygen cycle (CNO cycle). These two processes are outlined in Fig. 1.2 and 1.3; further details may be found in Kippenhahn, Weigert & Weiss (2012) and Prialnik (2009).

The main sequence lifetime of a star is dependent upon both its mass and luminosity. The larger the star, the more fuel it has available to power nuclear fusion. However, the larger the star, the higher the luminosity and thus its fuel is consumed more rapidly. The mass-luminosity relation describes how the luminosity of a main sequence star depends upon mass:

\[ L \propto M^n, \]  

where \( L \) is the luminosity of the star, \( M \) is the mass and the value of \( n \) is dependent upon the star being examined. The average value of \( n \) over the whole main sequence track is 3.5 (Kippenhahn & Weigert 1994; Prialnik 2009).

The estimated main-sequence lifetime of any given star is proportional to the mass of the nuclear burning region of the star and inversely proportional to the
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Figure 1.1: Path followed by a $1 \, M_\odot$ star of solar metallicity on the Hertzsprung-Russell diagram. Making the assumption that the mass of the nuclear burning region, $M_n$, is proportional to the total mass of the star gives:

$$\tau_{MS} \propto \frac{M_n}{L} \propto M^{1-\eta}, \quad (1.2)$$

where $\tau_{MS}$ is the main sequence lifetime of the star. Thus the more massive a star, the shorter the time spent on the main sequence. Core-convection alters the internal conditions of the star which can also change its main sequence lifetime.

Main sequence stars exist in a relatively stable state. On any given portion of the star, the pressure exerted by thermal and radiation processes is balanced by the gravitational force being exerted on that portion. This is known as the condition of hydrostatic equilibrium.

---

Image credit:
http://edu-observatory.org/mcc/homework/homework.ch.18-19/HR_diagram_Sun.gif
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\[ p + p \rightarrow ^2 H + e^+ + \nu_e \]
\[ ^2 H + p \rightarrow ^3 \text{He} + \gamma \]
\[ ^3 \text{He} + ^4 \text{He} \rightarrow ^7 \text{Be} + \gamma \]
\[ ^7 \text{Be} + e^- \rightarrow ^7 \text{Li} + \nu_e \]
\[ ^7 \text{Li} + p \rightarrow ^{2+} \text{He} \]
\[ ^8 \text{Be} \rightarrow ^8 \text{Be}^* + e^+ + \nu_e \]
\[ ^8 \text{Be}^* \rightarrow ^{2+} \text{He} \]

\[ p + p \rightarrow ^2 H + e^+ + \nu_e \]
\[ ^2 H + p \rightarrow ^3 \text{He} + \gamma \]
\[ ^3 \text{He} + ^4 \text{He} \rightarrow ^7 \text{Be} + \gamma \]
\[ ^7 \text{Be} + e^- \rightarrow ^7 \text{Li} + \nu_e \]
\[ ^7 \text{Li} + p \rightarrow ^{2+} \text{He} \]
\[ ^8 \text{Be} \rightarrow ^8 \text{Be}^* + e^+ + \nu_e \]
\[ ^8 \text{Be}^* \rightarrow ^{2+} \text{He} \]

Figure 1.2: The pp chain of nuclear fusion, reactions taken from Adelberger et al. (2010).

\[ ^{12} \text{C} + p \rightarrow ^{13} \text{N} + \gamma \]
\[ ^{13} \text{N} \rightarrow ^{13} \text{C} + e^+ + \nu_e \]
\[ ^{15} \text{N} + p \rightarrow ^{12} \text{C} + ^4 \text{He} \]
\[ ^{13} \text{C} + p \rightarrow ^{14} \text{N} + \gamma \]
\[ ^{15} \text{O} \rightarrow ^{15} \text{N} + e^+ + \nu_e \]
\[ ^{14} \text{N} + p \rightarrow ^{15} \text{O} + \gamma \]

Figure 1.3: The CNO cycle.
1.1: EVOLUTION OF LOW-TO-INTERMEDIATE MASS STARS

When four hydrogen nuclei are converted into a single helium nucleus, assuming the medium behaves as an ideal gas, either the temperature must increase or the pressure and/or volume must decrease \((PV = Nk_BT; P: \text{pressure}, V: \text{Volume}, N: \text{number of particles}, T: \text{temperature})\). A decrease in pressure will result in contraction according to the condition of hydrostatic equilibrium. Also, once all core hydrogen has been converted into helium and fusion within the core ceases, reducing the radiation pressure, the core begins to gravitationally contract. These contractions release gravitational potential energy in the form of thermal energy:

\[
\zeta E_i + E_g = 0,
\]

where \(E_i\) and \(E_g\) are the internal and gravitational energies of the gas. \(\zeta\) is defined as \((3P)/(u\rho)\) where \(P\), \(u\) and \(\rho\) are the pressure, internal energy per unit mass and mass density of the gas respectively. For an ideal gas, \(\zeta = 2\). Equ. 1.3 is known as the virial theorem and in this form assumes a zero surface pressure.

Eventually, the temperature and pressure are sufficiently high to induce hydrogen burning in a shell surrounding the core. The star is then said to have joined the red giant branch (RGB). The core continues to contract, causing an increase in temperature and subsequently an increase in energy generation from the H-burning shell due to the strong temperature dependence of the CNO-cycle. At high temperatures, the CNO-cycle dominates hydrogen burning. This increase in energy generation causes an increase in radiation pressure, which leads to envelope expansion. The outer layers of the star cool as they expand, thus appearing redder, and the star becomes almost fully convective (Evans & Murdin 2002). Eventually, the core reaches \(10^8\) K: helium ignition temperature.

Low mass stars \((< 2 \, M_\odot)\) and intermediate mass stars \((2 \, M_\odot < M_{\text{star}} < 8 \, M_\odot)\) join the next phase of evolution in different ways. Low mass stars have electron degenerate cores at the end of the RGB. Within a degenerate gas, the pressure
is approximately independent of temperature and as helium ignition occurs, the temperature of the core increases. Instead of this causing an increase in pressure, leading to core expansion, cooling and stability, this causes the helium-burning rate to increase. This subsequently increases the temperature and gives rise to a runaway helium-burning effect for a few seconds, during which the ‘local luminosity’ can reach $\sim 10^{11} \, \text{L}_\odot$, known as a helium flash. The energy from the helium flash is almost entirely absorbed by the outer layers of the star. Eventually, the increase in core temperature is great enough to cause the electron degeneracy to break down and stable helium burning begins. Intermediate mass stars do not have this degenerate core and thus helium burning begins in these stars without a helium flash. Both low and intermediate mass stars are said to have joined the horizontal branch of the HR diagram. From this point, low and intermediate mass stars once again evolve in the same manner.

Horizontal branch stars burn helium predominantly via the triple-$\alpha$ process, producing carbon and oxygen:

$$2^4\text{He} \rightarrow^8\text{Be} + \gamma,$$

$$^8\text{Be} + ^4\text{He} \rightarrow^{12}\text{C} + \gamma.$$

$^8\text{Be}$ has a very short lifetime and rapidly breaks back down into two $^4\text{He}$ (as in the pp-3 chain). In order to produce $^{12}\text{C}$, the helium must be absorbed almost instantaneously. The resulting carbon can interact with further helium to form oxygen.

Hydrogen continues to be burnt in a shell surrounding the helium-burning core. The core helium burning phase is significantly shorter than the hydrogen burning phase (Herwig 2005) and results in the production of a carbon/oxygen core. Once the core helium burning ceases, the core once again contracts under gravity.

In low and intermediate mass stars, the temperatures remain insufficient to
induce carbon burning in the core. Hydrogen and helium burning are able to continue in concentric shells around the C/O core, all surrounded by a hydrogen rich convective envelope, as shown in Fig. 1.4. This phase of evolution is known as the asymptotic giant branch (AGB).

1.1.2 Asymptotic giant branch

Throughout this phase of evolution, a star undergoes a large number of changes. The dominance of each of the nuclear burning shells changes as it evolves. Initially, the helium-burning shell provides the main source of luminosity within the star and the star is said to be an early-AGB star (E-AGB). The helium burning occurs more rapidly than the hydrogen burning. Thus after a time, the helium shell will have converted the majority of the helium (produced by the previous hydrogen burning phase) into carbon and oxygen, causing the hydrogen-burning shell to become the principle source of luminosity. Eventually, a sufficient amount of helium, produced by the hydrogen-burning shell, accretes onto the helium shell and induces a helium flash-burning phase for a short time, known as a thermal...
1: INTRODUCTION

pulse (TP). After this, the star returns to its quiescent H-burning phase. This is a cyclical phenomenon with TPs occurring with a period of $10^4$-$10^5$ years. Stars within this pulsing phase are known as thermally pulsing AGB stars (TP-AGB). The effect of thermal pulses on surface abundances will be discussed in Sect. 1.2.1.

Both E-AGB and TP-AGB stars undergo radial pulsations, a different phenomenon to TPs, henceforth simply pulsations. These pulsations are related to the dynamics of the envelope rather than the nuclear processes within the star. Pulsations result in observable changes in the luminosity of the star on time periods ranging from 50-2000 days (Zijlstra 2006). An example light curve is shown in Fig. 1.5. Stars undergoing these pulsations are subdivided into three categories, defined by their light curves and spectra: semi-regular (SR), Mira and OH/IR variables. The definition of each type may be found in Table 1.1.

When a star undergoes a pulsation, shocks are sent through the atmosphere of the star, causing compression and heating of the gas. These are prime conditions for the formation of dust grains. Incident photons from the star are absorbed by the grains, leading to at least partial obscuration of the star in the visible region of the spectrum. The absorption causes a gain in momentum for the grain and the absorbed radiation is re-radiated isotropically in the infrared. Momentum from the grains is passed to the surrounding gas by friction. The inner region of the AGB star’s atmosphere will move out and fall back with the pulsations, whilst the outer region will not, creating a mass-loss from the star. This results in an outwardly expanding envelope of gas and dust, known as the circumstellar envelope (CSE). Interspersed with the normal pulsations, TPs cause sudden bursts of large mass loss, which may account for some of the detached or concentric ring CSEs that have been observed (Zijlstra 2006). The composition of the CSE will reflect the surface abundances of the star at the time of ejection and will vary radially, reflecting the changing surface composition of the star with time, further details of which will be discussed in Sect. 1.2.1.
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Figure 1.5: An example light curve, based upon V Cyg data from Henden (2013).

Table 1.1: Defining characteristics of the sub-classes of AGB variability. OH/IR stars also exhibit OH masers and are almost entirely obscured in the visible. For further details see Kwon & Suh (2010), Zijlstra (2006) and Xiong, Chen & Gao (1994).

<table>
<thead>
<tr>
<th>Type</th>
<th>Period (days)</th>
<th>V-band Amplitude (mag)</th>
<th>Regularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR</td>
<td>50-100</td>
<td>&lt; 2.5</td>
<td>Irregular</td>
</tr>
<tr>
<td>Mira</td>
<td>150-500</td>
<td>&gt; 2.5</td>
<td>Regular</td>
</tr>
<tr>
<td>OH/IR</td>
<td>500-2000</td>
<td>&gt; 2.5</td>
<td>Regular</td>
</tr>
</tbody>
</table>

1.1.3 Proto-planetary nebulae and planetary nebulae

A proto-planetary nebula (PPN) (also known as a post-AGB star) is a transitional phase between the AGB and planetary nebula (PN) phases of evolution. The start of the PPN phase is signalled by a rapidly decreasing rate of mass loss from the star, with the majority of the hydrogen-rich envelope having already been lost, leaving the star with an envelope mass of $\sim 10^{-2}$ $M_\odot$ (van Winckel 2003). The degeneracy of the central star increases through this phase and the remnants of the hydrogen envelope exist in a very thin H-burning shell (Kwok 2000; Kwok &
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In PPNe, the CSE is no longer attached to the surface of the star. The star gradually increases in effective temperature and evolves towards the blue in the HR diagram as it progresses through the PPN stage. The CSE is not yet being ionised by the central star.

The PPN stage is short lived ($\sim 10^3$ yr, Kwok 1993) and not well understood, especially concerning the morphology: how AGB progenitors with spherical outflows evolve into PN and with a variety of morphologies. Examples of PN and their different morphologies are shown in Fig. 1.6. As discussed in Kwok (2000), asymmetric PPN have been observed (e.g. IRAS 17150-3224), some of which may be only a few hundred years out of the AGB phase. There are a number of current theories detailing potential shaping mechanisms, including but not limited to: binary interactions, magnetic fields and fast, collimated winds (e.g. Zijlstra 2007, Balick & Frank 2002, Soker 2006 and references therein).

It is not only the asymmetry that is altered between the AGB and PN phases. The radial structure of the CSE also changes dramatically. AGB stars generally have diffuse CSEs with no visible shell structure. Conversely, PN have densely packed material arranged in shell-like structures surrounding the central star with a significantly higher outflow velocity than is found in AGB CSEs.

The favoured explanation for this difference in CSE structure is the interacting stellar winds (ISW) model. This is caused by a new, fast wind from the star as it begins the PN phase. This newly-ejected fast wind collides with the material ejected during the AGB phase, propels it outwards, and compresses the material into the observed shell structure. This amplifies the asymmetry of the object (Balick & Frank 2002; Kwok 2000).

Once the central star of the PPN reaches approximately 20,000 K, the Lyman continuum photons cause it to ionise the surrounding nebula. This signifies the end of the PPN stage and the beginning of the PN phase. Evolving through this phase, the last remaining portions of hydrogen and helium burning end, leaving
Figure 1.6: A selection of planetary nebulae morphologies. Images courtesy of NASA Astronomy Picture of the Day.
the central star within the nebula as a white dwarf. This will fade and slowly cool, eventually reaching the point where it can no longer light up the surrounding nebula.

1.2 Circumstellar chemistry

1.2.1 Mixing processes in AGB stars

The composition of the CSE of an AGB star reflects the surface abundances of the star at the time of ejection. The surface composition of the star will change with time due to a number of mixing processes. Therefore the composition of the CSE may change with distance from the host star (Habing & Olofsson 2004).

Temporary deepenings of the convective envelope of the star occur when there is a significant change in the nuclear processes occurring within the star. This phenomenon is called a *dredge up* (DU) and brings to the surface the products of nucleosynthesis. Several take place over the course of a star’s lifetime.

The *first dredge up* occurs as the star begins to ascend the RGB. At this point, the convective region can reach far enough down to bring products of partial hydrogen burning into the convective envelope and from there to the surface. The *second dredge up* happens at the end of the helium core burning phase in stars with a mass greater than $\sim 4 M_\odot$.

The *third dredge up* (TDU) occurs during a thermal pulse during the AGB phase and thus a star may undergo many TDUs. TDUs have a significant effect upon the stellar surface abundance of a number of elements, especially carbon. Initially, an AGB star will have a larger surface abundance (by number) of oxygen than carbon, however with each successive TDU the surface abundance of carbon increases. When a star has a surface abundance ratio $C/O \sim 1$, an S-type star is said to have formed. At the point where the carbon abundance is greater than the oxygen abundance, a carbon star is said to have been formed. The evolution
of an AGB star is affected very little by the surface C/O abundance ratio, but the gases and dust formed within the CSE will be greatly affected. The mass loss rate of the AGB star is, however, affected by the change in C/O ratio as carbon bearing dust has a higher opacity in general than oxygen-rich dust, leading to more efficient momentum transfer and thus a higher mass loss rate.

*Extra mixing,* also known as ‘cool bottom processing’ is a term used to describe a supplementary mixing process that resolves the difference between observed surface abundances of elements such as carbon, oxygen and lithium, and that predicted by stellar evolutionary codes (e.g. Charbonnel 1994).

Extra mixing is well established on the RGB. Karakas, Campbell & Stancliffe (2010) investigated whether this extra mixing was required during the AGB by evolving models from the end of the RGB through the AGB using observed abundance values. Their results were generally inconclusive, not ruling out extra mixing on the AGB, but also noting that this is not the only process that could cause the observed abundance ratios. There are several current theories about the potential process behind extra mixing (e.g. thermohaline mixing, gravity waves, magnetic mixing, rotational mixing). For further details about these theories, see Karakas, Campbell & Stancliffe (2010), Quievy et al. (2009) Busso et al. (2007) and Zahn (1992).

In AGB stars with a mass greater than \( \sim 4 \, \text{M}_\odot \), during the inter-pulse phase, the convective zone of the envelope reaches deep into the stellar interior and penetrates the H-burning shell. This results in nucleosynthesis occurring at the base of a convection zone, known as *hot bottom burning* (HBB). Species formed in this region are transported up into the convective envelope. This allows some radioactive products to decay within the envelope. This is the case for \(^{7}\text{Be}\), which decays to \(^{7}\text{Li}\), which is subsequently transported to the surface and can lead to the formation of lithium-rich stars. As shown by Blöcker, Herwig & Driebe (2000), the surface abundances of a number of elements, including \(^{13}\text{C}\) and \(^{14}\text{N}\), are also affected by HBB. CNO-cycling converts \(^{12}\text{C}\) into \(^{13}\text{C}\) and \(^{14}\text{N}\), decreasing the
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surface abundance of $^{12}\text{C}$ and increasing the surface abundances of $^{13}\text{C}$ and $^{14}\text{N}$.

Within AGB stars there are radiative and convective regions, but the border between the two is not sharp. In fact the strength of convection decreases gradually over the boundary. This is known as *convective overshoot* and can lead to further mixing in stars than would be obtained in the classic sharp boundary case (Woo & Demarque 2001). This process also affects the abundance of $^{13}\text{C}$ produced in the star.

1.2.2 Dust and molecule formation in AGB stars

The chemistry of an AGB circumstellar envelope is often very rich, incorporating many molecular and dust species. Molecules can be formed in several different areas in the CSE. Some molecules, such as HCN, form in or close to the stellar photosphere (e.g. $10^{13} \text{ cm}$) under high temperature and density conditions. Molecules formed within the central and inner regions of the CSE are destroyed by interstellar UV photons when they reach sufficiently large distances from the central star. This results in the formation of free radicals which are highly reactive and interact with each other or with surrounding molecules. The products of these reactions are often more complex molecules than are found in the inner and central regions (Agúndez et al. 2008; Cherchneff 1996; Olofsson 1997; Habing & Olofsson 2012).

Dust is also able to condense out of the gaseous medium of a circumstellar envelope. The theory of dust formation stems initially from a process called ‘nucleation’ whereby molecules of the dust-forming species at a sufficient density cluster together, eventually leading to the solid particle or ‘seed grain’ forming (Patzer 2004). Further molecules adsorb onto the seed grain causing it to grow. This process requires relatively high densities of molecules to be present at sufficiently low temperatures to allow condensation to occur, thus instabilities and shocks in the circumstellar envelope play an important role (e.g. Höfner 2009).
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and Cuntz & Muchmore 1994). The composition of the grains formed is highly dependent upon the composition of the CSE, specifically the C/O ratio. The eventual dust yield has been shown to be dependent on the metallicity of the star (Ventura et al. 2012).

CO has an important role in shaping the chemistry of AGB CSEs. CO has a high binding energy and thus will preferentially form over other molecules. This gives rise to the ‘locking up’ of carbon in oxygen-rich (O-rich) CSEs and conversely oxygen in carbon-rich CSEs (C-rich). In C-rich stars this allows a variety of carbon-containing molecules and dust to form, such as SiC$_2$. In O-rich envelopes, silicates such as pyroxene and olivine ($\text{Mg}_x\text{Fe}_{(1−x)}\text{SiO}_3$ and $\text{Mg}_{2x}\text{Fe}_{2(1−x)}\text{SiO}_4$) form.

SiO also has a high binding energy, although slightly lower than that of CO. However, its abundance is predominantly determined by the initial abundance of Si and therefore has a smaller impact on the composition of the CSE than CO (Matsuura et al. 2005; Gail et al. 2009).

1.2.3 Structure and chemistry of PNe

Planetary nebulae, like their AGB progenitors, play host to a variety of gas and dust species, although the high levels of ionising radiation break down many of these in close proximity to the star. Kimura, Gruenwald & Aleman (2012) have constructed a detailed model that examines the structure of and chemical reactions occurring within planetary nebulae. The structure of the nebulae is broken down into four distinct regions: the $\text{H}^+$ dominated region, the $\text{H}^0$ dominated region, the $\text{H}_2$ dominated region and finally the CO dominated region, with the $\text{H}^+$ and CO regions corresponding to the innermost and outermost zones of the nebula envelope respectively. Only the densest planetary nebulae will have sufficient circumstellar material to absorb all the CO-dissociating photons and allow the presence of a CO region. In the ‘standard model’ nebula of Kimura, Gruenwald
& Aleman (2012) with a hydrogen density of $10^5 \, \text{cm}^{-3}$, the CO-dominated region begins at $\sim 1.8 \times 10^{17} \, \text{cm}$.

Within regions of the envelope that are exposed to the high levels of UV radiation emitted by the star, a large number of atomic and molecular ions form. This environment produces high levels of emission in the form of optical recombination lines (ORL) from a variety of species and transitions. These regions also produce bright transitions in the form of collisionally excited lines (CEL). For further information on collisional and recombination transitions, see Sect. 1.4.5. In the outer regions of a nebula, the envelope is essentially the remnant of the progenitor AGB CSE, and a large number of molecular and dust species can be detected. NGC 7027, for example, has a highly ionised region that is visible in the optical, but also has a large number of molecular species in the outer regions of the envelope which have been detected in the infrared and submillimeter.

### 1.3 The s-process

A number of different nuclear processes occur over the course of a low-to-intermediate mass star’s lifetime. The largest fraction of nucleosynthesis relates to the hydrogen burning (via either the pp chain or CNO cycle) or helium burning (via the triple-$\alpha$ reaction). Despite not producing sufficiently high temperatures and pressures within the core to induce carbon burning, AGB stars can produce heavier elements in moderate amounts by several processes.

The $s$-process, or slow neutron capture process, is the method by which neutrons are captured onto low mass elements in relatively low neutron flux and temperatures (Herwig 2005; Lugaro & van Raai 2008). In fact, the $s$-process is responsible for the production of approximately half of the elements heavier than iron (Goriely & Siess 2005 and references therein). The neutrons required for this process are produced in one of two ways:
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\[ ^{13}\text{C} + \alpha \rightarrow ^{16}\text{O} + n \]

or

\[ ^{22}\text{Ne} + \alpha \rightarrow ^{25}\text{Mg} + n. \]

The former reaction is the primary production process for neutrons in AGB stars of mass \(<\ 4\ M_\odot\). The latter reaction only becomes dominant at temperatures greater than 300 MK, found in stars of mass \(>\ 4\ M_\odot\). Elements like \(^{14}\text{N}\) and \(^{13}\text{C}\) can also act as neutron poisons, inhibiting the s-process by absorbing neutrons:

\[ ^{14}\text{N} + n \rightarrow ^{14}\text{C} + p, \]

\[ ^{13}\text{C} + n \rightarrow ^{14}\text{C} + \gamma, \]

with the latter reaction having a significantly lower reaction cross-section than the former: \(^{13}\text{C}\) is a less effective neutron poison.

\(^{22}\text{Ne}\) can be produced in pulse driven convective zones by consecutive \(\alpha\) captures: \(^{14}\text{N} \rightarrow ^{18}\text{O} \rightarrow ^{22}\text{Ne}\). The abundance of \(^{13}\text{C}\) required for the s-process to occur is greater than that produced in equilibrium by the CNO cycle. In order to reach this abundance, protons from the hydrogen-rich convective envelope must be mixed into the inter-shell region (see Fig. 1.4) after a third dredge up and there are a number of suggested mechanisms for this (see Lattanzio & Lugaro 2005 for further information). \(^{13}\text{C}\) is then produced through the absorption of a proton by a \(^{12}\text{C}\) nucleus and the subsequent \(\beta^+\) decay of the \(^{13}\text{N}\) product.

With each TP following the initiation of s-process production, more and more s-process elements are mixed into the convective layers of the star. From there, these are transported to the surface, altering the surface composition of the star with every TP.
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Figure 1.7: Examples of orbital shapes for $l = 0, 1$ and 2. Taken from Bodner Research Web page (2011).

1.4 Overview of spectral theory

1.4.1 Electronic transitions

Four quantum numbers are used to describe the state of an electron. The first, $n$, is the principle quantum number. In Bohr’s theory of atomic structure, electrons can only inhabit certain energy levels (also known as shells or orbitals). The principle quantum number represents the shell inhabited and must be an integer (see Herzberg & Spinks 1944 and Walter 2000 for further details). The azimuthal quantum number, $l$, represents the shape of an orbital, examples of which are shown in Fig. 1.7, and can take integer values $0 \leq l \leq (n - 1)$. $m$, the magnetic quantum number, represents the orientation of the orbital ellipse and has allowed values $-l \leq m \leq +l$ in integer steps. The final quantum number, $s$, represents the spin of the electron and can take values of $\pm \frac{1}{2}$.

In a similar fashion to electrons, atoms also may be described by quantum numbers. Four dictate the electronic state of the atom: the principal quantum number, $N$; the total orbital angular momentum, $L$, with magnitude equal to any allowed vectorial sum of $l$; the total spin of the electrons, $S$, is the vector sum of the individual spins, $s$, of the electrons; and the total electron angular momentum, $J$, which may take values $|L - S| \leq J \leq (L + S)$ in integer steps.
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There are further quantum numbers for atoms: \( I \), dictating the net spin of the nucleus, \( M \), the magnetic quantum number (taking values of \(-J \leq M \leq J\) in integer steps) and \( F \), the vector sum of \( I \) and \( J \), representing the total momentum of the atom. \( F \) may take values of \(|J - I| \leq F \leq J + I\) in integer steps.

Interactions between the electron and the nucleus give rise to fine and hyperfine splitting of the levels. Fine splitting is caused by the interaction between the spin of the electron and the orbital angular momentum, represented by \( J \). Therefore, for a particular \( N \), there will be one or more values of \( J \), each one representing a component of fine splitting.

Hyperfine splitting is the result of the interaction of the nuclear spin with the orbiting electrons (represented numerically by \( F \)). For a particular \( N \) and \( J \), there will be one or more values of \( F \), each one being a component of hyperfine splitting. This is more easily shown diagrammatically, as in Fig. 1.8.

Electrons can be promoted up energy levels in the atom either by absorption of an incident photon or collisional excitation. These excited electrons may decay
to lower states via collisional de-excitation, stimulated emission or spontaneous emission. Further details on transition mechanisms can be found in Sect. 1.4.5.

Looking simply at the physical structure, it could appear that a vast number of transitions are possible. However, many of these are not observed. Selection rules exist for atoms (and ions and molecules) which determine whether a particular transition has a high probability of occurring or a low probability of occurring. These rules, for high probability transitions in simple systems, are:

- $\Delta L = 0, \pm 1$,
- $\Delta l = 1$,
- $\Delta J = 0, \pm 1$ except $J = 0 \rightarrow 0$,
- $\Delta S = 0$,
- $\Delta M = 0 \pm 1$ except $M = 0 \rightarrow J = 0$ if $\Delta J = 0$,

where all quantum numbers are as described previously. Those transitions that conform to the selection rules are known as allowed transitions and those that do not are known as forbidden transitions. Forbidden transitions, despite their name, can be observed in low-density environments such as planetary nebulae. The mean free path in these low-density environments is sufficiently long that the excited electron has time to decay radiatively. This would not occur elsewhere as the particle would collide with another before the emission were possible (further information about collisional de-excitation can be found in Sect. 1.4.5). In environments like planetary nebulae, these forbidden transitions are often the brightest observed lines.

1.4.2 Rotational and vibrational transitions

Transitions are not restricted solely to electronic transitions in atoms or ions. Rotational and vibrational transitions exist in molecules (in addition to electronic
transitions). Vibrational energy states are caused by the bonding between atoms behaving in a similar manner to a harmonic oscillator. The bond between the two or more molecules may vibrate, stretch or bend. A pictorial representation is shown in Fig. 1.9.

In quantum mechanics, angular momentum of molecules is also quantised, leading to rotational energy levels which may be excited in a similar way to electronic energy levels. For a given electronic state, there is a series of rotational states which may be excited. These rotational energy levels may also undergo fine and hyperfine splitting. The fine splitting is caused by interactions between an electron and the rotation of the molecule (represented, again, by $J$) and hyperfine structure is caused by the interaction between the nuclear spin and $J$, represented by $F$ (Milam, Woolf & Ziurys 2009; Skatrud et al. 1983; Chabay & Sherwood 2010; Brown & Carrington 2003). The rotational energy level structure of $^{12}$CN is shown in Fig. 1.10 including the fine and hyperfine components.

1.4.3 Radiative transfer

The lines seen in observations are caused by large-scale emission or absorption from regions of gas. As electromagnetic radiation passes through a pocket of material, it may be absorbed and excite vibrational, rotational or electronic states in the atoms, ions or molecules. This causes the intensity of the radiation passing through to decrease:

$$dI = -\kappa_\nu I_\nu ds,$$

where $dI_\nu$ is the change in intensity of incident radiation when passing through a volume of material of depth $ds$, initial intensity at a particular frequency, $\nu$, is given by $I_\nu$ and $\kappa$ is a parameter called the absorption coefficient of the material. This dictates the amount of incident radiation absorbed per unit depth of material travelled through (Tielens 2005; Dyson & Williams 1997).
The gas may also undergo emission, parameterised by the following equation:

\[ dI_\nu = \epsilon_\nu ds, \]

where \( \epsilon\nu \) is the emissivity of the material at a given frequency per unit depth.

The net change in intensity of the radiation per unit depth is simply a combination of the two:

\[ \frac{dI_\nu}{ds} = \epsilon_\nu - \kappa_\nu I_\nu, \]

and this is known as the equation of radiative transfer (Dyson & Williams 1997;
An important factor may be defined from $\kappa$: the optical depth of material at a given frequency, $\tau_\nu$. This is expressed as:

$$\tau_\nu = \int_{s}^{s_0} \kappa_\nu ds,$$

where $s$ and $s_0$ are the beginning and end points between which the radiation travels. The optical depth gives the absorption of the radiation through matter, independent of the amount of matter travelled through. The optically thick limit is defined when $\tau_\nu \geq 1$ and optically thin when $\tau_\nu \ll 1$. These cases are important when investigating abundance, ionic and isotopic ratios from emission lines. In carbon-rich AGB stars, many of the most abundant molecules often emit in optically thick transitions (e.g. CO and HCN).
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1.4.4 Brightness temperature

Many astronomical objects are approximated as black bodies (a perfect absorber/emitter of radiation). Black bodies emit radiation according to the Planck Law:

\[ B_\nu(T) = \frac{2\hbar\nu^3}{c^2} \frac{1}{\exp(h\nu/k_B T) - 1}, \]

(1.4)

where \( B_\nu(T) \) is the energy emitted at a frequency \( \nu \) by a black body of temperature \( T \) and is known as the Planck Function. The Planck Law can also be written in terms of wavelength, see Rybicki & Lightman (2008) for further details. Examples of black body spectra at various temperatures are shown in Fig. 1.11.

Two important limiting cases to the Planck Law are often used. In the regime
where \( h\nu \ll k_BT \), the Planck Law reduces to the Rayleigh-Jeans Law:

\[
I_{\nu}^{RJ}(T) = \frac{2\nu^2}{c^2}k_BT.
\]

In the case where \( h\nu \gg k_BT \), the Wien Law is obtained:

\[
I_{\nu}^{W}(T) = \frac{2h\nu^3}{c^2} \exp\left(-\frac{\nu}{k_BT}\right).
\]

Objects that do not behave as black bodies can be assigned a brightness temperature, which is the temperature that a black body would require to reproduce the observed intensity of radiation at a particular frequency.

Further details, including derivations, of the Planck, Rayleigh-Jean and Wien Laws may be found in Rybicki & Lightman (2008).

### 1.4.5 Transitions in two-level systems

There are a number of methods by which transitions may occur. Firstly, to be promoted up and down energy levels in the atom, ion or molecule (which shall henceforth be referred to as the particle), an excitation or de-excitation process must occur. A particle may be excited either radiatively, by absorbing a photon and being promoted to a higher energy state, or collisionally, by interaction with another particle. In order to be de-excited, the particle may undergo spontaneous emission, stimulated emission or collisional de-excitation. Stimulated (where emission is induced by an incident photon) and spontaneous emission are both radiative processes and result in the emission of a photon. These processes are shown schematically in Fig. 1.12.

A particle may also become ionised (or further ionised in the case of ions) as a result of the radiative and collisional interactions detailed above, if the energies involved are great enough. The reverse process, recombination can also occur. Emission lines resulting from the recombination of electrons and ions are visible in the highly ionised environments of planetary nebulae.
Figure 1.12: Radiative and collisional causes of transitions. Filled circles denote initial state occupied, photons are indicated by sinusoidal arrows and direction of energy level change is represented by the straight arrow.

The rates by which the bound-bound radiative processes occur are defined by a combination of Einstein’s A and B coefficients, the intensity of the radiation field $U_\nu$ and the populations in each of the levels $i$ and $j$. Level $i$ is defined as the lower level and $j$ the upper, giving the following relations:

- Rate of absorption = $U_\nu B_{ij} n_i$,
- Rate of spontaneous emission = $A_{ji} n_j$,
- Rate of stimulated emission = $U_\nu B_{ji} n_j$,

where $n_i$ and $n_j$ are the populations of levels $i$ and $j$ respectively. The rates of collisional excitations and de-excitations are defined in a similar manner:

- Rate of collisional excitation = $nn_i q_{ij}$,
- Rate of collisional de-excitation = $nn_j q_{ji}$,
where \( q_{ij} \) is the collisional rate coefficient from level \( i \) to level \( j \). Finally, the rates of radiative ionisation and recombination can be expressed:

- Rate of radiative recombination = \( n_e n_j \alpha_{ij} \),
- Rate of radiative ionisation = \( 4\pi n_i \int_{\nu_0}^{\infty} \frac{J(\nu)}{\nu^2} a_i(\nu) d\nu \),

where \( \alpha_{ij} \) is the radiative recombination coefficient, \( a_i(\nu) \) is the photoionisation cross-section, \( J(\nu) \) is the mean intensity of ionising photons and \( \nu_0 \) is the minimum frequency for ionisation.

These formulae can be used in combination, depending upon the situation at hand, to identify rates of change of population with respect to time or, if equilibrium is assumed, the relevant formulae may be equated. For example, in an equilibrium system where both collisional and ionisation effects may be neglected, the bound-bound radiative rates may be equated:

\[
U_\nu B_{ij} n_i = A_{ji} n_j + U_\nu B_{ji} n_j.
\]

### 1.4.6 Maser emission

Masers (Microwave Amplification of Stimulated Emission of Radiation) have a number of distinct features in their emission spectra: they often show an unusually narrow line profile and are often abnormally bright both with respect to lines of other species and to other lines in the masing species spectra. In non-masing systems, lower energy states of particles are more highly populated than those of the higher energy states. For a maser to be produced, a population inversion must be present: an over-population of a higher energy state with respect to a lower energy state. This inversion can lead to the production of an intense line from a single transition: the maser.

A population inversion is formed by a pumping mechanism, often a series of transitions leading to the masing transition, for which a canonical example
Figure 1.13: Schematic view of a canonical three-level maser. The levels increase in energy with height.

is shown in Fig. 1.13. If a population inversion is to be created in Fig. 1.13, and the levels are labelled as 1, 2 and 3 for the lower, middle and upper levels respectively, the rate of decay from level 3 to level 2, $R_{32}$, must be less than the rate of decay from level 2 to level 1, $R_{21}$. Additionally, $R_{13}$, the rate of promotion from level 1 to level 3 must be greater than $R_{32}$. If this is satisfied, then the 3-2 transition forms a bottleneck, resulting in a population inversion.

In reality, pumping mechanisms can be made up of many levels and may be dependent on outside incident radiation. In the case of multiple levels, the rates of promotion and decay to the upper masing level must be higher than the decay from the upper to the lower masing level. Additionally, any decays from the lower masing level to the ground state (or lowest level used in the pumping mechanism) must also be higher than the decay from the upper to the lower masing level.

1.5 Thesis outline

The following chapters describe four projects predominantly based on spectroscopic observations of evolved stars and planetary nebulae to better understand
these complex objects and how they affect Galactic chemical evolution. The first project, Chapter 2, presents an in-depth millimeter molecular line survey of a sample of five AGB stars and planetary nebulae. The second, Chapter 3, details a study into 89.087 GHz HCN maser emission in carbon-rich circumstellar envelopes and presents a new detection of the 89.087 GHz maser in IRAS 15082-4808. The third, Chapter 4, describes the detailed radiative transfer modelling of CO in the circumstellar envelope of II Lup, one of the sample stars in Chapter 2.

The final project (Chapter 5) presents the results of a zinc abundance analysis of Galactic planetary nebulae. In Chapter 6, the results of each project are briefly summarised, the conclusions are set out and potential avenues for future work explored.
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Chapter 2

A molecular line survey of a sample of AGB stars and planetary nebulae

2.1 Introduction

Asymptotic giant branch (AGB) stars and planetary nebulae (PNe) are rich sites of dust and molecule formation. As a result, their spectra are full of a variety of transitions. A vast quantity of molecular species present in these objects emit in the millimeter region of the spectrum. From these spectral lines, a host of information can be gleaned, including the abundances and temperatures of species present as well as their extent in the envelopes of the host stars. Thus millimeter molecular line surveys are an ideal method of identifying the chemical composition and thermodynamic properties of the regions in which these species exist.

J-type stars are a sub-set of carbon-rich AGB stars with an unusually low $^{12}\text{C}/^{13}\text{C}$ ratio ($< 10$). It is thought that these could be the origin of presolar A+B grains: silicon carbide (SiC) grains with pre-Solar System origins, found in
Figure 2.1: Plot from Zinner (2003) showing the different origins of presolar grains and their carbon and nitrogen isotopic abundances. Y and Z type grains originate in AGB stars, X grains from supernovae and nova grains from novae.

meteorites which do not have a confirmed origin (see Fig. 2.1 for further details about the SiC presolar grains). By identifying and subsequently studying J-type stars in detail, we can ascertain the isotopic characteristics of these stars and compare them to the measured isotopic abundances found in these mysterious A+B grains.

Isotopic abundance calculations often require transitions to be optically thin to measure the relative abundances of two isotopologues. However, often the method used to measure, for example, the optical depth of CO transitions, requires a knowledge of the carbon isotopic ratio. Transitions with hyperfine structure alleviate this requirement as the relative intensities of the different components vary with increasing optical depth of the overall transition. By fitting these hyperfine components, the optical depth may be constrained and thus accurate.
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isotopic ratios determined.

This chapter details a millimeter molecular line survey carried out over a sample of carbon-rich AGB stars and two oxygen-rich PNe. The aim of this survey is to use high velocity-resolution spectra to identify molecules present in the targets, resolve hyperfine structure where possible and ultimately determine reliable column densities and isotopic ratios for all sources observed. This line survey is intended to compliment those previously carried out (e.g. Woods et al. 2003; Edwards & Ziurys 2013; Ramstedt & Olofsson 2014) by fully resolving the lines and subsequently analysing both the line profiles and hyperfine structures of the transitions identified.

2.2 Observations

2.2.1 Targets

The sample comprises of five sources: three galactic carbon stars and two oxygen-rich planetary nebulae. These targets were selected due to their high brightness and their position. The brighter sources were more likely to be detected in multiple molecular transitions than the dimmer objects and their positions were such that they were observable at Mopra for long periods of time during the observing run. In the case of the AGB stars, their carbon-rich, mass-losing nature. Further details about the sources can be found in Table 2.1.

IRAS 15194-5115

IRAS 15194-5115, also known as II Lup, is the brightest carbon star in the southern hemisphere at 12 µm and the third brightest in both hemispheres at 12 µm, with only IRC+10216 and CIT 6 being brighter (Nyman et al. 1993). It has a pulsation period of 575 days (Feast, Whitelock & Marang 2003). The mass-loss rate for this star has been found from non-local thermodynamic equilibrium ra-
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Table 2.1: Source and coordinate list

<table>
<thead>
<tr>
<th>Source</th>
<th>Alternative Name</th>
<th>RA</th>
<th>Dec</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRAS 15194-5115</td>
<td>II Lup</td>
<td>15 23 05.07</td>
<td>-51 25 58.7</td>
<td>C-AGB</td>
</tr>
<tr>
<td>IRAS 15082-4808</td>
<td>RAFGL 4211</td>
<td>15 11 41.89</td>
<td>-48 20 01.3</td>
<td>C-AGB</td>
</tr>
<tr>
<td>IRAS 07454-7112</td>
<td>AI Vol</td>
<td>07 45 02.80</td>
<td>-71 19 43.2</td>
<td>C-AGB</td>
</tr>
<tr>
<td>IRAS 14192-4355</td>
<td>IC 4406</td>
<td>14 22 26.278</td>
<td>-44 09 04.35</td>
<td>O-PN</td>
</tr>
<tr>
<td>IRAS 18021-1950</td>
<td>NGC 6537</td>
<td>18 05 13.104</td>
<td>-19 50 34.88</td>
<td>O-PN</td>
</tr>
</tbody>
</table>

diuvative transfer models to be $1 \times 10^{-5} \, M_\odot \, yr^{-1}$ (Ryde, Schöier & Olofsson 1999; Woods et al. 2003). Distance estimates in literature studies are between 600-1200 pc (Nyman & Olofsson 1995; Woods et al. 2003).

**IRAS 15082-4808**

IRAS 15082-4808, also known as RAFGL 4211, is also a mass losing, carbon-rich AGB star. Its mass loss rate has been derived from models to be approximately $1 \times 10^{-5} \, M_\odot \, yr^{-1}$ (Groenewegen et al. 2002). The distance to this star according to the literature ranges between 640 pc and 1500 pc with the general consensus between 640 and 850 pc (Woods et al. 2003; Nyman & Olofsson 1995).

**IRAS 07454-7112**

IRAS 07454-7112 is a mass losing, carbon-rich Mira variable star (Menzies, Feast & Whitelock 2006). As a bright infrared star, this source has been part of several line surveys in the past as well as being studied in-depth by Nyman & Olofsson (1995) and Woods et al. (2003). The distance of this source varies in the literature from 710 pc to 850 pc (Woods et al. 2003; Menzies, Feast & Whitelock 2006), and its mass loss rate has been modelled as $\sim 10^{-5} \, M_\odot \, yr^{-1}$ (Nyman & Olofsson 1995).
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IC 4406

IC 4406 is an oxygen-rich, bi-polar planetary nebula with a molecular envelope. It has a collimated outflow parallel to the major axis of the nebula, and because of this outflow, there is a strong dependence of the shape of the line profile with changing position across the nebula, as shown by Sahai et al. (1991). The central star temperature has been found to be $8 \times 10^4$ K from three dimensional photoionisation modelling (Gruenwald, Viegas & Broguiere 1997). This nebula has been shown through both observation and modelling to have a cylindrical structure and extends over a region approximately 100" by 30" (Faes, Costa & Morisset 2011). A Hubble Space Telescope (HST) image of this nebula is shown in Fig. 2.2.

NGC 6537

NGC 6537, also known as the Red Spider Nebula, is a type I (rich in helium and nitrogen), bi-polar planetary nebula with outflows extending out to an angular size of 100" in the direction NE-SW. The central star temperature is $2 \times 10^5$ K.
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A small, opaque, dusty torus exists at 2-4″ from the centre with an asymmetric cavity, found by Matsuura et al. (2005) from HST Hα and Hβ maps. Sabin, Zijlstra & Greaves (2007) show, through maps taken with the Submillimetre Common-User Bolometer Array (SCUBA), that the central region of the nebula is approximately 20″ in diameter and appears to have a toroidal structure. A HST image of this nebula is shown in Fig. 2.2.

2.2.2 Telescope

The data were obtained using the 22 m Mopra telescope, situated approximately 450 km from Sydney, Australia. The 3 mm Monolithic Microwave Integrated Circuit (MMIC) receiver in June 2010 was used in conjunction with the Mopra Spectrometer (MOPS), in broadband mode for all observations. The MMIC receiver has a frequency range of 77-116 GHz and works in single-sideband mode.

The use of broadband mode with MOPS gives an observable frequency range of 8 GHz, split into 4 overlapping bands, each with 2048 channels over a 2.2 GHz frequency range, as shown schematically in Fig. 2.3. The band edges suffer from noise, but the overlap given in this set up compensates well for this so little data is lost. Three frequency set-ups were used to observe each source: 84.5–92.5 GHz, 90.5–98.5 GHz and 107.5–115.5 GHz, with the region between 98.5 GHz and 107.5 GHz unobserved.

The observations for this project (ID: M530) were taken over ten days: 18/06/2010 to 27/06/2010. The rms noise on a typical spectrum was 0.01 K. The efficiency of Mopra at this frequency is ~0.5, the sensitivity is 22 Jy/K (converting from corrected antenna temperature) and the beam size at 90 GHz is 38″.
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2.2.3 Data reduction and line identification

The observations were made in position-switching mode, meaning that observations were taken in on/off source pairs. The on-off quotient\(^2\) was created from these pairs and their corresponding \(T_{\text{sys}}\) (system temperature) and the resulting spectrum is the antenna temperature corrected for atmospheric and systematic effects, referred to henceforth as \textit{corrected antenna temperature}. The main beam temperature is obtained by dividing the corrected antenna temperature by the efficiency of the telescope which varies with frequency. The main beam efficiency is documented as 0.49 at 78 GHz and 0.42 at 116 GHz\(^3\). Therefore, for this data, the efficiency was taken to be 0.49 between 84.5 GHz and 98.5 GHz and 0.42 between 107.5 GHz and 115.5 GHz.

The data were reduced using the ATNF Spectral Analysis Package (ASAP). The on/off observations were matched in time and the resultant spectrum formed. The polarisations of each set of observations were averaged, weighted by the system temperature. Multiple observations of each source in each frequency set-up were taken and thus needed to be coadded. However, some observations were

\(^2\)The quotient is defined as: \(T_{a}^{*} = \frac{ON-OF F}{OFF}T_{\text{sys}}\).
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taken during poor weather and/or suffered from severe baseline rippling. To remove the poor data prior to coadding, the spectrum of each individual observation had a 3rd degree polynomial baseline temporarily fitted and subtracted. Those observations that were badly affected were flagged and removed from all further analysis. The remaining spectra (taken before the polynomial baseline subtraction) were then averaged in time, weighted by the system temperature. A 3rd degree polynomial baseline was fitted to the averaged spectrum and subtracted to remove any remaining baseline rippling.

The spectra were inspected by eye for strong lines. These lines were then identified using the NIST and Splatalogue databases (Lovas 1992; Markwick-Kemper, Remijan & Fomalont 2006). All other transitions of those identified species that lay within the observed frequency range were searched for. In cases where it was unclear as to which species was the cause of a particular line, all observable transitions of each of the candidate species were examined for further detections. In most cases, this resulted in a clear identification of the line. However, if a major transition of a particular species was not detected, the corresponding minor transitions of the same species were not searched for (e.g. unusual vibrational transitions), unless the spectrum of the major transition suffered from a high level of noise. The same logic was applied to isotopologues: if transitions of the most common isotopologue were undetected, transitions of the rarer isotopologues were not searched for.

The final spectra are shown for each source in 0.3 GHz segments in Appendix A. These have been corrected for source local standard of rest (LSR) velocities, which have been taken as: -15.0 km/s (IRAS 15194-5115, De Beck et al. 2010), -0.76 km/s (IRAS 15082-4808, Smith, Zijlstra & Fuller 2014), -38.9 km/s (IRAS 07454-7112, Risacher & van der Tak 2009), -44.5 km/s (IC 4406, Sahai et al. 1991) and 10.0 km/s (NGC 6537, Edwards & Ziurys 2013).
2.3 Line profiles

The spectral lines observed from circumstellar envelopes (CSEs) have distinctive profiles that are affected greatly by both the optical depth of the emitting region and the size of the telescope beam with which it is observed. From these shapes we can ascertain the extent of the emitting region relative to the beam, the motion of the emitting molecules and the optical depth of the emitting species. In order to derive the profiles of the observed lines, a number of assumptions must be made:

1. The CSE is spherically symmetric;
2. Mass loss rate is constant with time;
3. The expansion velocity is constant with radius;
4. The local line width due to thermal motions and turbulence at any point in the envelope is much less than that created from Doppler broadening due to the expansion of the envelope;
5. The central star is negligible in size in comparison to the size of the envelope.

The assumption of constant expansion velocity with radius does not hold in the innermost regions of the CSE where the majority of the wind acceleration occurs. However, this region is extremely small when compared with the overall size of the envelope. Assumptions 1 and 2 have been examined in the literature and clumpy or anisotropic structures in CSEs have been reported. This should be kept in mind when comparing these theoretical curves to observations. Assumptions 4 and 5 are commonly found to be true in observations.

Using the above assumptions, it is possible to derive expressions for the line profiles as a function of observed velocity, first derived in Morris (1975) using the Sobolev (1960) approximation. What follows is a summary of this derivation; further details may be found in Morris (1975) and Sobolev (1960).
Figure 2.4: Schematic view of a line of sight passing through a CSE. The dashed lines represent line of sights to the observer (assumed at infinity) with the observation centred on the star.

Consider a line of sight passing through a region of a CSE, as depicted in Fig. 2.4 (left-most dashed line). The observed velocity of the line emitted by an infinitely small region of the CSE along the line of sight is given by:

\[ v_o = v_r \frac{z}{r}, \]  

where \( v_o \) and \( v_r \) are the observed velocity and radial expansion velocity respectively and \( z \) and \( r \) are defined in Fig. 2.4. The contribution to the brightness temperature, \( T_b \) of the transition observed from the CSE in this line of sight is:

\[
T_b(p, v_o) = \frac{c^2}{2k_B \nu^2} [B_{\nu0}(T_{ex}(r)) - B_{\nu0}(T_{bgd}(r))] \left(1 - e^{-\tau(p, v_o)}\right) \\
= j(r) \left(1 - e^{-\tau(p, v_o)}\right),
\]  

(2.2)
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Figure 2.5: Pictorial representation of each annulus being integrated over in Equ. 2.3 for each given $p$. The left image has the line of sight coming out of the page and in the right, the orientation is the same as for Fig. 2.4. The grey regions represent the integration area for a given $p$ at velocity $v_o$. Once integrated over all possible $p$, this results in a cone-shaped region with uniform observed velocity.

where $\nu_0$ is the rest frame frequency, $B_{\nu \phi}$ is the Planck function at a temperature $T$ which is dependent solely upon the distance, $r$, of the considered region of the envelope from the star and not the projected distance, $p$, given a particular line of sight. $\tau(p, v_o)$ is the optical depth of the region at a projected distance from the centre given a particular line of sight with the observed velocity $v_o$. $T_{\text{ex}}$ and $T_{\text{bkgd}}$ are the excitation temperatures of the transition and background respectively (e.g. the cosmic microwave background).

In reality, the telescope response must also be taken into account with the telescope response function, $G(p, R_{\text{beam}})$, but for the case when the source is unresolved, this may be taken as constant, $G$, when integrated over the source. Integrating each annulus given by a particular $p$ over all possible $p$ for a given $v_o$ (see Fig. 2.5 for a pictorial representation of the annuli being integrated) results in the following:
Figure 2.6: Line profiles emitted from an uniformly outwardly expanding, isotropic circumstellar envelope. Figure based upon Fig. 7.1 of Zuckerman (1987).

\[ T_b(v_o) = G \int_0^{p=p_{\text{max}}(v_o)} j(r) \left( 1 - e^{-\tau(p,v_o)} \right) 2\pi pdp, \]  

(2.3)

where \( p_{\text{max}}(v_o) \) is the maximum projected distance from the centre of the envelope whose line of sight contains the velocity component \( v_o \). \( T_b(v_o) \) is the intensity of the line in temperature units at \( v_o \).

### 2.3.1 Optically thin limit

In the optically thin regime, \( \tau \ll 1 \) and therefore \( 1 - e^{-\tau} \to \tau \). As defined by Morris (1975),

\[ \tau(p,v_o) = \alpha(r)n(r)p \frac{\Delta v}{v_r} \left( 1 - \left( \frac{v_o}{v_r} \right)^2 \right)^{-\frac{3}{2}}, \]  

(2.4)
where $\alpha(r)$ is the absorption coefficient, $n(r)$ is the density of the emitting molecule and $\Delta v$ is the local line width. Combining Equ. 2.3 and 2.4 in the optically thin limit, and utilising the relation $r^2dr = (1 - (v_o/v_r)^2)^{-\frac{3}{2}}p^2dp$ as derived from Equ. 2.1, leads to the following relation:

$$T_b(v_o) = 2\pi G \frac{\Delta v}{v_r} \int_0^{r=R} j(r)\alpha(r)n(r)r^2dr, \quad (2.5)$$

which has no dependence upon $v_o$, save that $|v_o| \leq v_r$. Therefore in the optically thin limit, the line profile is a top-hat function. If the envelope is resolved, $G$ cannot be taken as constant over the source and what results is a reduction in intensity in the central region of the profile, giving rise to the commonly-seen horned profile. These cases are shown in Fig. 2.6.

### 2.3.2 Optically thick limit

In the optically thick limit, $\tau \gg 1$ and therefore $1 - e^{-\tau} \to 1$. Substituting for $\tau$ and following the methodology applied for the optically thin case, for $|v_o| \leq v_r$:

$$T_b(v_o) = 2\pi G \left(1 - \left(\frac{v_o}{v_r}\right)^2\right) \int_0^{r=R} j(r)rdr, \quad (2.6)$$

which again has an integral independent of $v_o$. $T_b$ is dependent upon $-v_o^2$, therefore the line profile in the unresolved, optically thick limit is a parabola. If the CSE were resolved, there would be a reduction in intensity in the central region, causing a flattening of the parabolic profile. These are also shown visually in Fig. 2.6. Both limits assume that the temperature is constant across the radius of the envelope.
Table 2.2: Details of all detected transitions. All molecular transitions relate to the ground vibrational state unless otherwise indicated. Transitions of the form $X_{y,z}$ are rotational transitions of asymmetric top molecules where $X$ relates to the branch of energy levels, $y$ and $z$ are the $K_{-1}$ and $K_{1}$ quantum numbers respectively. For further information on asymmetric top structure, see Cooke & Ohring (2012).

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Freq (GHz)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{30}$SiO</td>
<td>84.74617</td>
<td>J=2-1</td>
</tr>
<tr>
<td>HC$_3$N</td>
<td>85.20160</td>
<td>J=32-31</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.22933</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F_1$=2-1, $F=\frac{5}{2}$-$\frac{3}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.23276</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F_1$=2-1, $F=\frac{3}{2}$-$\frac{1}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.24771</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F_1$=1-0, $F=\frac{1}{2}$-$\frac{1}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.25695</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F_1$=1-0, $F=\frac{3}{2}$-$\frac{1}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.30397</td>
<td>N=1-0, J=$\frac{1}{2}$-$\frac{1}{2}$, $F_1$=1-1, $F=\frac{1}{2}$-$\frac{3}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.30769</td>
<td>N=1-0, J=$\frac{1}{2}$-$\frac{1}{2}$, $F_1$=1-1, $F=\frac{3}{2}$-$\frac{3}{2}$</td>
</tr>
<tr>
<td>C$^{13}$CH$^b$</td>
<td>85.31438</td>
<td>N=1-0, J=$\frac{1}{2}$-$\frac{1}{2}$, $F_1$=0-1, $F=\frac{1}{2}$-$\frac{1}{2}$</td>
</tr>
<tr>
<td>c-C$_3$H$_2$</td>
<td>85.33891</td>
<td>$2_{1,2}$-$1_{0,1}$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>85.63400</td>
<td>N=9-8, J=$\frac{19}{2}$-$\frac{17}{2}$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>85.67257</td>
<td>N=9-8, J=$\frac{17}{2}$-$\frac{15}{2}$</td>
</tr>
<tr>
<td>$^{29}$SiO</td>
<td>85.75920</td>
<td>J=2-1</td>
</tr>
<tr>
<td>H$^{13}$CN</td>
<td>86.34018</td>
<td>J=1-0</td>
</tr>
<tr>
<td>SiO</td>
<td>86.84700</td>
<td>J=2-1</td>
</tr>
<tr>
<td>HN$^{13}$C</td>
<td>87.09086</td>
<td>J=1-0</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>87.28416</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=1-1$</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.31693</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=2-1$</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.32862</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=1-0$</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.40200</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=1-1$</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.40717</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=0-1$</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>87.44651</td>
<td>N=1-0, J=$\frac{3}{2}$-$\frac{1}{2}$, $F=1-0$</td>
</tr>
<tr>
<td>H$^{13}$CCCN</td>
<td>88.16683</td>
<td>J=10-9</td>
</tr>
<tr>
<td>HCN</td>
<td>88.63185</td>
<td>J=1-0</td>
</tr>
<tr>
<td>CCCN</td>
<td>89.04559</td>
<td>N=9-8, J=$\frac{19}{2}$-$\frac{17}{2}$</td>
</tr>
<tr>
<td>CCCN</td>
<td>89.06436</td>
<td>N=9-8, J=$\frac{17}{2}$-$\frac{15}{2}$</td>
</tr>
<tr>
<td>HCN</td>
<td>89.08791</td>
<td>J=1-0, F=2-1 $v=(0,2,0)$</td>
</tr>
<tr>
<td>HCO$^+$</td>
<td>89.18853</td>
<td>J=1-0</td>
</tr>
<tr>
<td>HC$^{13}$CCN$^b$</td>
<td>90.59306</td>
<td>J=10-9</td>
</tr>
<tr>
<td>HCC$^{13}$CN$^b$</td>
<td>90.60179</td>
<td>J=10-9</td>
</tr>
<tr>
<td>HNC</td>
<td>90.66356</td>
<td>J=1-0</td>
</tr>
</tbody>
</table>

$^b$: blended transitions
### Table 2.2: – continued.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Freq (GHz)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiS</td>
<td>90.77156</td>
<td>J=5-4</td>
</tr>
<tr>
<td>HCCCN</td>
<td>90.97899</td>
<td>J=10-9</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>92.49427</td>
<td>J=2-1</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>93.06364</td>
<td>4$<em>{0,4}$ - 3$</em>{0,3}$</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>94.24539</td>
<td>4$<em>{2,3}$ - 3$</em>{2,2}$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>95.15032</td>
<td>N=10-9, J=$^{21}/2$-$^{19}/2$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>95.18894</td>
<td>N=10-9, J=$^{19}/2$-$^{17}/2$</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>95.57938</td>
<td>4$<em>{2,2}$ - 3$</em>{2,1}$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>96.14295</td>
<td>J=2-1</td>
</tr>
<tr>
<td>H$^{13}$CCCN</td>
<td>96.98300</td>
<td>J=11-10</td>
</tr>
<tr>
<td>CS</td>
<td>97.98095</td>
<td>J=2-1</td>
</tr>
</tbody>
</table>

**Band Gap**

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Freq (GHz)</th>
<th>Transition</th>
</tr>
</thead>
<tbody>
<tr>
<td>unidentified</td>
<td>107.973</td>
<td>...</td>
</tr>
<tr>
<td>$^{13}$CN</td>
<td>108.78020</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F_1$=2-1, $F$=3-2</td>
</tr>
<tr>
<td>$^{13}$CN</td>
<td>108.78237</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F_1$=2-1, $F$=2-1</td>
</tr>
<tr>
<td>$^{13}$CN</td>
<td>108.78698</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F_1$=2-1, $F$=1-0</td>
</tr>
<tr>
<td>CCCN</td>
<td>108.83427</td>
<td>N=11-10, J=$^{23}/2$-$^{21}/2$</td>
</tr>
<tr>
<td>CCCN</td>
<td>108.85302</td>
<td>N=11-10, J=$^{21}/2$-$^{19}/2$</td>
</tr>
<tr>
<td>SiS</td>
<td>108.92430</td>
<td>J=6-5</td>
</tr>
<tr>
<td>HCCCN</td>
<td>109.17364</td>
<td>J=12-11</td>
</tr>
<tr>
<td>C$^{18}$O</td>
<td>109.78217</td>
<td>J=1-0</td>
</tr>
<tr>
<td>$^{13}$CO</td>
<td>110.20135</td>
<td>J=1-0</td>
</tr>
<tr>
<td>CN</td>
<td>113.14419</td>
<td>N=1-0, J=$^{1}/2$-$^{1}/2$, $F$=1/2-$^{3}/2$</td>
</tr>
<tr>
<td>CN</td>
<td>113.17050</td>
<td>N=1-0, J=$^{1}/2$-$^{1}/2$, $F$=3/2-$^{1}/2$</td>
</tr>
<tr>
<td>CN</td>
<td>113.19128</td>
<td>N=1-0, J=$^{1}/2$-$^{1}/2$, $F$=3/2-$^{3}/2$</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.48812</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F$=3/2-$^{1}/2$</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.49097</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F$=5/2-$^{3}/2$</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.49964</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F$=1/2-$^{1}/2$</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.50891</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F$=3/2-$^{3}/2$</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.52043</td>
<td>N=1-0, J=$^{3}/2$-$^{1}/2$, $F$=1/2-$^{3}/2$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>114.18251</td>
<td>N=12-11, J=$^{23}/2$-$^{21}/2$</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>114.22104</td>
<td>N=12-11, J=$^{23}/2$-$^{21}/2$</td>
</tr>
<tr>
<td>CO</td>
<td>115.27120</td>
<td>J=1-0</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>115.38239</td>
<td>5$<em>{0,5}$ - 4$</em>{0,4}$</td>
</tr>
</tbody>
</table>

$^b$: blended transitions
2: MOLECULAR LINE SURVEY

2.4 Results

Listed in Table 2.2 are details of all the transitions detected in the sample. A total of 64 transitions were detected across all sources, including some blended hyperfine transitions.

One of the transitions detected in IRAS 15194-5115 could not be identified. Its observed frequency is approximately 107.973 GHz, assuming no significant velocity offsets with respect to the systemic velocity of the envelope. A number of different candidate species were identified as potentially causing this transition: e.g. c-HCCCD, (CH$_3$)$_2$CO and CH$_3$O$_{13}$CHO. However, these species have a large number of transitions within the observed frequency range and it would be expected that a number of other transitions would have also been detected. This is not the case. It is also possible that this transition could be an artefact of baseline ripple removal, although its strength and the stable baseline regions surrounding it make this option less likely. The line profile is unclear and thus constraints about the optical depth of this transition cannot be applied.

The peak intensities, integrated intensities and full line widths were measured for every transition in all five sources. For unblended transitions, the method was as follows. The spectra were smoothed, then a straight-line background was fitted to the data on either side of the line, usually using the regions offset from the line by ±50-100 km/s, to correct for any systematic offset of the spectrum from zero. The limits of the line were identified manually, the peak intensity of the line was measured, and the integrated intensity calculated using the trapezium rule approximation for integration between the line of the spectrum and background. The line width was measured as the full width at the base of the profile. These parameters are noted for all transitions in all sources in Table 2.3 (AGB star sample) and Table 2.4 (PN sample).

The blended transitions fell into two categories: separable blended transitions and unseparable blended transitions. The unseparable transitions were those
that were blended to such an extent that the edges and thus the extent of the overlap of the individual lines were indeterminable. The integrated intensities, peak intensities and line widths for these blends were taken for the overall blended line and are indicated as such in Tables 2.3 and 2.4. Examples include the CN transitions at $\sim 113.49$ GHz and the HC\textsuperscript{13}CN and HCC\textsuperscript{13}CN transitions at $\sim 90.6$ GHz.

The separable blended transitions are those that are on the limit of being blended, as for C\textsubscript{2}H, or have clearly defined components, as in C\textsuperscript{13}CH. These transitions have been fitted to measure the integrated intensity emanating from each component and these integrated intensities are listed individually in Tables 2.3 and 2.4.

### 2.4.1 Line fitting

**Pikaia**

In order to fit the line profiles of the spectra to disentangle the hyperfine structure of transitions and to ascertain the optical depth, an optimization routine is required. The routine chosen for this task is the Genetic Algorithm (GA) Pikaia, which is briefly described below. Further details on this routine may be found in Charbonneau (1995).

GAs are a class of optimization routine based upon the principle of “survival of the fittest” employed in nature to produce species that adapt to their environment. In nature, an individual in a population is more likely to survive and pass on its genetic material to offspring if it is well adapted to its environment, and those less well adapted are more likely to perish. In addition to this, genetic material may mutate between generations, producing either fitter or less fit individuals than the parents. Thus, a population slowly becomes more adapted to its surroundings by the elimination of environmentally-unsuitable genetic material.

This process can be mimicked in computing to produce highly robust optimiza-
Table 2.3: Detected transitions in the AGB star sample. Frequencies are given in GHz, the line peak, $T_{\text{peak}}$, is given in K, the integrated intensity, $\int Tdv$, is in K km/s and the full width of the line at the base of the line, $\Delta v$, is in km/s. All temperatures are given in corrected antenna temperatures. The efficiency of Mopra is 0.49 before the band gap and 0.42 after. The uncertainties on listed values are 5%, 15% and 17% for the line width, peak temperature and integrated intensity respectively.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Frequency (GHz)</th>
<th>$T_{\text{peak}}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
<th>$T_{\text{peak}}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
<th>$T_{\text{peak}}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{30}$SiO</td>
<td>84.74617</td>
<td>0.014</td>
<td>0.292</td>
<td>39.1</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HC$_5$N</td>
<td>85.2016</td>
<td>0.018</td>
<td>0.534</td>
<td>48.4</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.22933</td>
<td>0.011</td>
<td>0.457</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.23276</td>
<td>0.007</td>
<td>0.291</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.24771</td>
<td>0.003</td>
<td>0.125</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.25695</td>
<td>0.007</td>
<td>0.291</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.30397</td>
<td>0.003</td>
<td>0.125</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.30769</td>
<td>0.006</td>
<td>0.249</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_{13}$CH$^b$</td>
<td>85.31438</td>
<td>0.003</td>
<td>0.125</td>
<td>41.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>85.33891</td>
<td>0.042</td>
<td>0.975</td>
<td>43.6</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>H$_3$CN</td>
<td>86.34018</td>
<td>0.522</td>
<td>17.410</td>
<td>55.2</td>
<td>0.068</td>
<td>1.820</td>
<td>41.2</td>
<td>0.062</td>
<td>1.360</td>
<td>34.6</td>
</tr>
<tr>
<td>SiO</td>
<td>86.847</td>
<td>0.174</td>
<td>5.250</td>
<td>46.5</td>
<td>0.082</td>
<td>1.790</td>
<td>37.3</td>
<td>0.039</td>
<td>0.708</td>
<td>27.9</td>
</tr>
<tr>
<td>HN$_{13}$C</td>
<td>87.09086</td>
<td>0.024</td>
<td>0.590</td>
<td>48.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>87.28416</td>
<td>0.013</td>
<td>0.518</td>
<td>40.1</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.31693</td>
<td>0.128</td>
<td>5.144</td>
<td>40.1</td>
<td>0.042</td>
<td>1.537</td>
<td>36.9</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

$^b$: blended transitions
Table 2.3: continued.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Frequency (GHz)</th>
<th>IRAS15194-5115</th>
<th>IRAS15082-4808</th>
<th>IRAS07454-7112</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_2$H$^b$</td>
<td>87.32862</td>
<td>0.060</td>
<td>2.423</td>
<td>40.1</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.402</td>
<td>0.077</td>
<td>3.072</td>
<td>40.1</td>
</tr>
<tr>
<td>C$_2$H$^b$</td>
<td>87.40717</td>
<td>0.028</td>
<td>1.132</td>
<td>40.1</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>87.44651</td>
<td>0.014</td>
<td>0.543</td>
<td>40.1</td>
</tr>
<tr>
<td>H$^{13}$CCCN</td>
<td>88.16683</td>
<td>0.028</td>
<td>0.856</td>
<td>44.0</td>
</tr>
<tr>
<td>HCN</td>
<td>88.63185</td>
<td>0.506</td>
<td>14.800</td>
<td>56.5</td>
</tr>
<tr>
<td>CCCN</td>
<td>89.04559</td>
<td>0.022</td>
<td>0.691</td>
<td>44.0</td>
</tr>
<tr>
<td>CCCN</td>
<td>89.06436</td>
<td>0.023</td>
<td>0.667</td>
<td>42.6</td>
</tr>
<tr>
<td>HCN</td>
<td>89.08791</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HC$^{13}$CCN$^b$</td>
<td>90.59306</td>
<td>0.043</td>
<td>1.784</td>
<td>74.0</td>
</tr>
<tr>
<td>HCC$^{13}$CN$^b$</td>
<td>90.60179</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HNC</td>
<td>90.66356</td>
<td>0.097</td>
<td>3.221</td>
<td>44.6</td>
</tr>
<tr>
<td>SiS</td>
<td>90.77156</td>
<td>0.060</td>
<td>2.050</td>
<td>44.5</td>
</tr>
<tr>
<td>HCCCN</td>
<td>90.97899</td>
<td>0.098</td>
<td>3.174</td>
<td>44.4</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>92.49427</td>
<td>0.054</td>
<td>1.792</td>
<td>44.6</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>93.06364</td>
<td>0.066</td>
<td>1.870</td>
<td>42.5</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>94.24539</td>
<td>0.040</td>
<td>1.080</td>
<td>42.0</td>
</tr>
</tbody>
</table>

$^b$: blended transitions
Table 2.3: continued.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Frequency (GHz)</th>
<th>$T_{peak}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
<th>$T_{peak}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
<th>$T_{peak}$</th>
<th>$\int Tdv$</th>
<th>$\Delta v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_4$H</td>
<td>95.15032</td>
<td>0.045</td>
<td>1.500</td>
<td>45.0</td>
<td>0.025</td>
<td>0.465</td>
<td>41.6</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>95.18894</td>
<td>0.047</td>
<td>1.570</td>
<td>43.3</td>
<td>0.026</td>
<td>0.540</td>
<td>41.6</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>95.57938</td>
<td>0.034</td>
<td>1.040</td>
<td>43.1</td>
<td>0.025</td>
<td>0.595</td>
<td>38.0</td>
<td>0.012</td>
<td>0.177</td>
<td>26.2</td>
</tr>
<tr>
<td>C$^{34}$S</td>
<td>96.41295</td>
<td>0.025</td>
<td>0.738</td>
<td>43.6</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>H$^{13}$CCCN</td>
<td>96.983</td>
<td>0.017</td>
<td>0.437</td>
<td>43.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>CS</td>
<td>97.98095</td>
<td>0.306</td>
<td>10.340</td>
<td>42.1</td>
<td>0.208</td>
<td>6.350</td>
<td>41.2</td>
<td>0.101</td>
<td>2.000</td>
<td>28.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Band Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>unidentified</td>
</tr>
<tr>
<td>$^{13}$CN$^b$</td>
</tr>
<tr>
<td>$^{13}$CN$^b$</td>
</tr>
<tr>
<td>$^{13}$CN$^b$</td>
</tr>
<tr>
<td>CCCN</td>
</tr>
<tr>
<td>CCCN</td>
</tr>
<tr>
<td>SiS</td>
</tr>
<tr>
<td>HCCCN</td>
</tr>
<tr>
<td>$^{13}$CO</td>
</tr>
<tr>
<td>CN</td>
</tr>
<tr>
<td>CN</td>
</tr>
<tr>
<td>CN</td>
</tr>
</tbody>
</table>

$^b$: blended transitions
### Table 2.3: – continued.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Frequency (GHz)</th>
<th>$T_{\text{peak}}$</th>
<th>$\int T dv$</th>
<th>$\Delta v$</th>
<th>$T_{\text{peak}}$</th>
<th>$\int T dv$</th>
<th>$\Delta v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN$_b$</td>
<td>113.48812</td>
<td>0.109</td>
<td>1.099</td>
<td>112.5</td>
<td>0.171</td>
<td>7.916</td>
<td>127.4</td>
</tr>
<tr>
<td>CN$_b$</td>
<td>113.49097</td>
<td>0.111</td>
<td>3.280</td>
<td>77.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN$_b$</td>
<td>113.49964</td>
<td>0.058</td>
<td>1.530</td>
<td>39.6</td>
<td>0.026</td>
<td>0.602</td>
<td>43.2</td>
</tr>
<tr>
<td>CN$_b$</td>
<td>113.50981</td>
<td>0.026</td>
<td>0.602</td>
<td>43.2</td>
<td>0.030</td>
<td>0.698</td>
<td>43.2</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>114.18251</td>
<td>0.067</td>
<td>1.780</td>
<td>42.4</td>
<td>0.030</td>
<td>0.698</td>
<td>43.2</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>114.22104</td>
<td>0.067</td>
<td>1.780</td>
<td>42.4</td>
<td>0.030</td>
<td>0.698</td>
<td>43.2</td>
</tr>
<tr>
<td>CO</td>
<td>115.2712</td>
<td>0.493</td>
<td>18.670</td>
<td>51.2</td>
<td>0.597</td>
<td>18.850</td>
<td>41.4</td>
</tr>
<tr>
<td>CO</td>
<td>115.38239</td>
<td>0.493</td>
<td>18.670</td>
<td>51.2</td>
<td>0.597</td>
<td>18.850</td>
<td>41.4</td>
</tr>
</tbody>
</table>

$^b$: blended transitions

2.4: RESULTS
Table 2.4: Detected transitions in the PNe sample. Frequencies are given in GHz, the line peak, $T_{\text{peak}}$, is given in K, the integrated intensity, $\int T dv$, is in K km/s and the full width of the line at the base of the line, $\Delta v$, is in km/s. For the CO isotopologues in NGC 6357, the integrated intensity is that of the major peak only due to severe absorption being present in all these profiles. The linewidth of the CO isotopologues is across the whole profile, including the absorption region and secondary peak.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Frequency (GHz)</th>
<th>$T_{\text{peak}}$</th>
<th>$\int T dv$</th>
<th>$\Delta v$</th>
<th>$T_{\text{peak}}$</th>
<th>$\int T dv$</th>
<th>$\Delta v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{13}$CN</td>
<td>86.34018</td>
<td>0.025</td>
<td>0.357</td>
<td>52.4</td>
<td>0.021</td>
<td>0.330</td>
<td>24.3</td>
</tr>
<tr>
<td>HCN</td>
<td>88.63185</td>
<td>0.042</td>
<td>0.900</td>
<td>57.4</td>
<td>0.075</td>
<td>0.872</td>
<td>20.1</td>
</tr>
<tr>
<td>HCO$^+$</td>
<td>89.18853</td>
<td>0.031</td>
<td>0.804</td>
<td>55.3</td>
<td>0.043</td>
<td>0.454</td>
<td>18.1</td>
</tr>
<tr>
<td>HNC</td>
<td>90.66356</td>
<td>0.030</td>
<td>0.437</td>
<td>46.3</td>
<td>0.059</td>
<td>0.432</td>
<td>14.3</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>92.49427</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.020</td>
<td>0.183</td>
<td>17.5</td>
</tr>
<tr>
<td>$^{34}$S</td>
<td>96.41295</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.027</td>
<td>0.254</td>
<td>17.6</td>
</tr>
<tr>
<td>CS</td>
<td>97.98095</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.051</td>
<td>0.522</td>
<td>18.1</td>
</tr>
<tr>
<td>$^{18}$O</td>
<td>109.78217</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.066</td>
<td>0.352</td>
<td>49.3</td>
</tr>
<tr>
<td>$^{13}$CO</td>
<td>110.20135</td>
<td>0.030</td>
<td>0.448</td>
<td>53.5</td>
<td>0.396</td>
<td>2.252</td>
<td>45.5</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.14419</td>
<td>0.052</td>
<td>0.316</td>
<td>24.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.1705</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.48812</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.49097</td>
<td>0.071</td>
<td>2.055</td>
<td>101.8</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.49964</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CN$^b$</td>
<td>113.50891</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>115.2712</td>
<td>0.162</td>
<td>3.246</td>
<td>51.9</td>
<td>0.501</td>
<td>1.302</td>
<td>52.6</td>
</tr>
</tbody>
</table>

$^b$: blended transitions

Spectroscopic Studies of Evolved Stars and Planetary Nebulae
In biological systems, the genetic material that makes up an individual is stored in chromosomes. Genes are a portion of a chromosome that control a certain aspect of the physical organism (e.g. hair colour) and an allele is a specific form of that gene (e.g. brown hair, Sivanandam & Deepa 2007). This is implemented in PIKAIA, so the parameters given to an individual in a population are coded into chromosome-like structures made up of ‘genes’. For the initial population, the parameters are chosen using a random number generator over the entire X-dimensional parameter space. In subsequent generations, the parameters are constructed from the chromosomes and genes of the parents. The new parameters are formed using a crossover function which splits the chromosomes of the parents in two and substitutes one half of one chromosome from one parent for the corresponding half of another. A mutation may also occur on any given gene changing the parameters of the offspring further, the probability of which is defined by a mutation parameter set by the user. This results in two offspring solutions with a different combination of parameters to the parent solutions and the addition of the mutation inhibits the routine from converging to a local rather than global minima. The likelihood of a given individual solution being used as a parent for further solutions is proportional to its fitness, simulating the survival-of-the-fittest principle.

The reproduction plan chosen for this work was full generational replacement with elitism. This results in every member of the population being replaced every generation and the fittest individual saved with its parameters intact. This elite individual perpetuates through the generations until a fitter solution is created, at which point the elite individual is replaced with the superior individual.

GAs, in addition to their ability to reliably converge to global rather than local minima, have the benefit of being able to run over discontinuous functions as derivatives are not required.
C$_2$H

C$_2$H has six detected hyperfine components in IRAS 15194-5115 and four in IRAS 15082-4808. The hyperfine components may be used to constrain the optical depth without making an assumption about the $^{12}$C/$^{13}$C isotopic ratio within the source (see Sect. 2.1).

The profiles of C$_2$H have an unusual appearance due to the lines being partially blended. The individual hyperfine components have square profiles, with the brightest in IRAS 15194-5115 showing a slight horned profile, indicating that C$_2$H is just resolved in the beam of the telescope and is optically thin. The two-level step profiles are caused by two hyperfine transitions on the verge of blending and the three-step profiles are caused by two square profile transitions with a significant overlap, resulting in excess emission in the central region of the profile.

The assumption about optical depth from the line profile shape can be confirmed using the method of Fuller & Myers (1993), but in contrast to this method’s usage in that paper, the line profile is assumed to be a top-hat function rather than a Gaussian distribution.

The optical depth of the transition, $\tau$, is now found using:

$$\tau(v) = \tau \sum a_i \phi_i(v),$$

where $a_i$ is the relative intensity of hyperfine component $i$ and $\phi_i$ is the line profile of hyperfine component $i$, given by:

$$\phi_i = \begin{cases} 
1 & \text{if } (v_0 + v_i - \Delta v) < v < (v_0 + v_i + \Delta v) \\
0 & \text{otherwise},
\end{cases}$$

where $v_i$ is the offset velocity of component $i$ with respect to the reference velocity, $v_0$, and $\Delta v$ is the line half-width. The line may then be fitted using:
\[ T(v) = A \left( 1 - e^{-\tau(v)} \right) + C, \] (2.8)

where \( A \) is the amplitude and \( C \) is a constant to fit for any baseline offset from zero. It should, however, be noted that in the optically thin limit, this equation reduces to \[ T(v) = A\tau(v) + C, \] thus the amplitude and optical depth cannot be separately calculated in this limit.

The hyperfine structure was fitted to Equ. 2.7 and 2.8 using Pikaia. The results of the fitting are shown in Fig. 2.7. In both cases, the fitting suggests that the transition is optically thin. The resulting integrated intensities of each of the hyperfine components are listed in Table 2.3.

**C\(^{13}\)CH**

C\(^{13}\)CH has seven hyperfine components which in the spectrum of IRAS 15194-5115, are blended into three line-regions. The same approach as outlined above was applied to the C\(^{13}\)CH spectrum and again, the result was found to be optically thin. The results of the fitting are shown in Fig. 2.8. It should be noted, however, that these lines are subject to a low signal-to-noise ratio so the fits are less certain than those of C\(_2\)H. The resulting integrated intensities of each of the hyperfine components are listed in Table 2.3.

### 2.4.2 Detections in individual sources

**IRAS 15194-5115**

IRAS 15194-5115 had the largest number of detected transitions of all sources in the sample. CO and \(^{13}\)CO both show a sharp peak on the blueshifted edge of the line profile. This is caused by contamination from an interstellar cloud that lies in the same line of sight as IRAS 15194-5115, further details of which can be found in Nyman et al. (1987) and Nyman et al. (1993). When measuring the peak and
Figure 2.7: \( ^2 \text{H} \) fitted for hyperfine structure. The upper spectrum is that of IRAS 15195-5115 and the lower is that of IRAS 15082-4808. The blue line indicates the best fit to the data.

\( \text{(K)} \)
integrated intensities of these lines, the contaminant emission was removed and the line interpolated between the remaining points.

Transitions originating from silicon based molecules (e.g. SiO and SiC$_2$) have been detected, including the silicon isotopologues of SiO, allowing silicon isotopic ratios to be calculated.

Multiple $^{13}$C species were detected in this source including, but not limited to, the $^{13}$C isotopologues of HNC, CCH and HCCCN. Emission lines from molecules with a minor isotope of Si or S were also detected.

As explained in Sect. 2.3, the extent of emission and the optical depth of the transitions may be constrained by examining line profiles. CO, for example, has a flat topped parabolic profile with the $^{13}$CO counterpart displaying a horned profile, implying optically thick and thin resolved emission respectively.

HCN displays a Gaussian line shape which, as shown in Chapt. 3, can be well modelled by a blend of the three hyperfine components, each having a Gaussian velocity distribution.
IRAS 15082-4808

IRAS 15082-4808 had the second highest number of transitions of the sample. The most unusual detection made is that of the vibrational ($v_2=2$) HCN maser emission at 89.087 GHz. Ten of these masers, including this detection, have been found to date (Smith, Zijlstra & Fuller 2014; Lucas et al. 1986; Guilloteau, Omont & Lucas 1987; Lucas, Omont & Guilloteau 1988; Lucas & Cernicharo 1989). An in-depth study of this maser can be found in Chapter 3 and in Smith, Zijlstra & Fuller (2014).

The CN line at 113.499 GHz shows interesting structure. The blue shifted part of the spectrum shows a significantly shallower drop than that on the red. This is probably due to a blend of hyperfine lines causing the appearance of a shallower drop. Similarly the HC$_3$N 109.173 GHz line has this feature, but on the red shifted region of the spectrum and is also likely to be caused by a hyperfine blend.

Isotopologues of a number of species were detected in this source, including the carbon isotopologues of CS, CO and HCN and the sulphur isotopologues of CS.

IRAS 07454-7112

IRAS 07454-7112 has the lowest number of detected transitions in the AGB star portion of the sample. The lines have significantly lower intensities than in the previous two AGB stars. Many of the detected transitions have parabolic shapes and the remainder have too low a signal-to-noise ratio to reliably ascertain the shape of the profile. Despite having similar $T_{\text{peak}}$ for CO, HCN and CN lines to the aforementioned stars, neither C$_2$H nor C$_4$H were detected down to an RMS noise level of 0.01 K. However, three silicon bearing molecules were detected, including three transitions of SiC$_2$. 
IC 4406

IC 4406 has the lowest number of detections of all of the sample, with transitions from seven species detected. This is to be expected as planetary nebulae are less molecule-rich than AGB stars due to the high levels of ionising radiation.

CO has a double-peaked appearance in this target; the blue-shifted peak is more intense than the red-shifted peak. The spherically symmetric model for line profiles does not hold for this nebula, thus it is difficult to infer information about optical depth and whether or not the nebula is resolved from the line profiles. The variation in line profiles of CO with position on the nebula were mapped by Sahai et al. (1991) and this shows the positional dependence on the profile shape, caused by the different gas and dust movements. The $^{13}$CO line shows only the blue-shifted component, explained by its significantly less intense lines and the exact position of the telescope on the source. The integrated intensity of CO in Table 2.4 is the sum of the integrated intensities of the two components.

The remaining transitions also show the double-peaked appearance, although in the isotopologues of HCN and in HCO$^+$, the red-shifted component is more intense than the blue shifted peak.

NGC 6537

NGC 6537 has transitions from 10 detected species, the most unexpected being that of C$^{18}$O.

CO shows a significant amount of absorption, although a thin peak due to CO still remains. This is probably due to emission in the off position. Zhang, Sun & Ping (2000) detected CO in NGC 6537 and their observation also shows absorption. The same effect is seen in $^{13}$CO and C$^{18}$O, however more of the line peak can be seen outside of the absorption in these two lines. These absorption features make it impossible to impose useful limits on the carbon and oxygen isotopic abundance ratios. The integrated intensities of these transitions have
been taken as the integrated intensity of the major peak and the line width has been taken as the width of the whole emission-absorption region. These are significantly wider than the other transitions seen in this source.

Two isotopologues of HCN were seen (HCN and H\textsuperscript{13}CN) along with HNC. Three isotopologues of CS were detected: CS, \textsuperscript{13}CS and C\textsuperscript{34}S. HCO\textsuperscript{+} was also detected.

2.5 Analysis

The analysis carried out on the data consists of the measurement of the rotational temperatures of different species using the population diagram method, the calculation of source-averaged column densities of each species and isotopic ratios from a number of sets of isotopologues. For the following analysis, the antenna temperature has been converted to main beam temperature, assuming an efficiency of 0.49 before the band-gap and 0.42 afterwards. All the constants used in the analysis are listed in Table B.1 and originate from the JPL and CDMS catalogues (Pickett et al. 1998; Müller et al. 2005).

2.5.1 Excitation temperatures: population diagram method

For those species where multiple transitions were detected (excluding hyperfine transitions), it was possible to use the population diagram method, as presented in Goldsmith & Langer (1999) and outlined below, to measure the rotational temperatures of different species. It has been assumed that the excitation temperature can be taken as the rotational temperature in the following analysis.

The population of the upper level of a transition, \(N_u\), can be expressed, assuming local thermodynamic equilibrium (LTE), as:

\[
N_u = \frac{N}{Q} g_u \exp \left( -\frac{E_u}{k_B T_{ex}} \right),
\]  

(2.9)
where $N$ is the column density of the molecule, $E_u$ is the energy of the upper level, $g_u$ is the statistical weight of the upper level and $T_{\text{ex}}$ is the excitation temperature. The partition function, $Q$ is given by:

$$Q = \sum N_i = \sum g_i \exp \left( -\frac{E_{ui}}{k_B T_{\text{ex}}} \right), \quad (2.10)$$

where the sum is over all levels, $i$.

Thus, rearranging and taking logs of Equ. 2.9 leads to:

$$\ln \left( \frac{N_u}{g_u} \right) = -\frac{1}{T_{\text{ex}}} \left( \frac{E_u}{k_B} \right) + (\ln N - \ln Q), \quad (2.11)$$

which, when plotting $\ln \left( \frac{N_u}{g_u} \right)$ against $\left( \frac{E_u}{k_B} \right)$, gives a straight line with gradient equal to $-\frac{1}{T_{\text{ex}}}$ and y intercept equal to $(\ln N - \ln Q)$. The population of the upper level is given by:

$$N_u = \frac{8\pi k_B \nu^2 W}{\hbar c^2 A_{ul}} \left( \frac{\Delta \Omega_a}{\Delta \Omega_s} \right) \left( \frac{\tau}{1 - e^{-\tau}} \right), \quad (2.12)$$

where $W$ is the integrated intensity of the line in K m/s, $A_{ul}$ is the Einstein A coefficient of transition $u$-$l$, $\tau$ is the optical depth of the transition and $\Delta \Omega_a$ and $\Delta \Omega_s$ are the antenna and source solid angles respectively.

Two assumptions are now made. First, it is assumed that the source fills the beam, thus $(\Delta \Omega_a/\Delta \Omega_s) = 1$. Second, the transition is assumed to be optically thin, meaning $(\tau/(1 - e^{-\tau})) = 1$. The robustness of these assumptions may be tested by studying the line profiles, either from their shapes or directly fitting the lines for optical depth, as described previously. This results in Equ. 2.12 reducing to:

$$N_u = \frac{8\pi k_B \nu^2 W}{\hbar c^2 A_{ul}}, \quad (2.13)$$

which may be easily computed and used with Equ. 2.11 to measure the excitation temperature of the molecule.
For some species with hyperfine structure, the input parameters (e.g. $A_{ul}$) for the population diagram method are available for the overall $N$ or $J$ transition (e.g. HCCCN). In these cases, equation 2.13 may be directly applied, taking $W$ as the total integrated intensity of all hyperfine transitions.

In many cases, the input parameters are only available for the individual hyperfine components. In this case, the method outlined above must be adapted. In this work, this has been carried out in several different ways.

**Hyperfine structure: separable**

If all hyperfine components of the overall $N$ or $J$ transition have been detected and they are either separated or separable (as is the case for C$_2$H in IRAS 15194-5115, see Sect. 2.4.1) so the integrated intensities of all individual hyperfine components are known, the population of the upper level can be taken as the sum over all levels:

$$N_u = \frac{8\pi k_B}{hc^3} \sum_i \frac{\nu_i^2 W_i}{A_i},$$  \hspace{1cm} (2.14)

where the summation is over all hyperfine levels, $i$.

If all components are not detected, but those that are detected are separated or separable, the method of calculating the population of the upper level must be adapted to compensate for those components not seen. Thus the upper level population becomes:

$$N_u = \frac{8\pi k_B}{hc^3} \sum_i \frac{1}{\alpha_{i,\text{obs}}} \sum_{i,\text{obs}} \frac{\nu_{i,\text{obs}}^2 W_{i,\text{obs}}}{A_{i,\text{obs}}},$$  \hspace{1cm} (2.15)

with the summations running over all observed hyperfine transitions ($i$, obs) and $\alpha_{i,\text{obs}}$ are the relative intensities of the observed hyperfine transitions. For this work, the relative intensities of the lines have been taken as the relative intrinsic line strengths, taken from the JPL or CDMS databases and normalised (Pickett...
et al. 1998; Müller et al. 2005).

It is important to note that there is a distinct difference between the upper level, \( u \), which is the unsplit upper energy level, and that of the individual hyperfine transitions, \( i \). In cases where \( E_u \), the energy of the unsplit upper level, is not known, the mean of the energies of the upper levels of the hyperfine transitions, \( \frac{\sum E_{i, \text{upper}}}{\sum i} \), is taken in its place.

**Hyperfine structure: unseparable**

For those transitions that are blended to the extent that they cannot be disentangled, yet the required input parameters for the population diagram method are only available for the individual components, a further adaptation is required. It has been assumed that the integrated intensities of the blended transitions are divided amongst their components according to the intrinsic line strength:

\[
W_i = W_{\text{blend}} \frac{a_i}{\sum_{j=0}^{n} a_j},
\]

where \( W_i \) is the integrated intensity of hyperfine component \( i \), \( W_{\text{blend}} \) is the integrated intensity of the blend of \( n \) hyperfine transitions including hyperfine transition \( i \) and \( a_i \) is the relative intrinsic line strength of hyperfine component \( i \). \( \sum_{j=0}^{n} a_j \) is the sum of the intrinsic line strengths of all hyperfine components that make up the blend. The integrated intensities of the individual transitions may now be used in either Equ. 2.14 or 2.15 for those where all hyperfine components or some hyperfine components are detected, respectively.

**Resulting excitation temperatures**

The calculated excitation temperatures from the population diagram method are given in Table 2.5.

\( \text{C}_4\text{H} \) has been detected in two sources (IRAS 15194-5115 and IRAS 15082-
The hyperfine structure lines are blended, with their relative intensities impossible to determine from the observed blended transition. Therefore the relative intensities were calculated according to Equ. 2.16. Only the major hyperfine components, which make up ~ 99% of the transition intensity have been considered: for example, the \( N= 9-8, \ J=^{19/2} - ^{17/2} \) fine line is considered to be split amongst the \( F=9-8 \) and \( F=10-9 \) components only.

The \( \text{C}_4\text{H} \) emission lines in IRAS 15194-5115 are square in profile, implying the assumption that the transitions are optically thin is valid. However, this also implies that the \( \text{C}_4\text{H} \) emission region is unresolved, although it is unlikely to be highly unresolved as numerous other species display resolved line profile shapes. In the spectra of IRAS 15082-4808, the \( \text{C}_4\text{H} \) lines have a low signal-to-noise ratio which makes it difficult to classify the line profiles. They appear to have noisy square profiles, but this not certain.

Two transitions of \( \text{HC}_3\text{N} \) have been detected in all three AGB stars in the sample: \( J=10-9 \) and \( J=12-11 \). These lines are each split into three hyperfine components, with a difference of up to 20 kHz in frequency. These are unresolved in all three AGB stars, however Einstein coefficients, upper level energies and statistical weights are available for the overall \( J=10-9 \) and \( J=12-11 \) transitions, thus alleviating the need to estimate the relative intensities of the unresolved hyperfine lines. In IRAS 15194-5115, the \( J=12-11 \) emission line has a square profile, suggesting optically thin, unresolved emission. The \( J=10-9 \) profile is less clearly defined, with straight edges but a more curved central region, suggesting this line could be bordering on optically thick and unresolved. Thus the assumptions made for the population diagram may be less robust for this object. The line profile of these \( \text{HC}_3\text{N} \) transitions in IRAS 15082-4808 and IRAS 07454-7112 are parabolic, implying that these lines are optically thick and unresolved. The assumptions previously discussed do not hold for these transitions, thus the derived values should be taken with caution. Additionally, as only two transitions of this molecule are observed, the reliability of this method is also significantly
Table 2.5: Calculated excitation temperatures for a variety of species in Kelvin.

<table>
<thead>
<tr>
<th>Species</th>
<th>IRAS 15194-5115</th>
<th>IRAS 15082-4808</th>
<th>IRAS 07474-7112</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{C}_4\text{H}$</td>
<td>77</td>
<td>unphysical</td>
<td>...</td>
</tr>
<tr>
<td>$\text{HC}_3\text{N}$</td>
<td>14</td>
<td>35</td>
<td>240</td>
</tr>
<tr>
<td>$\text{H}^{13}\text{CCCN}$</td>
<td>5</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>SiS</td>
<td>7</td>
<td>10</td>
<td>55</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>24</td>
<td>62</td>
<td>15</td>
</tr>
<tr>
<td>$\text{C}_3\text{N}$</td>
<td>31</td>
<td>543</td>
<td>...</td>
</tr>
</tbody>
</table>

decreased. The calculated excitation temperatures are given in Table 2.5 and the column densities derived are given in Table 2.7.

Two transitions of SiS (J=5-4 and J=6-5) were detected in all three of the AGB stars in the sample. These lines have no fine or hyperfine splitting associated with them. The two lines have a relatively square profile shape in IRAS 15194-5115, although they show a degree of asymmetry, implying that these transitions are optically thin. In IRAS 15082-4808, the J=6-5 line has a square profile and the J=5-4 transition has a less clear line profile, with resemblance to both square and parabolic, implying these are likely to be optically thin. Both lines of SiS have parabolic profiles in IRAS 07454-7112, implying that both transitions are optically thick.

Up to four SiC$_2$ transition lines were detected in the spectra of each of the AGB stars in the sample. The lines in IRAS 15194-5115 and IRAS 15082-4808 appear to all be square, with only the $\sim 95$ GHz transition in IRAS 15082-4808 potentially being parabolic. The lines in the spectra of IRAS 07454-7112 have too low a signal-to-noise ratio to be clearly classified.

$\text{C}_3\text{N}$ was detected in two objects in the sample (IRAS 15194-5115 and IRAS 15082-4808) with two transitions. In both cases, the observed line profiles are square. As with $\text{C}_4\text{H}$, the lines are blends of unseparable hyperfine components with major components and essentially negligible minor components. Thus the same method for integrated intensity determination has been applied to $\text{C}_3\text{N}$ as
2: MOLECULAR LINE SURVEY

was applied to C$_4$H.

2.5.2 Column densities

Two different methods of calculating the column densities of molecules have been applied. These both use the same assumptions: the source fills the beam, the emission is optically thin and LTE applies.

**Column densities: population diagram method**

Column densities can be calculated from the y-intercept, $C$, of the population diagram (Equ. 2.11):

$$C = (\ln N - \ln Q),$$

where $N$ is the source-averaged column density and $Q$ is the partition function of the molecule. The partition functions have been taken from the Jet Propulsion Laboratory (JPL) database or the Cologne Database for Molecular Spectroscopy (CDMS) via Splatalogue (Remijan, Markwick-Kemper & ALMA Working Group on Spectral Line Frequencies 2007) and are calculated for a variety of excitation temperatures. The partition function evaluated at the closest temperature to that found from the population diagram analysis was adopted for each molecule.

The calculated column densities for all molecules that had population diagrams are shown in Table 2.6.

**Column densities: single-line method**

Population diagrams, as described above, could not be created for all molecules, thus the column densities were also calculated for all molecules by combining Equ. 2.9 and 2.13:

$$N = \frac{8\pi k_B \nu^2 W Q}{hc^3 A_{ul} g_u} \exp \left( \frac{E_u}{k_B T_{ex}} \right),$$

(2.18)
2.5: ANALYSIS

Table 2.6: Column densities calculated using the population diagram method. Quoted values are in cm$^{-2}$. The partition function has been taken at the closest temperature to that found from the population diagram available in the CDMS catalogue.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>IRAS 15194-5115</th>
<th>IRAS 15082-4808</th>
<th>IRAS 07454-7112</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_4H$</td>
<td>$3.0 \times 10^{15}$</td>
<td>$2.3 \times 10^{14}$</td>
<td>...</td>
</tr>
<tr>
<td>$C_3N$</td>
<td>$1.8 \times 10^{14}$</td>
<td>$8.1 \times 10^{14}$</td>
<td>...</td>
</tr>
<tr>
<td>$HC_3N$</td>
<td>$&gt; 6.8 \times 10^{13}$</td>
<td>$&gt; 2.5 \times 10^{13}$</td>
<td>$&gt; 3.9 \times 10^{13}$</td>
</tr>
<tr>
<td>$H^{13}CCCN$</td>
<td>$7.9 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$SiS$</td>
<td>$3.9 \times 10^{13}$</td>
<td>$3.2 \times 10^{13}$</td>
<td>$1.3 \times 10^{13}$</td>
</tr>
<tr>
<td>$SiC_2$</td>
<td>$2.5 \times 10^{13}$</td>
<td>$9.4 \times 10^{13}$</td>
<td>$1.1 \times 10^{13}$</td>
</tr>
</tbody>
</table>

where all parameters are as defined in Sect. 2.5.1. For those molecules which had multiple transitions, the average calculated value was taken. Blended lines and hyperfine transitions were treated in the same fashion as Sect. 2.5.1. If the parameters are available for the overall transition, Equ. 2.18 becomes simply:

$$N = \frac{8\pi k_B \nu^2 Q}{\hbar c A_{ul} g_u} \exp \left( \frac{E_u}{k_B T_{ex}} \right) \sum_i W_i. \quad (2.19)$$

If parameters are only available for the individual hyperfine transitions, Equ. 2.18 becomes:

$$N = \frac{8\pi k_B Q}{\hbar c^3 g_u} \exp \left( \frac{E_u}{k_B T_{ex}} \right) \sum_i \frac{\nu_i^2 W_i}{A_i}, \quad (2.20)$$

if all hyperfine components are observed, or

$$N = \frac{8\pi k_B Q}{\hbar c^3 g_u} \exp \left( \frac{E_u}{k_B T_{ex}} \right) \frac{1}{\sum a_{i,obs} \sum_{i,obs} \frac{\nu_{i,obs}^2 W_{i,obs}}{A_{i,obs}}}, \quad (2.21)$$

if only some hyperfine components are observed. The summations run over either all hyperfine transitions, $i$, or all observed hyperfine transitions $i, obs$.

For the molecules with calculated excitation temperatures from the population diagram, the partition function was taken at the closest temperature to that
calculated in Sect. 2.5.1, barring for C$_4$H in IRAS 15082-4808 for which a temperature of 37.5 K was assumed. For those without, an excitation temperature was assumed: 18.75 K for IRAS 15194-5115 and 37.5 K for all other sources. These were selected as closest to the mean of the calculated excitation temperatures for each of the AGB stars (excluding outliers) and were simply assumed for the PN as no excitation temperatures could be calculated.

The aforementioned excitation temperatures are given to a higher degree of precision than is realistic for our results from the population diagram analysis. The temperatures have been specified at that level of precision solely due to the fact that the partition functions, available from CDMS, have been calculated at these very specific temperatures. For the effect of the excitation temperature uncertainties on the isotopic ratios and column density calculations, see Sect. 2.6.7.

The results of these calculations are shown in Table 2.7. In general the results from the two methods agree to between 10 and 20%.

### 2.5.3 Isotopic ratios

Isotopic ratios are most directly measured using observations of optically thin lines. The optical depth can be somewhat constrained by examining the line profiles and making the assumptions described in Sect. 2.3.

The isotopic ratios have been calculated by comparing the source-averaged column densities, calculated using the single-line method in Sect. 2.5.2. The results are shown in Table 2.8.

#### Carbon isotopic ratios

A number of carbon-bearing species and their corresponding isotopologues were identified in these observations: CO, HCN, HNC, CS, HC$_3$N, CN and all of their corresponding $^{13}$C isotopologues. Additionally, CCH and one of its carbon
Table 2.7: Column densities of all detected species in all sources. Quoted values are in cm$^{-2}$.

<table>
<thead>
<tr>
<th>Species</th>
<th>IRAS 15194-5115</th>
<th>IRAS 15082-4808</th>
<th>IRAS 07454-7112</th>
<th>IC 4406</th>
<th>NGC 6357</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>$&gt; 5.1 \times 10^{16}$</td>
<td>$&gt; 5.1 \times 10^{16}$</td>
<td>$&gt; 4.8 \times 10^{16}$</td>
<td>$1.5 \times 10^{16}$</td>
<td>...</td>
</tr>
<tr>
<td>$^{13}$CO</td>
<td>$5.0 \times 10^{16}$</td>
<td>$1.2 \times 10^{16}$</td>
<td>$1.4 \times 10^{16}$</td>
<td>$4.3 \times 10^{15}$</td>
<td>...</td>
</tr>
<tr>
<td>HCN</td>
<td>$&gt; 2.2 \times 10^{14}$</td>
<td>$&gt; 2.7 \times 10^{14}$</td>
<td>$&gt; 7.1 \times 10^{13}$</td>
<td>$2.3 \times 10^{13}$</td>
<td>$2.3 \times 10^{13}$</td>
</tr>
<tr>
<td>$^{13}$CN</td>
<td>$&gt; 2.7 \times 10^{14}$</td>
<td>$&gt; 5.0 \times 10^{13}$</td>
<td>$3.7 \times 10^{13}$</td>
<td>$9.8 \times 10^{12}$</td>
<td>$9.0 \times 10^{12}$</td>
</tr>
<tr>
<td>HNC</td>
<td>$1.5 \times 10^{13}$</td>
<td>$1.1 \times 10^{13}$</td>
<td>$2.6 \times 10^{12}$</td>
<td>$3.5 \times 10^{12}$</td>
<td>$3.4 \times 10^{12}$</td>
</tr>
<tr>
<td>$^{13}$N C</td>
<td>$3.7 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>$4.1 \times 10^{15}$</td>
<td>$1.5 \times 10^{15}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{13}$CH</td>
<td>$1.1 \times 10^{15}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_4$H</td>
<td>$2.9 \times 10^{15}$</td>
<td>$7.7 \times 10^{14}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>C$_3$N</td>
<td>$1.2 \times 10^{14}$</td>
<td>$8.4 \times 10^{14}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HC$_3$N</td>
<td>$5.8 \times 10^{13}$</td>
<td>$&gt; 2.3 \times 10^{13}$</td>
<td>$&gt; 3.8 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{13}$CCCN</td>
<td>$1.1 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HC$_3$CCN</td>
<td>$1.3 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HCC$_3$CN</td>
<td>$1.3 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HC$_5$N</td>
<td>$3.8 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>HCO$^+$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>$4.1 \times 10^{12}$</td>
<td>$2.3 \times 10^{12}$</td>
</tr>
<tr>
<td>CN</td>
<td>$1.2 \times 10^{15}$</td>
<td>$2.9 \times 10^{15}$</td>
<td>$1.4 \times 10^{15}$</td>
<td>$6.3 \times 10^{14}$</td>
<td>...</td>
</tr>
<tr>
<td>$^{13}$CN</td>
<td>$4.3 \times 10^{14}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Table 2.7: – continued

<table>
<thead>
<tr>
<th>Species</th>
<th>IRAS 15194-5115</th>
<th>IRAS 15082-4808</th>
<th>IRAS 07454-7112</th>
<th>IC 4406</th>
<th>NGC 6357</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>$&gt; 1.1 \times 10^{14}$</td>
<td>$&gt; 1.1 \times 10^{14}$</td>
<td>$&gt; 3.6 \times 10^{13}$</td>
<td>...</td>
<td>$9.2 \times 10^{12}$</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>$4.2 \times 10^{13}$</td>
<td>$6.2 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
<td>$&lt; 7.2 \times 10^{12}$</td>
</tr>
<tr>
<td>C$^{34}$S</td>
<td>$7.9 \times 10^{12}$</td>
<td>$5.1 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
<td>$4.6 \times 10^{12}$</td>
</tr>
<tr>
<td>C$_3$H$_2$</td>
<td>$2.3 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>SiO</td>
<td>$&gt; 2.8 \times 10^{13}$</td>
<td>$&gt; 1.6 \times 10^{13}$</td>
<td>$&gt; 6.2 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{29}$SiO</td>
<td>$2.4 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{30}$SiO</td>
<td>$1.6 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>SiS</td>
<td>$4.2 \times 10^{13}$</td>
<td>$3.7 \times 10^{13}$</td>
<td>$&gt; 1.4 \times 10^{13}$</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>$4.2 \times 10^{13}$</td>
<td>$9.3 \times 10^{13}$</td>
<td>$8.8 \times 10^{12}$</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
### Table 2.8: Isotopic ratios derived from calculated column densities.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>Species</th>
<th>IRAS 15194-5115</th>
<th>IRAS 15082-4808</th>
<th>IRAS 07454-7112</th>
<th>IC 4406</th>
<th>NGC 6537</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}\text{C}/^{13}\text{C}$</td>
<td>CO, $^{13}\text{CO}$</td>
<td>&gt; 1.1</td>
<td>&gt; 7.2</td>
<td>&gt; 3.4</td>
<td>3.5</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>HCN, H$^{13}\text{CN}$</td>
<td>&gt; 0.8</td>
<td>&gt; 5.4</td>
<td>&gt; 1.9</td>
<td>2.4</td>
<td>2.5</td>
</tr>
<tr>
<td></td>
<td>HNC, HN$^{13}\text{C}$</td>
<td>4.0</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>CS, $^{13}\text{CS}$</td>
<td>&gt; 2.6</td>
<td>18.2</td>
<td>...</td>
<td>...</td>
<td>&gt; 1.3</td>
</tr>
<tr>
<td></td>
<td>C$_2$H, C$^{13}$CH</td>
<td>3.6</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>HC$_3$N, H$^{13}$CCCN</td>
<td>5.3</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>HC$_3$N, HC$^{13}$CCN</td>
<td>4.7</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>HC$_3$N, HCC$^{13}$CN</td>
<td>4.7</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td></td>
<td>CN, $^{13}$CN</td>
<td>&gt; 2.8</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{32}\text{S}/^{34}\text{S}$</td>
<td>C$^{34}$S, $^{13}$CS</td>
<td>21.5$^a$</td>
<td>22.0$^b$</td>
<td>...</td>
<td>...</td>
<td>4$^c$</td>
</tr>
<tr>
<td></td>
<td>CS, C$^{34}$S</td>
<td>14.2</td>
<td>22.1</td>
<td>...</td>
<td>...</td>
<td>2</td>
</tr>
<tr>
<td>$^{28}\text{Si}/^{29}\text{Si}$</td>
<td>SiO, $^{29}$SiO</td>
<td>&gt; 11.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{28}\text{Si}/^{30}\text{Si}$</td>
<td>SiO, $^{30}$SiO</td>
<td>&gt; 17.2</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$^{29}\text{Si}/^{30}\text{Si}$</td>
<td>$^{29}$SiO, $^{30}$SiO</td>
<td>1.5</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

$^a$: $^{12}\text{C}/^{13}\text{C} = 4.0$, $^b$: $^{12}\text{C}/^{13}\text{C} = 18.2$, $^c$: $^{12}\text{C}/^{13}\text{C} = 2.5$
isotopologues, C\textsuperscript{13}CH was identified. The transitions of the second isotopologue, C\textsuperscript{13}CCH, are outside the frequency range of these observations.

For those species with a single isotopologue, such as CO and CS, the isotopic ratio is found by comparing the column densities of the two isotopologues. For those with multiple isotopologues, the isotopic ratio can be determined from each pair and should be equal, assuming there is no formation bias towards one isotopologue. For example, HC\textsubscript{3}N has three isotopologues (H\textsuperscript{13}CCCN, HC\textsuperscript{13}CCN and HCC\textsuperscript{13}CN) and the isotopic ratio may be found by dividing the column density of the 12C-containing isotopologue by each of the column densities of the 13C-containing isotopologues resulting in three 12C/13C isotopic ratios.

CO and HCN appear to be optically thick in all the AGB stars in the sample, thus the ratios found from these molecules are lower limits only and, as expected, give the lowest calculated ratios. HNC, HC\textsubscript{3}N and C\textsubscript{2}H are optically thin in IRAS 15194-5115 and their ratios agree well with one another. 12CS in some cases appeared to be on the borderline between optically thick and optically thin. In IRAS 15194-5115, the measured isotopic ratio is lower from CS than from HNC and C\textsubscript{2}H, which would be expected if CS were somewhat optically thick. The hyperfine transitions of CN were, in general, blended making it difficult to identify whether the transitions were optically thick or thin. The calculated carbon isotopic ratio is lower than the ratios found from HNC and C\textsubscript{2}H, implying that it is optically thick.

The ratios calculated here are lower than those found by directly evaluating the integrated intensities of the lines, without compensating for the transitions’ different Einstein coefficients. For IRAS 15194-5115, for example, the integrated intensity ratios of isotopologues HNC and CS are 5.5 and 5.8 respectively.

**Sulphur isotopic ratios**

Three isotopologues of CS were detected in multiple sources: \textsuperscript{12}C\textsuperscript{32}S, \textsuperscript{12}C\textsuperscript{34}S and \textsuperscript{13}C\textsuperscript{32}S. A further two isotopologues were not detected in any of the sample stars:
12C\textsuperscript{33}S and 12C\textsuperscript{36}S.

Deriving 32S/34S can be done in two ways with the detected transitions: by comparing the integrated intensities of the 12C\textsuperscript{32}S and 12C\textsuperscript{34}S lines or by dividing the integrated intensity of 13C\textsuperscript{32}S with that of 12C\textsuperscript{34}S and multiplying by the carbon isotopic ratio of the source.

12C\textsuperscript{34}S, where detected, has an optically thin profile. 12C\textsuperscript{32}S, however, showed a borderline optically thick/thin profile. In IRAS 15082-4808, both methods give consistent ratios of approximately 22 for 32S/34S. In IRAS 15194-5115, the ratios differ by a factor of \(\sim 1.5\), suggesting that CS is indeed optically thick in this star.

All three CS isotopologues were detected in NGC 6537. 32S/34S was measured to be 2 and 4 from the two aforementioned methods, which is significantly lower than those of the AGB stars. However, the minor isotopologues had low signal-to-noise ratios and therefore these values should be taken with caution.

Silicon isotopic ratios

28SiO, 29SiO and 30SiO have been detected in IRAS 15194-5115. 28SiO has a clear parabolic profile, meaning only lower limits can be derived for 28Si ratios. 29SiO and 30SiO showed square profiles and are thus optically thin. The measured 29Si/30Si ratio (1.5) is consistent with the Solar value.

Oxygen isotopic ratio

Although C\textsuperscript{18}O was detected in NGC 6537, oxygen isotopic ratios cannot be calculated due to the strong absorption features present in the spectrum that almost entirely block the emission from the nebula.
2.6 Discussion

2.6.1 Emission extent

From the observed line profiles, limits can be placed on the extent of the emitting regions. For example, the line profile of CO in IRAS 15194-5115 has a flattened parabolic profile (neglecting the contaminant emission) and $^{13}$CO has a double-peaked profile, both of which imply resolved emission. Assuming a distance of 1 kpc to IRAS 15194-5115, the beam ($33''$) resolves an area with radius $3.0 \times 10^{17}$ cm, putting a lower limit on the CO emission region. The limit is dependent on the distance to the source used. Assuming a distance of 600 pc, the radius of the area subtended by the beam reduces to $1.6 \times 10^{17}$ cm and if a distance of 1.2 kpc is assumed, this radius increases to $3.2 \times 10^{17}$ cm. González Delgado et al. (2003) report the CO photodissociation radii for a sample of 12 M-type AGB stars to vary between $1.7 \times 10^{16}$ and $2.4 \times 10^{17}$ cm which agrees well with our calculated values, despite IRAS 15194-5115 being a C-type AGB star.

A number of other molecules, including HC$_3$N, SiO and their isotopologues, show unresolved profiles, implying that their emission region is smaller than that of CO. The upper level energies of the resolved transitions (molecules: CO, $^{13}$CO, C$_2$H and likely CN and CS) are less than 5 K, whereas the upper level energies of the unresolved emission lines are, as expected, higher.

2.6.2 Excitation temperatures

Rotation temperatures were determined for up to six molecules in the AGB star portion of the sample. IRAS 15194-5115 has six measured rotation temperatures. These range from 5 K for H$^{13}$CCCN to 77 K for C$_4$H. Woods et al. (2003) determine rotation temperatures for this source as part of their molecular line survey using data obtained on the Swedish-ESO Submillimeter Telescope (SEST) and the Onsala Space Observatory (OSO) 20 m telescope. Of the eight molecules
that they were able to measure rotation temperatures for, three also appear in our results: H$^{13}$CCCN, HC$_3$N and SiS. Our results agree to better than 3 K for HC$_3$N and agree to within 1 K for SiS and $\sim$2 K for H$^{13}$CCCN. Our calculated temperature for SiC$_2$ agrees well with the average result obtained for their AGB star sample (24.4 K). The determined temperature of C$_3$N (31 K) has reasonable agreement with SiC$_2$. C$_4$H, however, is a little higher at 77 K.

Woods et al. (2003) have also measured rotation temperatures in the remaining two sources of our AGB sample. Our obtained value for the rotation temperature of SiS agrees to within 5 K in IRAS 15082-4808, however our calculated value for IRAS 07454-7112 is a factor of 10 higher than that measured in Woods et al. (2003). Additionally, our measured value of SiC$_2$ is $\sim$25 K higher in IRAS 15082-4808 than that measured by Woods et al. (2003). These differences could be caused by the different methods used to obtain the rotation temperatures or could be an effect of the different beam sizes of the telescopes used to obtain the data: Mopra has a beam size of $36''\pm3$ at 86 GHz while SEST and OSO 20 m had $57''$ and $44''$ respectively at the time of observation.

HC$_3$N in IRAS 15082-4808 and both HC$_3$N and SiS in IRAS 07454-7112 appear to be optically thick. This results in the underestimation of the upper level populations and will also have an effect on the rotation temperature derived if the optical depth of the transitions varies with upper level energy.

The calculated excitation temperature of C$_4$H is unphysical (negative) in IRAS 15082-4808. This temperature has therefore not been used in subsequent analyses.

### 2.6.3 Source-averaged column densities

Source-averaged column densities have been calculated in each source for up to 27 different molecules. Two methods were used: the population diagram method and a direct calculation. The results were consistent with one another for those molecules that could have both methods applied. The AGB stars in the sample
have higher numbers of molecular species detected on average than those of the planetary nebulae in the sample. This is typical for PNe in comparison to AGB stars due to the high levels of ionising radiation which dissociate many molecular species in the nebulae.

In the work of Ali (2006), a number of molecular column densities are predicted from gas phase models of IRAS 15194-5115. Our calculated abundances for CN, HNC, SiC$_2$, C$_3$H$_2$ and HC$_5$N agree to within a factor of two of those predicted by the models of Ali (2006). The abundance limits of molecules such as CS and HCN, whose transitions are optically thick, agree as far as is possible to discern, to the models of Ali (2006). Our measured abundance of SiS is two orders of magnitude lower than the predicted value. The abundance of HC$_5$N is a factor of 100 higher than the predictions of Ali (2006), but more in-line with the measured column densities of HC$_5$N in IRC+10216 by Woods et al. (2003).

In general, the column densities of the AGB star sample are broadly similar, with differences of up to a factor of 3 between sources. Notably, IRAS 07454-7112 had no detections of C$_2$H, C$_4$H and C$_3$N, despite the column densities of the detected species being very similar to those of IRAS 15082-4808 and IRAS 15194-5115.

Edwards & Ziurys (2013) have studied NGC 6537 in-depth in similar frequency ranges to those observed here and use the non-LTE RADEX code to analyse the data. Our column densities for HNC agree to within 20% of that found by Edwards & Ziurys (2013). However, our HCN and H$^{13}$CN are higher than their calculated column densities by a factor of 4, although the ratio of the two agrees to within 4%. As the CO isotopologue regions of the spectra included contaminant absorption, it was impossible to calculate column densities for these molecules. The work of Edwards & Ziurys (2013) does not mention suffering from contamination, although the data in this region is not shown.

Cox et al. (1992) have studied abundances of IC 4406 relative to HCN. Assuming all species are present over the same region, we can compare our source-
averaged column densities to those abundances reported in Cox et al. (1992). Our relative abundance of HNC to HCN is approximately consistent with that found in Cox et al. (1992). However the relative abundances of CO, CN and HCO$^+$ differ from those measured by Cox et al. (1992) by factors of 2, 1.5 and 3 respectively. This may be due to the different extents of the emission regions or due to the observations having been taken from a different region of the nebula as the strength and profile of the lines has been shown to vary across the nebula.

Despite the carbon-rich molecular species and the lack of oxygen-rich molecular species detected in both planetary nebulae in the sample, the ionised regions have both been reported as being oxygen-rich, with C/O ratios of 0.79 (IC 4406, Delgado-Inglada & Rodríguez 2014) and 0.95 (NGC 6537, Pottasch, Beintema & Feibelman 2000).

2.6.4 Isotopic Ratios

A number of isotopic ratios have been calculated for the sample, assuming each of the molecular isotopologue column density ratios is equal to the overall elemental isotopic ratio. Only lower limits could be applied to IRAS 07454-7112 due to the lack of detected $^{13}$C species, suggesting that this source has the highest $^{12}\text{C}/^{13}\text{C}$ of the sample. IRAS 15082-4808, however, has been found to have a $^{12}\text{C}/^{13}\text{C}$ ratio of 18.2 from CS, and significantly lower limits from HCN and CO isotopologues. This puts this carbon-rich AGB star above the threshold for a J-type star.

Both of the observed planetary nebulae are oxygen-rich. Their $^{12}\text{C}/^{13}\text{C}$ have been measured in this work at 2.4 and 2.5 from HCN isotopologues in IC 4406 and NGC 6537 respectively. The value for NGC 6537 agrees to within 4% of that reported by Edwards & Ziurys (2013). These isotopic ratios are lower than those of other planetary nebulae (e.g. Balser, McMullin & Wilson 2002) as well as those of the oxygen-rich AGB stars reported by Milam, Woolf & Ziurys (2009). As these values are below the equilibrium value of the CNO cycle (3-4), it is likely
that they are lower limits.

IRAS 15194-5115 had the largest number of isotopologues detected and thus had the largest number of isotopic ratios calculated. The $^{12}\text{C}/^{13}\text{C}$ ratios are consistent across HNC, C$_2$H and CS at 3-4. The value derived from HC$_3$N and its isotopologues is approximately 5, which is higher, but not drastically dissimilar. The limits ascertained for CO and HCN are lower than these values, thus are also consistent. The $^{12}\text{C}/^{13}\text{C}$ as derived from CN isotopologues, however, is only 2.8. The transitions of CN used are blended, with the contributions from the individual hyperfine components impossible to ascertain, thus neither the line profiles nor the hyperfine structure ratios could be examined to constrain the optical depth. It is plausible this low ratio is due to the CN transitions being optically thick or due to the assumptions made whilst disentangling the hyperfine structure not being sufficiently robust. Due to the clarity of the line profiles and robustness of the optically thin assumption, the HNC and C$_2$H ratios are the most reliable indicators of $^{12}\text{C}/^{13}\text{C}$ in IRAS 15194-5115.

In addition to carbon isotopic ratios in IRAS 15194-5115, silicon and sulphur isotopic ratios were determined. Due to the high optical depth of $^{28}\text{SiO}$, only limits could be placed on the $^{28}\text{Si}/^{29}\text{Si}$ and $^{28}\text{Si}/^{30}\text{Si}$. However, both $^{29}\text{SiO}$ and $^{30}\text{SiO}$ appear to be optically thin. The resulting $^{29}\text{Si}/^{30}\text{Si}$ of 1.5 is exactly in agreement with Solar. Peng et al. (2013) measures the $^{29}\text{Si}/^{30}\text{Si}$ in 15 oxygen-rich AGB stars and finds the sample have values that are either $\sim 1.5$ or lower. Few carbon-rich $^{29}\text{Si}/^{30}\text{Si}$ ratios are reported in the literature, due to the low intensity of the $^{29}\text{SiO}$ and $^{30}\text{SiO}$ emission lines. The $^{29}\text{Si}/^{30}\text{Si}$ has been reported by Cernicharo, Guélin & Kahane (2000) to be $1.45 \pm 0.13$ and by He et al. (2008) to be $1.46 \pm 0.11$ in IRAS 15194-5115. It is currently uncertain as to whether Si isotopic ratios are affected throughout the life of an AGB star. Discussions on this topic can be found in Zinner et al. (2006) and Decin et al. (2010).

$^{32}\text{S}/^{34}\text{S}$ ratios were calculated for both IRAS 15194-5115 and IRAS 15082-4808 using two methods: directly from CS and C$^{34}\text{S}$ and indirectly using the $^{12}\text{C}/^{13}\text{C}$
already calculated along with $^{13}\text{CS}$ and $^{34}\text{S}$. In IRAS 15082-4808, both methods yield a value of 22, the Solar value. The results from IRAS 15194-5115 from the indirect method are almost 50% greater than that found using the direct method. This suggests that the CS line is optically thick - which is also suggested by the line profile. As both $^{32}\text{S}$ and $^{34}\text{S}$ are primarily produced by high mass stars in supernovae and the $^{32}\text{S}/^{34}\text{S}$ has remained approximately constant at the Solar ratio for the last 7 Gyr (Hughes et al. 2008), this almost-Solar ratio in both AGB stars is expected.

2.6.5 Evidence for mixing processes

Karakas (2010) has published updated stellar yields from evolutionary models. The results include the average mass fractions of various species in the stellar wind which, as is reported, are suitable for comparison with planetary nebula abundances. These models use metallicities of $Z=0.02$ (Milky Way metallicity), $Z=0.008$ (Large Magellanic Cloud metallicity), $Z=0.004$ (Small Magellanic Cloud metallicity) and $Z=0.0001$. The $^{12}\text{C}/^{13}\text{C}$ ratio varies between 4 and 23000 depending upon initial mass and metallicity. At Solar metallicity, $^{12}\text{C}/^{13}\text{C}$ ratios of less than ten are only found in the higher mass progenitors: $M_{\text{star}} \geq 5 \, M_{\odot}$.

NGC 6537 has been reported in the literature as having a core mass of 0.7-0.9 $M_{\odot}$ and a probable progenitor mass of 3-7 $M_{\odot}$ (Matsuura et al. 2005). Its C/O ratio has been found to be 0.95 (Pottasch, Beintema & Feibelman 2000). The 5 $M_{\odot}$ model of Karakas (2010) with $Z=0.02$ is oxygen rich ($C/O = 0.7$) and has a $^{12}\text{C}/^{13}\text{C}$ ratio of 6. The final mass of the star is 0.879 $M_{\odot}$. These parameters have reasonable agreement with the measured values of NGC 6537, both in this work and the literature (e.g. Edwards & Ziurys 2013). This model includes hot bottom burning (HBB) but no partial mixing zone (PMZ). This suggests that in NGC 6537, hot bottom burning was present, in agreement with the findings of Edwards & Ziurys (2013).
The carbon isotopic ratios of IC 4406 are less reliable than that of NGC 6537 due to the low signal-to-noise ratio of the $^{13}$C species transitions; Josselin & Bachiller (2003) report $^{12}$C/$^{13}$C=23. The post-AGB mass has been estimated by Sahai et al. (1991) to be between 0.6 and 0.76 M$_\odot$, requiring a lower mass progenitor than for NGC 6537. The low-mass progenitor models (1.5-2 M$_\odot$) of Karakas (2010) at Z=0.02 result in $^{12}$C/$^{13}$C of 22 with no HBB or PMZ present and a final mass of 0.6-0.64 M$_\odot$. This implies our carbon isotopic ratio is likely a lower limit and that the star did not undergo HBB.

### 2.6.6 J-type stars and A+B grains

J type stars, those characterised by $^{12}$C/$^{13}$C < 10, have been suggested as a potential origin of the SiC presolar A+B grains (Zinner et al. 2006). The A+B grains have low $^{12}$C/$^{13}$C, a trend between the Si isotopes (known as the Si MS line on a plot of $\delta^{29}$Si against $\delta^{30}$Si, with equation: $\delta^{29}$Si= $-20 + 1.37 \times \delta^{30}$Si, Hoppe et al. 2010) and more varied S isotopic ratios, but still centred on Solar. The silicon isotopic ratio plot from Zinner (2003) can be found in Fig. 2.9.

IRAS 15194-5115 has been measured to have a low carbon isotopic ratio, of $\sim 4$ from column densities of HNC and C$_2$H, in line with the values obtained from A+B grains. The silicon ratios are difficult to assess due to the $^{28}$SiO transition being optically thick. The $^{32}$S/$^{34}$S ratio is also in line with that found in A+B grains (Hoppe et al. 2010; Zinner et al. 2006). This evidence suggests that this probable J-type star could be an example of the class of object from which the A+B grains originate. SiC has been detected in the ISO spectra of a number of carbon stars (Yang, Chen & He 2004) and the presence of SiC dust in this star’s ISO spectra will be discussed further in Chapt. 4.

$^{4}\delta^{\text{Si}} = 1000 \left( \frac{^{14}\text{Si}/^{28}\text{Si}}{^{28}\text{Si}/^{28}\text{Si}_{\odot}} \right)$ (Decin et al. 2010)
Figure 2.9: Silicon isotopic ratios in SiC presolar grains from Zinner (2003). Grain origins are the same as in Fig. 2.1.
2.6.7 Uncertainty considerations

A number of assumptions have been made in the analysis within this chapter and these assumptions dominate the uncertainties of the results. Some of these may be quantified, others may not. The first is the assumption of optical depth. This has been tested by examining the shape of the line profiles or, when sufficiently resolved hyperfine structure exists, the lines have been fitted to accurately constrain this. Any value obtained from a transition deemed likely to be optically thick is listed as a lower limit to the column density.

The assumption that the source fills the beam can also be tested by examining the line profiles. Some lines show resolved profiles and others show unresolved profiles, indicating that the emission regions in each case should not deviate too far from a beam filling factor of 1. Therefore the assumption that the beam filling factor is unity should not contribute significantly to the uncertainties on the calculated column densities.

Excitation temperatures have been assumed for the majority of the molecular species. In some cases these were taken as the closest temperature for which a published partition function exists to the temperature resulting from the population diagram analyses. These temperatures are uncertain as many are obtained from only two or three transitions. Looking at the rotation temperatures as a whole, two outliers exists (543 K and 240 K) and the remainder lie within the range 5-77 K. Taking CO as an example: the calculated column density deviates from the value at 37.5 K by factors of 2.5 and 3.5 when the temperature is changed to 5 K and 150 K respectively. Across all molecules, the uncertainty due to the temperature can generally be taken as a factor of 3.

The remaining assumptions are difficult to quantify, but we estimate that overall the column densities are accurate to a factor of 6. As the isotopic ratios are dependent upon the column densities, we expect the uncertainties of the isotopic ratios to be similar to those of the column densities.
2.7 Conclusions

Presented here are the results of a molecular line survey, covering the frequency range 80.5-115.5 GHz, carried out over a sample of five targets: three carbon-rich AGB stars and two oxygen-rich planetary nebulae. The data was obtained from the Mopra Telescope, Australia.

68 individual transitions were identified in the data, emanating from 27 different molecular species. The hyperfine structures of C$_2$H and C$^{13}$CH were fitted according to the model of Fuller & Myers (1993) to measure the optical depth and the contribution to the integrated intensity of the blended lines from the individual hyperfine components. Rotation temperatures were calculated for those species with multiple detected transitions using the population diagram method (Goldsmith & Langer 1999). Source-averaged column densities were calculated using both the population diagram method and a direct calculation using a single transition. We have also detailed the method used to calculate the column densities of species with resolvable and unresolvable hyperfine structure.

From the calculated column densities, carbon, silicon and sulphur isotopic ratios have been determined, where detections allow, for the sample. This includes $^{32}\text{S}/^{34}\text{S}$ and $^{28}\text{Si}/^{30}\text{Si}$ ratios of the probable J-type star, IRAS 15194-5115. This probable J-type star has been shown to exhibit isotopic ratios in-line with those expected for the source of the A+B presolar grains.
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Spectroscopic Studies of Evolved Stars and Planetary Nebulae
Chapter 3

A new HCN maser in IRAS 15082–4808

The work in this chapter has been published in Smith, Zijlstra & Fuller (2014).

3.1 Introduction

Masers are found in a wide variety of astrophysical environments, both Galactic and extra-Galactic, and are a unique tool in the investigation of the dynamics, composition and structures found within these regions. OH and H$_2$O masers, for example, are found in active galactic nuclei (AGN) and luminous infrared galaxies tracing accretion disks, radio jets and winds of an AGN (e.g. Lo 2005 and references therein). In star formation regions, masers can be used to probe outflows and disks as well as shocked regions of gas (Caswell, Vaile & Forster 1995; Fish 2007).

Masers can also be used to study the circumstellar envelopes of evolved stars and planetary nebulae, with the chemistry and composition of the source dictating the observable species of maser. For instance, there are three types of maser often found in the circumstellar envelopes of oxygen-rich asymptotic giant branch (AGB) stars, namely SiO, H$_2$O and OH molecular transitions. In contrast, only
one species of maser is commonly found in carbon-rich AGB stars. CO has been found to mase rarely, despite its high abundance in circumstellar envelopes. HCN, on the other hand, has been observed to mase in many different transitions (Guilloteau, Omont & Lucas 1987; Schilke & Menten 2003; Shimaga et al. 2009).

These masers allow us to probe very specific regions of the circumstellar envelopes of the AGB stars in which they reside. SiO masers trace regions close to the star that are under the influence of stellar pulsational shocks and magnetic fields (Assaf et al. 2013; Pérez-Sánchez & Vlemmings 2013), whereas H$_2$O masers (at 22 GHz) are found outside the dust formation zone and OH masers are found further still from the host star (Cotton, Perrin & Lopez 2008). The 89.087 GHz HCN maser is thought to be formed in a small region close to the inner boundary of the circumstellar envelope of the host star, similar to the SiO masing region, due to the J=1-0 F=2-1 v=2 level lying 2050 K above the ground state and the maser spectral profiles’ blue-shifted nature (Goldsmith et al. 1988; Pérez-Sánchez & Vlemmings 2013). The HCN J=1-0 F=2-1 v$_2$=2 (one of the hyperfine transitions of the J=1-0 transition of the second overtone of the doubly degenerate bending mode) 89.087 GHz maser therefore traces the region of the envelope which is currently undergoing acceleration. Having such a tracer is a useful tool in assisting in the understanding of envelope dynamics and wind acceleration.

To date, nine HCN 89.087 GHz masers have been detected in carbon-rich AGB stars (Lucas et al. 1986; Guilloteau, Omont & Lucas 1987; Lucas, Omont & Guilloteau 1988; Lucas & Cernicharo 1989). A number of these have been shown to vary on month-long time-scales, with some masers being completely undetected in subsequent observations and others having a change in line profile or intensity (Lucas, Omont & Guilloteau 1988).

In this chapter, we present a new detection of the 89.087 GHz HCN maser in IRAS 15082−4808, along with an investigation of maser intensity variation with stellar pulsational period.
IRAS 15082–4808, also known as AFGL 4211, is a mass losing, carbon-rich AGB star. This source has been part of a number of line surveys (e.g. Nyman & Olofsson 1995; Woods et al. 2003). Its mass loss rate has been measured at approximately $1 \times 10^{-5} \, M_\odot \, yr^{-1}$ (Groenewegen et al. 2002). The literature values for the distance to this star vary between 640 pc and 1500 pc. However the general consensus is between 640 pc and 850 pc (Woods et al. 2003; Nyman & Olofsson 1995).

3.2 Observations

3.2.1 Mopra 2010

The observations of IRAS 15082–4808 were taken using the 22 m Australia Telescope National Facility (ATNF) Mopra telescope, 450 km from Sydney, Australia, between the 18th June 2010 and the 27th June 2010 as part of the molecular line survey detailed in Chapt. 2.

The 3 mm Monolithic Microwave Integrated Circuit receiver (MMIC) coupled with the Mopra Spectrometer (MOPS) in broadband mode were used, and covered the frequency range 84.5 to 92.5 GHz over four overlapping 2.2 GHz intermediate frequency bands (IFs). The IF of interest covered the range 88.5-90.5 GHz, putting this maser, at 89.087 GHz, more than 500 MHz from the edge of the band. The beam size at 90 GHz is 38″ and the antenna efficiency is $\sim 0.5$. The sensitivity of Mopra at 86 GHz is 22 Jy/K$^1$.

The observations were reduced using the ATNF Spectral Analysis Package (ASAP). Observations that were affected by poor observing conditions were identified and subsequently removed. The remaining sets of observations were averaged (weighted by the system temperature, $T_{\text{sys}}$) and a polynomial baseline was fitted. The total integration time was 3 hours and the velocity resolution was
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0.91 km/s. The rms noise of the resulting spectrum was 0.015 K in units of corrected antenna temperature and the $T_{\text{sys}}$ was 189 K. The spectra were inspected and lines identified using the Splatalogue and National Institute of Standards and Technology (NIST) databases (Lovas 1992; Markwick-Kemper, Remijan & Fomalont 2006).

### 3.2.2 Literature and archive data

Following the identification of the HCN maser emission line in the Mopra 2010 data, the literature and archives were searched for additional sets of observations of IRAS 15082−4808 in the required frequency range. Two sets of observations were found. The first were observations taken in August 1993 as part of the molecular line survey by Woods et al. (2003) using the Swedish-ESO Submillimeter Telescope (SEST, Booth et al. 1989) with an rms noise level 0.014 K (main beam temperature units) and a spectral resolution of 2.4 km/s. The sensitivity of SEST at 86 GHz is 25 Jy/K$^2$. The second were observed in June 2011 and are publicly available data from the Mopra archive.

The reduction of the SEST data is described in Woods et al. (2003). The Mopra archive data was unpublished at the time of this investigation, so the raw data files were taken from the Australian Telescope Online Archive and reduced in an identical manner to the Mopra 2010 data. The total integration time was 2.4 hours. The rms noise of the Mopra 2011 spectrum is 0.006 K in units of corrected antenna temperature, $T_{\text{sys}}$ is 157 K and the velocity resolution is 0.91 km/s.

The maser was detected in the Mopra observations from 2010 and 2011 but was not detected in the SEST observations from 1993. All resulting spectra are shown offset in Fig. 3.1. The maser line profile has varied significantly over the course of a single year, as is common for masers, going from an intense peak...
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with a secondary component in 2010 to a significantly less intense peak with only a single detected component. Lucas, Omont & Guilloteau (1988) discuss the variability of this maser transition and indicate that it could be related to the pulsational period of the star as is the case with SiO masers (Alcolea et al. 1999).

3.3 Analysis

3.3.1 Velocity

The maser in IRAS 15082−4808 is non-Gaussian in profile, with the Mopra 2010 observation having two distinct components. The HCN J=1-0 v=2 line is split into three hyperfine components: F=1-1 at 89.086 GHz, F=2-1 at 89.087 GHz and F=0-1 at 89.090 GHz. In order to identify whether the two components of the maser line are as a result of kinematic effects or multiple hyperfine components being observed, the velocities of the two peaks were compared with the theoretical separation of the hyperfine components of the J=1-0 v=2 transition. The velocities of the two observed components in the profile are taken at their respective peak values without fitting due to the maser line being unresolved. The major and minor components are separated by 2.7±1.2 km/s which is significantly smaller than the separation between the hyperfine components of the HCN J=1-0 v=2 line which lie at separations of 5.02 km/s (between F=1-1 and F=2-1) and 7.46 km/s (between F=2-1 and F=0-1). Therefore, the double-peaked line profile is unlikely to be caused by a second masing hyperfine component, and it is more likely that it is caused by intrinsic motion of the masing molecules within the circumstellar envelope.

The HCN 89.087 GHz maser has been observed in nine other sources to date, which are listed in Table 3.1 along with this new source, IRAS 15082-4808. The 89.087 GHz maser is blue-shifted by up to 5 km/s with respect to the host star in all nine previously known sources (Guilloteau, Omont & Lucas 1987; Lucas,
Table 3.1: Known HCN 89.087 GHz maser sources with CO expansion velocities from Groenewegen et al. (2002) and maser velocity parameters taken from Lucas, Omont & Guilloteau (1988) and Guilloteau, Omont & Lucas (1987). Mass-loss rates are taken from the reference listed in column 7. Velocity offset is defined as the difference between the velocity of the maser and the velocity of the shell with a negative value indicating a blue-shifted maser. In cases where the maser has multiple components, the velocity of the major component has been used. The number of detections is the number of observations of the maser, excluding null detections. The period of pulsation is that derived from fitting the photometric data, as described in Section 3.3.3.

<table>
<thead>
<tr>
<th>Source</th>
<th>$V_{\text{exp}}$ (km/s)</th>
<th>Velocity offset (km/s)</th>
<th>No. detections</th>
<th>Period (days)</th>
<th>$\dot{M}$ (M$_\odot$/yr)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIT 6</td>
<td>17.5</td>
<td>−5</td>
<td>7</td>
<td>637</td>
<td>$6.5 \times 10^{-6}$</td>
<td>1</td>
</tr>
<tr>
<td>IRC +10216</td>
<td>15.4</td>
<td>−3</td>
<td>4</td>
<td>647</td>
<td>$3.3 \times 10^{-5}$</td>
<td>1</td>
</tr>
<tr>
<td>S Cep</td>
<td>22.5</td>
<td>−3.1</td>
<td>2</td>
<td>484</td>
<td>$2.9 \times 10^{-6}$</td>
<td>1</td>
</tr>
<tr>
<td>FX Ser</td>
<td>28.4</td>
<td>−1.1</td>
<td>2</td>
<td>531</td>
<td>$3.1 \times 10^{-5}$</td>
<td>1</td>
</tr>
<tr>
<td>IRC +50096</td>
<td>15.9</td>
<td>−0.2</td>
<td>1</td>
<td>544</td>
<td>$5.9 \times 10^{-6}$</td>
<td>1</td>
</tr>
<tr>
<td>AFGL 2513</td>
<td>25.6</td>
<td>−3.6</td>
<td>1</td>
<td>592</td>
<td>$2.05 \times 10^{-5}$</td>
<td>2</td>
</tr>
<tr>
<td>AFGL 2047$^a$</td>
<td>17.1</td>
<td>−4.6</td>
<td>1</td>
<td>631</td>
<td>$8.6 \times 10^{-6}$</td>
<td>3</td>
</tr>
<tr>
<td>IRC +30374</td>
<td>24.4</td>
<td>−0.8</td>
<td>1</td>
<td>587</td>
<td>$1.0 \times 10^{-5}$</td>
<td>4</td>
</tr>
<tr>
<td>T Dra</td>
<td>16.8</td>
<td>−0.7</td>
<td>1</td>
<td>424</td>
<td>$8.2 \times 10^{-6}$</td>
<td>1</td>
</tr>
<tr>
<td>IRAS 15082−4808</td>
<td>20.4</td>
<td>−2.0</td>
<td>2</td>
<td>647</td>
<td>$1.0 \times 10^{-5}$</td>
<td>5</td>
</tr>
</tbody>
</table>

$^a$ Shell velocity taken as the mean of the central velocities of the CO(1-0) and HCN(1-0) lines from Nguyen-Q-Rieu et al. (1987).

Figure 3.1: HCN 89.087 GHz maser observations at three epochs. Velocity denotes the offset from LSR velocity in the frequency frame of the HCN maser. The upper spectrum shows the observation made in 2010 with Mopra, the middle spectrum shows the observation made in 2011 with Mopra and the lower spectrum shows the observation made in 1993 using SEST and is in units of main beam temperature. The Mopra observations are in units of corrected antenna temperature and the efficiency of Mopra at this frequency is $\sim 0.5$. The sensitivities of Mopra and SEST at 86 GHz are 22 Jy/K and 25 Jy/K respectively.


To compare the velocity shift of the maser in IRAS15082$-$4808 to those observed in the other nine sources, we have taken the ground state, non-masing HCN 88.631 GHz (J=1-0, F=2-1) emission line, also observed as part of the larger observing programme mentioned in section 3.2.1, as reflecting the systemic velocity of the envelope as done by Lucas, Omont & Guilloteau (1988). However, the line observed at this frequency at Mopra in the configuration described previously, is a blend of the hyperfine components of HCN: F=2-1, F=1-1 and F=0-1. These components must therefore be fitted in order to derive an accurate systemic velocity.

Using the methodology of Fuller & Myers (1993), we assume that the velocity profile is well-described by a Gaussian distribution, and thus the optical depth...
as a function of velocity, $\tau(v)$, of the J=1-0 transition can be expressed as:

$$\tau(v) = \tau \sum_{i=1}^{3} a_i \exp \left( -\frac{(v - v_0 + v_i)^2}{2\sigma^2} \right),$$

(3.1)

where $\tau$ is the total optical depth of the transition, $a_i$ is the relative intensity of transition $i$, $\sigma$ is the dispersion and $v_i$ is the offset velocity of transition $i$ with respect to a reference velocity, $v_0$, taken as the velocity of the central hyperfine component. The line profile can then be determined from:

$$T(v) = A(1 - e^{-\tau(v)}) + C,$$

(3.2)

where $T(v)$ is the temperature as a function of velocity, $A$ is the amplitude and $C$ is a constant to fit for any baseline offset that may exist.

The above function was fitted to the data using a hybrid method, based upon the use of the genetic algorithm Pikaia (Charbonneau 1995) followed by the non-linear least squares fitting routine, MPFit (Markwardt 2009). The uncertainties on the fitted parameters were calculated by the latter from the covariance matrix. The result of the fitting is shown in Fig. 3.2 and gives the velocity of the central hyperfine component with respect to LSR velocity to be $-0.76 \pm 0.06$ km/s.

The velocity of the major observed component of the maser is offset with respect to the systemic velocity by $-2.0 \pm 0.9$ km/s (blue-shifted) and the minor component is offset with respect to the systemic velocity by $+0.7 \pm 0.9$ km/s (red-shifted).

### 3.3.2 Maser pumping

The velocity by which the maser line in IRAS 15082–4808 is blue-shifted is significantly less than the expansion velocity of the envelope (20.4 km/s, Groenewegen et al. 2002). This suggests that the maser is formed in a distinct region of gas below the wind acceleration zone. The red-shifted component of the maser in IRAS
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Figure 3.2: HCN 88.631 GHz line as a blend of the F=2-1, F=1-1 and F=0-1 hyperfine components and the best-fit to the data is shown in blue. Velocity denotes the offset from LSR velocity in the frequency frame of the HCN 88.631 GHz line. $T^*$ is the corrected antenna temperature and the efficiency of Mopra at this frequency is $\sim$0.5. The sensitivities of Mopra and SEST at 86 GHz are 22 Jy/K and 25 Jy/K respectively.

Figure 3.3: SWS spectra from Sloan et al. (2003) showing the HCN and C$_2$H$_2$ features around 14 $\mu$m. IRC +50096 is shown in black, T Dra (multiplied by a factor of 3) is shown in blue and the partial spectrum of S Cep is shown in red.
15082–4808 has a velocity that is within uncertainties of the systemic velocity of the envelope. The lack of an observed definite red-shifted component suggests that either the maser is formed close enough to the star that the red-shifted component is obscured by the host star itself or that the maser amplifies photons emanating directly from the photosphere. These would both be in agreement with the interferometric observations of CIT 6 and IRC +10216 by Carlstrom et al. (1990) and Lucas & Guilloteau (1992) which suggest that the maser is located within five stellar radii.

As shown by Bujarrabal & Nguyen-Q-Rieu (1981) and Lockett & Elitzur (1992), SiO masers are formed close to the photosphere of the star but are amplified tangentially to the surface rather than radially. As shown by Gray et al. (2009) using a dynamic atmosphere and maser propagation model of SiO, in many cases the SiO emission is red-shifted with respect to the systemic velocity of the envelope (see their Fig. 11-13). The degree of redshift can, depending upon the model, increase with increasing phase. In contrast, the blue-shifted central
velocity of the 89.087 GHz maser with respect to the systemic velocity of the envelope suggests that the HCN maser is amplified radially. OH masers are also amplified radially, albeit significantly further from the stellar surface than is the case for this HCN maser. This difference in amplification direction between SiO masers and HCN masers means that the latter can be used to study the outflow velocities, whereas SiO masers cannot.

Ziurys & Turner (1986) show that it is possible for this maser to be pumped by the $\sim 14$ μm and/or the 7 μm infra-red photons emitted by the star from the $v_2$ bands of HCN. The features at 14.0 μm originate from the $2v_2^2 - 1v_2^1$ and $2v_2^0 - 1v_2^1$ transitions of HCN, the 14.3 μm feature from the $1v_2^1 - 0v_2^0$ transition and the 7 μm feature from the $2v_2^0 - 0v_2^0$ transition (for further details see Aoki, Tsuji & Ohnaka 1999). Infrared Space Observatory (ISO) Short Wavelength Spectrometer (SWS) spectra from Sloan et al. (2003) were available for three of the previously known HCN maser sources from Table 3.1 (IRC +50096, T Dra and S Cep). All three sources exhibit some degree of 14.0 μm and 14.3 μm emission and their spectra in this region are shown in Fig. 3.3. Emission in this band is suggested by Aoki, Tsuji & Ohnaka (1999) as being fairly common in carbon stars, and as shown by Cernicharo et al. (1999), it is possible for the 14.3 μm emission peak to be pumped radiatively from the ground state to the $v_2$ state. Fig. 3.4 indicates that there was little-to-no 7 μm emission in either T Dra or IRC +50096 when the ISO observations were made, which supports the 14 μm pumping mechanism. S Cep has no spectrum available at this wavelength.

The collisional rate coefficients of HCN $v_2 = 2$ are not yet published and therefore collisional excitation mechanisms cannot yet be ruled out. This should be addressed by modelling once these parameters are available.
3.3.3 Relation to variability

To determine the relation between variability and maser emission in IRAS 15082–4808, the pulsational cycle was investigated using literature photometry (Cutri et al. 2012; Price et al. 2010; Whitelock et al. 2006; Cutri et al. 2003a). 3.5 μm photometry was collected and a sinusoidal curve fitted using the genetic algorithm PIKAIA (Charbonneau 1995, see Chapt. 2 for further details). The resulting variability curve is shown in Fig. 3.5.

The 1993 observation was taken mid-way between a maximum and minimum brightness of the star. The 2011 observation was taken at a very similar point...
Figure 3.6: Photometry data as a function of (Julian Date - 2446000) days. Dotted lines indicate positive detections and dashed lines indicate null detections of the 89.087 GHz HCN maser. A further detection of the maser in CIT 6 was made by Nguyen-Quang-Rieu et al. (1988) but the date of observation and the spectrum obtained were unavailable in the literature, thus this has not been included on the figure. The letters appearing on the CIT 6 figure refer to the observations in Fig. 3.7. The three photometric data sets of IRC +10216 were offset from one-another in intensity; in order to fit a single sine curve to the data, offsets were applied to two of the data sets. This was not applied to any other source.
Figure 3.6: – continued.
in the pulse phase, although there was little photometry taken around the time of this observation. However, if the pulsational period was the only cause of the maser variability and the pulsational cycle of IRAS 15082–4808 had not changed significantly, then it would be expected that these two observations would have very similar intensities. This is not the case: the 2011 observation clearly detects the maser and the 1993 observation is a null detection.

Variability curves were also created, following the same method as above, for each of the nine sources (Fig. 3.6). Dotted lines indicate positive detections and dashed lines indicate null detections. AFGL 2047, AFGL 2513, T Dra and IRC +30374 were observed either in March or June 1987 with no indication as to which. Therefore both these dates are indicated on their respective variability curves.

The photometric data was taken from: Alksnis (1995); Le Bertre (1992); Cutri et al. (2003a); Whitelock et al. (2006); Shenavrin, Taranova & Nadzhip (2011); Henden (2013); Fouque et al. (1992); DENIS Consortium (2005); Kerschbaum, Groenewegen & Lazaro (2006); Price et al. (2010); Helou & Walker (1988); Jones et al. (1990); Epchtein, Le Bertre & Lepine (1990). The maser spectroscopic data was taken from: Lucas et al. (1986); Guilloteau, Omont & Lucas (1987); Goldsmith et al. (1988); Lucas, Omont & Guilloteau (1988); Lis, Goldsmith & Predmore (1989); Carlstrom et al. (1990); Lucas & Guilloteau (1992).

The variability curves show that the HCN maser has been detected at a variety of phases in the stars’ pulsational period, although some of the stellar curves have been extrapolated further than is reliable owing to the lack of available photometry data. Most of the sources have only one published maser spectrum, despite there being multiple detections reported in the literature. Therefore it is impossible to determine whether the maser intensity or profile varies with period in these sources.

CIT 6, however, has seven detections of the maser noted in the literature. Five of these have published spectra which are shown together in Fig. 3.7. There
is a small change in central velocity and width of the line over the different observations, although these were made by a variety of telescopes at a variety of resolutions which could contribute to this. The intensity of the line has varied significantly over these observations: four show similar peak intensities of approximately 40 Jy and the other approximately 75 Jy.

To examine this variation with phase more closely, the integrated intensities of the CIT 6 lines were measured and plotted against phase, as derived from the sinusoidal fitting. The results are shown in Fig. 3.8, along with all other sources with multiple detections. The intensities were normalised to the maximum observed intensity of the maser in each source to allow comparisons between sources to be made. Where null detections were made, an intensity of zero is plotted. A phase of 0.0 or 1.0 indicates maximum intensity and a phase of 0.5 indicates minimum intensity.

The maser in CIT 6 was shown to be most intense close to stellar maximum and at lower intensities close to stellar minimum. This is somewhat in agreement with IRC +50096 whose maser was detected at a phase of 0.37 and then not detected at a phase of 0.54. IRC +10216 was observed to have similar intensities and profiles at all epochs of observation (Lucas et al. 1986; Guilloteau, Omont & Lucas 1987; Lucas, Omont & Guilloteau 1988; Lucas & Guilloteau 1992). IRAS 15082–4808 as previously discussed, shows the intensity increasing between the phases of 0.2-0.7.

Smith, Price & Moffett (2006) show that there are lags between the infrared and optical light curves emitted by Mira variable stars from AAVSO (optical) and DIRBE (infrared) data. They find that the infrared generally lags behind the optical by 0.1-0.2 of a phase. As some of our data is optical and some infrared, a shift was applied to the relevant data to see if correlation was improved. No improvement was found, thus the data in Fig. 3.8 is the original unshifted data.

The 89.087 GHz maser in CIT 6 has been shown by Goldsmith et al. (1988) to exhibit linear polarisation of 20%. The observations were taken by a variety
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of instruments at a variety of elevations, so this polarisation will have an effect on the observed intensity of the maser. For all other sources, polarisation has not been measured. The cause of this polarisation is currently unknown and further measurements are required in order to ascertain the cause (Goldsmith et al. 1988; Pérez-Sánchez & Vlemmings 2013). Due to this, it is difficult to draw firm conclusions about variability with pulsation phase. In order to examine this more closely, a long-term measurement of maser intensity and polarisation in collaboration with photometric monitoring would need to be carried out over at least one pulsational period. From such a study, the effect of stellar variability on the intensity of the maser, the correlation between the two and, if mapped, the position of this maser with respect to the host star could be firmly established. This has been carried out successfully for SiO masers by Reid & Menten (2007), who used the VLA at 43 GHz to measure the radio continuum and resolve SiO masers to simultaneously measure the positions of the radio photosphere and the masing regions. They found that SiO maser emission is found in partial ring-like structures at 2-3 stellar radii from the radio photosphere.

3.3.4 Applications to AGB winds

Richards et al. (2012) have examined water masers in oxygen-rich AGB envelopes. As part of their investigation, they studied the expansion velocities of the maser shells with respect to distance from the host star: Fig. 44 of Richards et al. (2012).

The expansion velocities obtained for the inner water maser shells at less than 20 AU from the star are consistent with the central velocity of the HCN masers with respect to the systemic velocities of their envelopes. A distance from the star of less than 20 AU is also consistent with current thoughts about the formation distance of the HCN masers: Carlstrom et al. (1990) report an upper limit of 180 AU on the size of the masing region in CIT 6 and interferometric
Figure 3.7: CIT 6 spectra overlaid. a, b, d and e correspond to the dates indicated on the upper plot of Fig. 3.6. Each spectrum is labelled on the right hand side of the figure with the stellar phase at the time of observation. A phase of 0.0 or 1.0 corresponds to stellar maximum and a phase of 0.5 corresponds to stellar minimum. Spectral data taken from Guilloteau, Omont & Lucas (1987); Goldsmith et al. (1988); Lucas, Omont & Guilloteau (1988); Lis, Goldsmith & Predmore (1989); Carlstrom et al. (1990). There is only a partial spectrum published for the observations made at date 'c' and is therefore not included in this figure.

Figure 3.8: Plot showing integrated intensity as a fraction of the strongest maser in each source against stellar pulse phase as calculated from the variability curves shown in Fig. 3.5 and Fig. 3.6. Filled circles: CIT 6, crosses: IRAS 15082−4808, triangles: IRC +10216, squares: IRC +50096.
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observations by Lucas & Guilloteau (1992) suggest that the maser in IRC +10216 is located within five stellar radii. These imply that the HCN masers are tracing the expansion velocity of the region of the envelope in which they reside.

The region in which HCN $v_2 = 2$ masers are thought to be formed in is very distinct. Thus the expansion velocity of a specific region inside the acceleration zone is represented by the velocity of the maser. Cernicharo et al. (2011) report detections of more than 60 vibrational transitions of HCN in IRC +10216, including the masing 89.087 GHz transition. That work showed that there is a correlation between the excitation energy of the upper level ($E_u$) and the observed line widths and suggests that this is due to the different transitions emanating from different regions of the circumstellar envelope. This places the HCN $v_2 = 2$ maser in IRC +10216 within the 2-5 R* region of the envelope, which is consistent with the works of Carlstrom et al. (1990) and Lucas & Guilloteau (1992).

Fig. 3.9 shows the expansion velocities, taken as half of the measured linewidth, of the transitions reported in Cernicharo et al. (2011) against the energy of each upper state. Overplotted in red are the offset velocities of all ten detected HCN masers and these are found to be less than the velocities suggested by the velocity-$E_u$ correlation of Cernicharo et al. (2011). This suggests that the pumping mechanism for this maser may contain one of the high energy states found in zone 1.

3.3.5 Insights into AGB atmospheres

Masers can provide insight into the winds of AGB stars through comparison of observed parameters with model extended atmospheres. The 89.087 GHz maser provides two significant constraints. First, there is very little velocity variability with pulsation phase, and no evidence for infall. This places the maser in a region of stable outflow. Second, the maser velocity is very low compared to the expansion velocity shown by CO. This locates the maser in a region where little acceleration has occurred.
Figure 3.9: Expansion velocity against the energy of the upper state (K) of a number of vibrational transitions of HCN in IRC+10216. Expansion velocity is defined as $0.5\Delta V$ for the data taken from Cernicharo et al. (2011) (black points) and as the offset velocity with respect to the systemic velocity of the envelope for the ten HCN masers (red points). The zones are as calculated by Cernicharo et al. (2011): zone 1 represents a region $\sim 1.5 \ R^*$, zone 2 $\sim 5 \ R^*$ and zone 3 $\sim 29 \ R^*$.

The dynamic model atmospheres published in Höfner et al. (2003a), simulate time-dependent pulsations of the star for both mass-losing and non-mass-losing stars. Two models are discussed in detail in their Fig. 2 to 5, consisting of a star with parameters: $7000 \ L_\odot$, $1.0 \ M_\odot$, $355 \ R_\odot$, a stellar temperature of $2800 \ K$ and a C/O of 1.4. One of these models is a mass-losing AGB star with a mass loss rate of $2.4 \times 10^{-6} \ M_\odot/yr$, the other is non-mass-losing. The pulsation period in both models, at 390 days, is significantly lower than that of any of the known maser sources. The parameters used for the two models differ only by the magnitude of the piston velocity amplitude and have values of 2 km/s and 4 km/s. A 2 km/s piston velocity amplitude is insufficient to cause mass-loss whilst a 4 km/s piston velocity allows dust production and subsequently mass-loss to occur. When these two models are compared with the parameters determined from the HCN 89.087 GHz masers, a number of insights can be made.

From the aforementioned mass-losing model of Höfner et al. (2003a), it is
clear that there are regions of the envelope undergoing regular expansion and contraction, clearly shown in Fig. 3.10 (reproduced from Höfner et al. 2003a with kind permission from S Höfner and ESO ©). Given the lack of correlation of maser intensity variability with pulse phase, it is unlikely that the maser would originate from one of these regions. The lack of an observed in-fall velocity suggests that the maser exists at the point that mass-loss begins. In model 170t28c14u4 of Höfner et al. (2003a), these requirements are satisfied at roughly 2 stellar radii from the host star, as can be seen in Fig. 3.10, coinciding with shocked regions of the envelope and in keeping with the expected distance of less than five stellar radii from Carlstrom et al. (1990) and Lucas & Guilloteau (1992).

The lack of an observed substantial increase (more than a few km/s) in central velocity of the HCN maser lines indicates that this maser should not exist for long within a particular region of gas as it moves outwards. The implication is that the maser may cease operating as the region outwardly expands from the central
star.

The upper level of the HCN 89.087 GHz maser lies at 2050 K above the ground state. The gas temperature in model 170t28c14u4 drops below this at roughly 1.5 stellar radii. The region of the model AGB atmosphere between 1 and 2 stellar radii has a highly variable flow velocity, changing with pulse phase (−13 km/s to +10 km/s). If the maser is radiatively pumped by photospheric photons, the maser will exist further from the host star than that dictated by the gas temperature. In the aforesaid model, at 2.5 to 3.5 stellar radii, the velocity is more stable with pulse phase, and with flow velocities of 0 km/s to +8 km/s, more closely reflects the offset velocities of HCN masers. The gas temperature in this region is approximately 1000 K.

The non-mass-losing model, 170t28c14u2, has flow velocities of between +1 and +4 km/s in the region of 1.1 to 1.2 stellar radii for two of four pulse phases and between −11 and −13 km/s for the remaining phases. In this region, the gas temperature is roughly 2000 K. At 1.2 to 1.4 stellar radii, the temperature drops to approximately 1000 K and the flow velocities range from −10 km/s to +10 km/s. The 89.087 GHz HCN masers are only observed in mass-losing carbon rich AGB stars, thus this model is not a suitable representation for these stars.

Neither of these models perfectly reproduce the conditions required for this maser to exist, but these models are not tailored to the individual sources and several model parameters vary significantly from those of the known host stars (e.g. pulse period). However, it is promising that the formation regions suggested from the mass-losing model agree with the regions predicted in Carlstrom et al. (1990) and Lucas & Guilloteau (1992).

3.4 Conclusions

We have identified a new 89.087 GHz HCN maser in the AGB star IRAS 15082−4808. This maser was first detected in this source in June 2010 using the Mopra
telescope in Australia, and was detected once again in June 2011 at Mopra. It was, however, undetected in a molecular line survey by Woods et al. (2003) based upon observations taken at SEST in 1993.

The observation in 2010 has two components to the maser, and that of 2011 has only a single component at the same velocity shift as the major component in 2010. It is highly unlikely that the two-component profile is due to a second hyperfine component being observed. It is more likely that the observed profile is due to motions of the masing molecule within the stellar envelope.

The major component of the maser in IRAS 15082−4808 as observed in 2011 is offset by $-2.0 \pm 0.9$ km/s (blue-shifted) with respect to the systemic velocity as derived from the HCN 88.631 GHz emission line and the minor component by $+0.7 \pm 0.9$ km/s (red-shifted). The offset velocity of the major component is in-keeping with the $-0.3$ to $-5$ km/s offset of all previous detections of this maser in other sources (Guilloteau, Omont & Lucas 1987; Lucas, Omont & Guilloteau 1988; Lucas & Cernicharo 1989).

The variability of the maser in all ten sources in which it has been detected to date has been investigated, although firm conclusions could not be drawn due to lack of observations and polarisation effects. Long term monitoring of intensity and maser polarisation in conjunction with regular photometric measurements would allow the variation of maser intensity with stellar pulsation to be properly assessed.

Finally, comparisons of the derived maser parameters from all known host stars have been made to published models of AGB atmospheres. The comparison suggests that the masers are formed between 2 and 4 stellar radii from the host star and at the point that mass-loss begins. This region also contains shocked gas. Despite the gas temperature within this region being lower than that of the upper maser level, radiative pumping from photospheric photons would allow the existence of this maser within this region. The outflow velocities of the gas within this region are matched well by the offset velocities of the known masers. This
region also agrees with the measurements and predictions of Carlstrom et al. (1990) and Lucas & Guilloteau (1992), which place the maser within 5 stellar radii. High spatial resolution interferometry would be required to be able to identify for certain the exact region of the envelope in which this maser is formed.
Chapter 4

Modelling CO in the circumstellar envelope of II Lup

4.1 Introduction

CO plays an important role in shaping the chemistry that occurs in an AGB star’s circumstellar envelope. Due to its high binding energy, CO preferentially forms over other molecules. This gives rise to the ‘locking up’ of carbon in oxygen-rich AGB stars and conversely oxygen in carbon-rich AGB stars. In oxygen-rich AGB stars, this allows the formation of water molecules, other oxides and oxygen-rich silicates such as pyroxene and olivine, whereas in carbon-rich AGB stars, a multitude of carbon-containing molecules and dust are free to form.

II Lup, also known as IRAS 15194-5115, is one of the stars from the Mopra molecular line survey in Chapt. 2. It is a mass-losing, carbon-rich AGB star with a pulsation period of 575 days and is the brightest carbon star in the Southern Hemisphere sky at 12 µm (after IRC+10216 and CIT 6). It has also been shown to be a probable J-type star (e.g. Chapt. 2 and references therein). J-type stars may be an example of the class of object from which the pre-solar SiC A+B grains form.
Modelling AGB stars in CO and $^{13}$CO allows thorough investigations of the thermodynamic structure and chemistry of circumstellar envelopes to be carried out. By modelling II Lup in a variety of CO transitions, we can improve our understanding of J-type stars and the behaviour of their envelopes.

4.2 The code

The modelling in this chapter has been carried out using a combination of the radiative transfer codes MCMax (Min et al. 2009) and GASTRONOoM (Decin et al. 2006, 2010), using the interface code COMBOCODE (Lombaert 2013; Lombaert et al. 2013). MCMax models the continuum emission of dust whilst making assumptions about the gas temperature and velocity structure. GASTRONOoM models the gas velocity and temperature structure, level populations and emission line profiles whilst making assumptions about the density structure of the region. As the behaviour of the dust has an impact on the thermodynamics of the gas and vice versa, it is important to understand and model the two components consistently. As described in Lombaert (2013), Lombaert et al. (2013) and in further detail below, COMBOCODE iterates over the two codes, using the output of one as a partial input to the other, improving the results over using either code in a stand-alone capacity.

4.2.1 MCMax

MCMax is a 2D Monte Carlo radiative transfer code which models the continuum emission of dust and was written by Min et al. (2009). It uses the Monte Carlo method of ‘continuous absorption and re-emission’ by Bjorkman & Wood (2001). Discrete photon packages are emitted by the central star and subsequently traced through the surrounding medium whilst undergoing scattering, absorption and re-emission by the dust. The medium has a disk structure with variations allowed in both the radial and vertical directions. As implemented by Lombaert et al.
4.2: THE CODE

(2013), this code is used in a one-dimensional capacity, assuming variations are allowed only in the radial direction.

MCMax uses two approximations to the Monte Carlo method in order to reduce statistical noise in low photon-count regions and increase the speed of the calculations in high optical depth regions. The partial diffusion approximation (PDA) improves the statistical noise in low-photon count regions (see the ‘diffusion approximation’, as described by Rosseland 1924 and Wehrse, Baschek & von Waldenfels 2000). The modified random walk (MRW) reduces the computation time in high optical depth regions where photons can get ‘lost’ in a very high number of interactions with dust particles, dominating the computing time. By allowing a photon to interact multiple times for a single calculation using the radiative diffusion equation in defined regions of constant temperature and density, the MRW procedure reduces the number of computations that are required. For further details on the MRW approximation, see Fleck & Canfield (1984) and Min et al. (2009).

Within MCMax, stellar input parameters such as temperature, mass and radius (calculated within COMBOCODE) must be defined. In addition, the fractional composition of the dust must be specified, including their opacities. This allows the user to alter the proportions of contributing grains as well as their shapes. For example, either continuous distribution of ellipsoids (CDE) or distribution of hollow spheres (DHS) may be used (determined by their opacities) for amorphous carbon. The dust species, optical constants and stellar parameters all have a significant impact on the resulting spectral energy distribution (SED) and dust thermodynamic properties, which will be explored further in Sect. 4.5.1.

4.2.2 GASTRoNOoM

GASTRoNOoM, developed by Decin et al. (2006, 2010), is a spherically symmetric, non-local thermodynamic equilibrium (LTE) radiative transfer code. It is
used to model the thermodynamic structure of gas, including temperature and velocity profiles (gas velocity and drift velocity), level populations and line profiles. The code has three distinct parts: COOLING, MLINE and SPHINX. COOLING is responsible for calculating the temperature and velocity structure of the gas, MLINE calculates the level populations of each molecule and SPHINX calculates the line profiles from the data outputted from a combination of COOLING, MLINE and a telescope specification file (if desired).

The self-consistent calculations for the gas temperature profile, carried out in COOLING, take into account a number of different heating and cooling processes: gas-grain collisional heating, photoelectric heating from dust grains, dust-gas heat exchange, cooling via rotational excitation of \( \text{H}_2\text{O} \) and CO and cooling by the vibrational excitation of \( \text{H}_2 \). Each of these mechanisms is described in further detail in Decin et al. (2006). However, it is also possible to define a gas temperature profile manually in the form of a power law with up to 3 components, valid in different regions of the envelope:

\[
T(r) \propto r^{-\varepsilon},
\]

(4.1)

where \( T(r) \) is the temperature profile as a function of radius, \( r \), and \( \varepsilon \) is a constant defined by the user.

MLINE carries out the non-LTE line radiative transfer calculations, which are subsequently ray-traced using SPHINX to result in line profiles. Sphinx also allows the convolution of the line profiles with a specified telescope beam profile so that comparisons with observations can be easily made.

Both constant and variable gas mass loss may be simulated by GASTRONOOm. The central star may be taken as either a black body or as one of several stellar atmosphere models (see Decin et al. 2010). For this work, the central star is assumed to be a black body and mass loss is assumed to be constant with radius, unless otherwise stated.
GASTRoNOoM assumes an oxygen-rich dust composition with a grain size distribution equal to that found in the interstellar medium. As discussed in Decin et al. (2006), the grain size distribution found in AGB star circumstellar envelopes may not reflect that found in the ISM. GASTRoNOoM also assumes a power law profile for the dust temperature.

### 4.2.3 ComboCode

COMBOCODE, written by Lombaert et al. (2013), acts as an interface between GASTRoNOoM and MCMax. COMBOCODE iterates over each radiative transfer code twice, using the outputs from the previous step as input for the next. This is shown diagrammatically in Fig. 4.1.

By iterating over the two codes, a number of improvements can be made over using either one alone. The results from MCMax are improved by using the drift velocity profile calculated from GASTRoNOoM rather than assuming a constant drift velocity. The results from GASTRoNOoM are improved by using the dust parameters outputted by MCMax. As mentioned above, GASTRoNOoM assumes that the dust is composed of oxygen-rich dust and the dust temperature is in the form of a power law. MCMax allows a variety of dust species to be used, outputting the required opacities, temperature profile and defining the inner dust radius from its calculations, all of which are given as input to GASTRoNOoM via COMBOCODE, superseding the aforementioned assumptions.

In addition to using COMBOCODE to iterate over the two radiative transfer codes, COMBOCODE also gives the user the option of running either code individually. This feature is exploited in the SED modelling method, detailed in Sect. 4.4.1.
4.3 The data

The data used to evaluate the models come from a variety of sources and fall into two categories. The first data set is that forming an SED of the source. These data may be of low spectral resolution and are used to model the continuum emission. Higher resolution data are required to evaluate the model emission line.
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Table 4.1: SED data.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Wavelength range (µm)</th>
<th>Origin of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO SWS</td>
<td>2.359 - 45.198</td>
<td>Sloan et al. (2003)</td>
</tr>
<tr>
<td>ISO LWS</td>
<td>43.046 - 196.827</td>
<td>ISO archive</td>
</tr>
<tr>
<td>Herschel PACS</td>
<td>55.403 - 192.516</td>
<td>Lombaert et al. (in prep.)</td>
</tr>
</tbody>
</table>

Table 4.2: CO line profile data. Although all covered transitions were detected in the APEX and Mopra data, there were many non-detections within the PACS data.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Transition</th>
<th>Transition frequencies (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mopra</td>
<td>$^{13}$CO J=1-0</td>
<td>110.201</td>
</tr>
<tr>
<td>Mopra</td>
<td>CO J=1-0</td>
<td>115.271</td>
</tr>
<tr>
<td>JCMT</td>
<td>CO J=2-1</td>
<td>230.538</td>
</tr>
<tr>
<td>APEX</td>
<td>CO J=3-2</td>
<td>345.796</td>
</tr>
<tr>
<td>APEX</td>
<td>$^{13}$CO J=4-3</td>
<td>440.765</td>
</tr>
<tr>
<td>APEX</td>
<td>CO J=4-3</td>
<td>461.041</td>
</tr>
<tr>
<td>APEX</td>
<td>CO J=7-6</td>
<td>806.652</td>
</tr>
<tr>
<td>Herschel PACS</td>
<td>CO, $^{13}$CO J=13-12 to J=52-51</td>
<td>1483.280 - 5891.322</td>
</tr>
</tbody>
</table>

profiles and must clearly show the individual CO lines. The data is discussed in more detail below and summarised in Tables 4.1 (SED data) and 4.2 (CO line data).

4.3.1 SED data

The data used to construct an SED are from three different sources. The first are ISO SWS (henceforth known as SWS) data from the catalogue of uniformly reduced ISO data by Sloan et al. (2003). These data cover the wavelengths 2.359 to 45.198 µm and form the majority of the SED. The second are Herschel PACS data (henceforth simply PACS), reduced using HIPE, from Lombaert et al. (in prep.). This covers the region 55.403 - 192.516 µm. The third are ISO LWS data (henceforth LWS), taken as post-pipeline reduced data from the ISO archive\(^1\).

\(^1\)http://www.ipac.caltech.edu/iso/iso_archive/archive_instruct.html
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Figure 4.2: Plot of the observed SED constructed from SWS, LWS and PACS data. The SWS data is shown in black, the LWS data in red and the PACS data in blue. The SWS band edges are shown by the vertical dotted lines.

covering the wavelength range 43.046 - 196.827 µm. Each of the datasets were taken at different times and thus different pulsation phases. The LWS data is offset with respect to the other two datasets: it has a higher intensity than both SWS and PACS. We therefore scaled the LWS data to both the PACS and SWS data using a constant scaling factor of 0.55. The SED data is shown in its entirety in Fig. 4.2. Overlaid on Fig. 4.2 are the SWS band edges.

4.3.2 Spectral line data

The spectral line data, containing CO and $^{13}$CO lines, are from four telescopes: the Photoconductor Array Camera and Spectrometer (PACS) onboard Herschel, the Atacama Pathfinder Experiment (APEX), the James Clark Maxwell Tele-
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scope (JCMT) and the Mopra Radio Telescope. The PACS data, discussed above, cover the J=13-12 to J=52-51 transitions (inclusive). The data were reduced using HIPE by R. Lombaert and full details of the PACS data reduction will be found in Lombaert et al. (in prep.). A number of the transitions are undetected due to their low signal-to-noise ratio, but upper limits may be placed upon their intensities and thus limits on the model may be applied. The integrated intensities were measured by P. Royer and R. Lombaert by fitting a Gaussian profile on top of a continuum (Lombaert 2013). A complete discussion on the treatment of the model fitting to the PACS data may be found in Sect. 4.4.3.

CO transitions J=7-6, J=4-3 and J=3-2 were taken from APEX data of II Lup from Decin et al. (2008) and used by kind permission of L. Decin. One transition of $^{13}$CO, J=3-2, was also taken from the same APEX dataset.

The JCMT data were provided by, and used with kind permission of, S. Alharbi. The beam efficiency of JCMT was taken as 0.59.

The molecular line survey data, discussed in detail in Chapt. 2, taken using the Mopra Telescope, Australia, contained the J=1-0 transitions of CO and $^{13}$CO.

4.4 Modelling

The method used to model II Lup using COMBOCode occurs in several stages:

1. Using MCMax only, the SED is initially modelled using an extensive grid of models.

2. The best-fit SED model is then re-run with GASTRONOoM (COOLING and MLINE only) and a smaller, finer grid of models run to refine the initial SED best-fit model.

3. SPHINX is included to model the individual lines.

These steps and the results of each are discussed in the following sections. The first two stages are not particularly computationally intensive, however the
last step can be very computationally intensive. The stellar mass has been kept constant at 1 M\(_{\odot}\). The distance to II Lup has been reported in the literature to be between 500 and 1200 pc. In the following analysis, we assume a distance of 600 pc.

4.4.1 SED modelling

The model SED is affected by a number of different input parameters defined by the user and passed to MCMax. These are primarily the stellar temperature and luminosity, the dust mass-loss rate, the dust composition, the outer dust radius, whether or not there is thermal contact between the dust species and whether or not the high temperature dust is destroyed.

An initial coarse grid of more than 1000 models was run using MCMax alone. This grid covered a wide range of parameter space, centered around parameters identified within the literature. The models were initially evaluated on their goodness-of-fit using a \(\chi^2\) function. The data were evaluated against the SWS and PACS data where possible but in the region between the two datasets, the models were compared with the LWS data. The PACS and SWS data were favoured due to the scaling applied to the LWS data.

The parameter space around the best-fit models was explored with consistently finer grids until an acceptable model was identified. Although a \(\chi^2\) function was used to identify the ‘best fit’ model in the large grids, the final model was fine-tuned by eye. This is due to the presence of strong absorption features within the observed data, caused by molecules that are unsupported in the MCMax model, meaning the best fit according to the \(\chi^2\) function was not the model that most accurately represented the data.

GASTRONOoM was then switched on and a grid surrounding the best-fit MCMax-only model calculated. Only small changes in dust mass-loss rate were required to bring the MCMax + GASTRONOoM model in line with the initial
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Table 4.3: Input parameters for the best SED using MCMax and GASTRoNOoM in combination.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central star temperature</td>
<td>2300 K</td>
</tr>
<tr>
<td>Stellar luminosity</td>
<td>7600 $L_\odot$</td>
</tr>
<tr>
<td>Dust composition (mass fraction):</td>
<td>5% SiC</td>
</tr>
<tr>
<td></td>
<td>20% MgS</td>
</tr>
<tr>
<td></td>
<td>75% Amorphous C$^1$</td>
</tr>
<tr>
<td>Dust mass-loss rate</td>
<td>$1.1 \times 10^{-8} M_\odot$ yr$^{-1}$</td>
</tr>
<tr>
<td>Outer dust radius</td>
<td>8500 $R^*$</td>
</tr>
<tr>
<td>Thermal contact between dust particles</td>
<td>True</td>
</tr>
<tr>
<td>Destruction of high temperature dust</td>
<td>False</td>
</tr>
</tbody>
</table>

$^1$: Amorphous carbon as a distribution of hollow spheres, size=0.01 $\mu$m, opacities taken from Acke et al. (2013).

MCMax model.

The best fit SED model using MCMax + GASTRoNOoM in combination is shown in Fig. 4.3, along with the spectrum obtained from using MCMax alone with identical initial parameters. The model parameters are listed in Table 4.3.

4.4.2 SiC feature

The presence of the SiC feature is important in the study of pre-solar grains (see Chapt. 2). The origin of the A+B grains, thought to be J-type stars, must have SiC dust present. II Lup is a J-type star, thus the SiC feature has been examined in detail to ascertain the level of confidence of its presence.

Fig. 4.4 shows the best-fitting model in the region of the SiC feature (5 % SiC by mass). Overlaid is the best fitting model without SiC present in the dust composition. All parameters are identical save for the composition and mass loss rate, which had to be decreased from $1.10 \times 10^{-8} M_\odot$ yr$^{-1}$ to $1.05 \times 10^{-8} M_\odot$ yr$^{-1}$ to get the best fit with the different composition. The $\chi^2$ measured within the 5-15 $\mu$m region is marginally better (0.5 %) for the SiC composition than without
SiC. As the improvement is so small, the presence of SiC cannot be confidently confirmed.

For all further models, the dust composition has been assumed to contain 5% by mass of SiC.

### 4.4.3 Spectral Line Modelling

The line radiative transfer calculations uses energy levels of up to $J_u=60$ for CO in the ground and first vibrational states. The energy levels, transition frequencies and Einstein $A$ coefficients were taken from Goorvitch & Chackerian (1994) and further details can be found in Appendix A of Decin et al. (2010) (R. Lombaert, priv. comm.). As described in Decin et al. (2006), the equations of radiative transfer are those of Schoenberg & Hempe (1986) and include CO-H$_2$ collisions.
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Figure 4.4: Examination of the 5-15 µm region of the SWS spectrum. The two models shown have a fractional composition (by mass) of 0.2 MgS, 0.05 SiC and 0.75 amorphous C (red) and 0.2 MgS and 0.8 amorphous C (blue). The dust mass-loss rates are $1.1 \times 10^{-8}$ M⊙ yr$^{-1}$ (red) and $1.05 \times 10^{-8}$ M⊙ yr$^{-1}$ (blue). All other model input parameters are identical and are the same as those listed for the best-fit SED model in Table 4.3.

and scattering by photons from the stellar photosphere, dust and the CMB. The collision rates for CO-H$_2$ were also taken from Larsson, Liseau & Men’shchikov (2002) (R. Lombaert, priv. comm.). The temperature and velocity equations are solved simultaneously to give the temperature and velocity structure of the CSE, further details of which can be found in Decin et al. (2006). The velocity at the inner boundary of the CSE is taken as the local sound speed (Decin et al. 2006). The turbulent velocity was assumed to be constant at 1.5 km/s. The central star is assumed to be a black body, with temperature and luminosity as user-input parameters. The gas mass-loss rate is also a user-input parameter. The effect of varying these parameters on the emergent line profiles is discussed in Sect. 4.5.2.

Following the aforementioned modelling method, after a satisfactory SED fit had been found using both MCMax and GASTRONOoM, SPHINX was included.

The initial model using the parameters defined by the SED model had excel-
lent agreement with the APEX data, and the model-data comparison is shown in Fig. 4.5. A grid of models was run centered around these parameters in order to identify if any improvements could be made to the APEX lines and none were found. This model is henceforth referred to as the “APEX cooling model” (AC model). However, the AC model had poor agreement with the PACS data; the entire model-data comparison can be found in Fig. C.1 and a sample of the data is shown in Fig. 4.6. Fig. 4.7 shows the fractional difference between the integrated intensities as measured from the model lines and from Gaussian fits to the data for each transition. The model fits were carried out and kindly provided by Pierre Royer and Robin Lombaert. As is shown, the model underestimates the intensities of all the longer wavelength lines and overestimates the shorter wavelength emission lines.

Progressively larger and coarser grids were run to locate a good fit to the PACS data whilst still assuming a constant mass loss rate. A satisfactory fit was eventually found by using the power law gas temperature profile (see Sect. 4.2.2). When identifying the best model to fit the PACS data, lines with wavelengths less than 90 µm were neglected because they form in the innermost regions of the envelope where there are very few theoretical constraints, PACS has a less-reliable
Figure 4.6: Partial PACS model-data comparison for the APEX cooling model. Data is shown in red and the model in blue. The full spectrum can be found in Fig. C.1.

Figure 4.7: $^{12}$CO fractional integrated intensity ratio of model lines compared to Gaussian fits to the data for the APEX cooling model. Purple error bars indicate blended lines. Note the log scale on the ordinate axis.
Figure 4.8: Partial PACS model-data comparison for the Pacs Epsilon model. Data is shown in red and the model in blue. The full spectrum can be found in Fig. C.2.

flux calibration at these wavelengths and the signal-to-noise ratios of these lines is low. Khouri et al. (2014) in their analysis of CO in W Hya only use PACS observations of lines up to $J=24 - 23$ ($\sim 108 \mu m$) for these reasons.

A sample of the model-data comparison for this model is shown in Fig. 4.8. The fractional difference between the integrated intensities as measured from the model lines and from Gaussian fits to the PACS data for each transition are shown in Fig. 4.9. A comparison between the APEX and model data can be found in Fig. 4.10. This model is henceforth referred to as the “PACS epsilon model” (PE model). As can be seen, it generally has good agreement with the PACS data except in the innermost region of the envelope, where the model assumptions are likely to be invalid. However, this model has poor agreement with the APEX data, overestimating all lines by a factor of three or more. Improvements in the agreement between the PACS data and model were accompanied by a decline in the agreement between the APEX model and data and vice versa.

The two models differ only on the basis of temperature profile through the envelope. Each spectral line is formed from a slightly different region of the envelope, some of which overlap with one another. The higher level transitions
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Figure 4.9: $^{12}\text{CO}$ fractional integrated intensity ratio of model lines compared to Gaussian fits to the data for the Pacs Epsilon model. Purple error bars indicate blended lines. Note the log scale on the ordinate axis.

Figure 4.10: $^{12}\text{CO}$ APEX model-data comparison for the Pacs Epsilon model. The data is shown in black and the model in red.
Figure 4.11: APEX cooling (AC) and PACS Epsilon (PE) model temperature profiles. The AC model is shown in black and the PE model in blue. The light grey area indicates the region which dominates the PACS line emission and the dark grey indicates the region dominating the APEX line emission.

As can be seen in Fig. 4.11, the PE model has a significantly higher temperature in the APEX line emission region of the envelope than the AC model and the AC model has a lower temperature in the PACS dominated region than the PE model. As the line intensities are sensitive to the gas temperature in the region of formation, this explains the discrepancy between the fits of the two models. This difference between the two regions suggests that either there is a temperature discontinuity in the envelope or one of the assumptions in the model does not hold for this star. If the latter, it is likely that the assumption of constant mass loss does not apply, as the intensities of the gas lines correlate strongly with gas mass loss rate (see Sect. 4.5.2).

To examine the possibility of a discontinuous temperature profile, the tem-
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The temperature profile power-law was broken into three parts: the first following the PE model temperature profile, the third following the AC model and the second part introduced a temperature drop in the region between the two profiles. This led to the model henceforth known as the “discontinuous temperature model” (DT model), whose details are shown in Fig. 4.12 to 4.14.

The alternative explanation is that the assumption of a constant mass-loss does not apply to II Lup. COMBODE allows the user to define different mass-loss rates in different regions of the envelope. The AC model was taken as the base model. The gas mass-loss rate was \(1.4 \times 10^{-5} \, M_\odot\) and the temperature profile was calculated using the COOLING code. The PACS lines in the AC model are too intense in the 60-80 \(\mu\)m region of the spectrum and are too weak in the 100-190 \(\mu\)m region. Decreasing the mass-loss rate leads to an decrease in the intensity of the model emission lines. Therefore the mass loss rate in the innermost region of the envelope, from which the 60-80 \(\mu\)m emission lines originate, needed to be decreased. The mass-loss rate in the more central region of the envelope had to be increased in comparison to the base model gas mass loss.

Figure 4.12: \(^{12}\)CO APEX, Mopra and JCMT model-data comparison for the DT model. The data is shown in black and the model in red.
rate. The outer region \((R > 300 \, R^*)\), in which the APEX lines form, required no change in mass-loss rate.

The optimum changes in mass loss rates were obtained by gridding over 4 orders of magnitude, initially as a coarse grid which was then followed by consistently finer grids as the mass-loss rates were refined. The radial points where the mass-loss changes were required were obtained in a similar fashion. The model resulting from these grids is henceforth known as the “variable mass loss model” (VM model) and had 3 different mass-loss rate regions. The innermost region \((2-75 \, R^*)\) had a mass-loss rate of \(0.8 \times 10^{-6} \, M_\odot \, yr^{-1}\), the central region \((75-190 \, R^*)\) had a massloss rate of \(1.4 \times 10^{-4} \, M_\odot \, yr^{-1}\), and the outer region \((>190 \, R^*)\) had a mass-loss rate of \(1.1 \times 10^{-5} \, M_\odot \, yr^{-1}\). The lines in the inner region \((\text{wavelengths} < 90 \, \mu m)\) were significantly affected by the changing mass-loss rate, but this was compensated for by the inclusion of the low mass-loss rate in the inner-most region of the CSE. However, as previously mentioned, this region is not well-constrained theoretically (e.g. shocks may play an important role) thus this low mass-loss rate should be taken with caution.
Figure 4.14: $^{12}$CO and $^{13}$CO fractional integrated intensity ratio of the DT model lines compared to Gaussian fits to the data. Purple error bars indicate blended lines. Note the log scale on the ordinate axis.
Figure 4.15: $^{12}$CO APEX, Mopra and JCMT model-data comparison for the VM model. The data is shown in black and the model in blue.

Figure 4.16: Partial PACS model-data comparison for the VM model. Data is shown in red and the model in blue. The full spectrum can be found in Fig. C.4.
Figure 4.17: $^{12}\text{CO}$ and $^{13}\text{CO}$ fractional integrated intensity ratios of the VM model lines compared to Gaussian fits to the data. Purple error bars indicate blended lines. Note the log scale on the ordinate axis.
Having obtained two models that satisfactorily fit the PACS and APEX data (VM model and DT model), the final datasets were included. These consisted of the Mopra CO and $^{13}$CO J=1-0 lines, the APEX $^{13}$CO J=3-2 line and a JCMT J=2-1 line. The $^{12}$C/$^{13}$C ratio was adjusted until an optimal fit was obtained. The $^{13}$CO lines are matched by both models to within 10%-15% which is within the calibrated uncertainty of the data.

The parameters for the VM model and the DT model are detailed in Table 4.4.

4.5  Model sensitivity to input parameters

4.5.1  Dust model

A number of different parameters affect the shape of the model SED. These are primarily related to the physical parameters of the dust.

The composition, shape and size distribution of the dust grains has a large effect on the appearance of the SED. Some components, such as SiC and MgS, have characteristic features (e.g. SiC at $\sim$11 µm and MgS between approximately 25 and 50 µm) which would otherwise not exist in the spectra, whilst others affect the overall shape of the SED. For example, changing the fraction of dust from amorphous carbon in a continuous distribution of ellipsoids to amorphous carbon as a distribution of hollow spheres increases the peak intensity and shifts it towards the longer wavelength region of the spectrum whilst reducing emission at the shorter wavelengths.

A variety of compositions were modelled in the initial grid and it was found that a composition of 75% amorphous carbon (distribution of hollow spheres) with 20% MgS and 5% SiC best recreated the observed SED. A number of species that cause significant absorption features, such as HCN and C$_2$H, are not possible to include in MCMax, hence why these features are not seen in the model spectrum.

The resulting SED has a strong dependence upon the dust mass-loss rate.
Table 4.4: Parameters of each of the models discussed in detail within this chapter. The temperature structure is listed either as Cooling or as the input parameters for the epsilon temperature scheme: \( T(r) \propto r^{-\varepsilon} \). In cases where the outer radius is listed as Mamon, the limit of the envelope was defined as the CO photodissociation radius from the formula of Mamon, Glassgold & Huggins (1988).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>DT Model</th>
<th>VM model</th>
<th>AC model</th>
<th>PE model</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{M}<em>{\text{gas}} (M</em>\odot \text{ yr}^{-1}) )</td>
<td>(1.4 \times 10^{-5})</td>
<td>(0.8 \times 10^{-6} ) (2-75 R*)</td>
<td>(1.4 \times 10^{-5})</td>
<td>(1.4 \times 10^{-5})</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.4 \times 10^{-4}) (75-190 R*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.1 \times 10^{-5}) (&gt;190 R*)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temp. Structure</td>
<td>(\varepsilon_1: 0.45 (!&lt;! 75 \text{ R}*))</td>
<td>Cooling</td>
<td>Cooling</td>
<td>(\varepsilon_1: 0.4 (!&lt;! 5 \text{ R}*))</td>
</tr>
<tr>
<td></td>
<td>(\varepsilon_2: 2.0 (75-200 \text{ R}*))</td>
<td></td>
<td></td>
<td>(\varepsilon_2: 0.8 (5-10 \text{ R}*))</td>
</tr>
<tr>
<td></td>
<td>(\varepsilon_3: 0.55 (&gt;200 \text{ R}*))</td>
<td></td>
<td></td>
<td>(\varepsilon_3: 0.4 (!&gt;! 10 \text{ R}*))</td>
</tr>
<tr>
<td>(^{12}\text{C}/^{13}\text{C})</td>
<td>8</td>
<td>9</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Terminal velocity (km/s)</td>
<td>21.5</td>
<td>18.5</td>
<td>21.5</td>
<td>21.5</td>
</tr>
<tr>
<td>Gas outer radius</td>
<td>8500 R*</td>
<td>8500 R*</td>
<td>Mamon</td>
<td>Mamon</td>
</tr>
</tbody>
</table>
Changing the dust mass-loss rate alters the position and height of the peak, with higher mass-loss rates moving the peak of the profile towards longer wavelengths. When the dust mass loss rate is too high, the model has an excess of emission at wavelengths longer than approximately 7 µm and has a deficit at shorter wavelengths.

Changing the central star black body temperature has a small effect on the model SED. Increasing the central star black body temperature decreases the peak intensity and shifts the distribution to the shorter wavelength end of the spectrum. The SED is more sensitive to changes in luminosity than temperature, with increases to the luminosity causing increases in all regions of the spectrum.

Decreasing the outer radius decreases the intensity of the emission in the longer wavelength tail of the SED - the region made up of the PACS and LWS data sets.

Two switches in MCMax affect the model SED. One is whether or not there should be thermal contact between the dust particles and the other is whether high temperature dust should be destroyed. Turning off the thermal contact results in decreased emission in the SiC and MgS spectral feature regions of the SED. Turning off high temperature dust destruction reduces the emission in the shorter wavelength regions whilst increasing the emission at the higher wavelength region - a surprising result as one would expect the shorter wavelength emission to increase if dust is allowed to form closer to the stellar surface than the model would otherwise allow. This reduction in low-wavelength intensity may be caused by an increase in obscuration of the star by the dust when high temperature dust destruction is turned off. Our best fit model was found by turning off the high temperature dust destruction and keeping thermal contact on.
Figure 4.18: The effect of varying different model parameters on the model SED. Parameters are the same in all models, except for the single parameter being varied. These are, top to bottom, left to right: dust mass-loss rate, luminosity of the central star, effective temperature of the central star, dust composition, thermal contact between dust (true or false), destruction of high temperature dust (true or false) and outer dust radius.
4.5.2 Line profile sensitivity

A number of parameters affect the intensities and shapes of the emission lines. Shown in Fig. 4.19 are the effects of various parameters on the J=1-0, J=3-2 and J=7-6 lines of $^{12}$CO. The lines shown in each plot are the base value (blue), the base value +10% (green) and the base value +25% (red). The base values are listed in the figure caption and are the parameters for the best APEX model for II Lup, barring the outer radius which was set to 8500 R* rather than that of Mamon, Glassgold & Huggins (1988). In the figure showing changes to the outer radius, the colours indicate: 8500 R* (blue), 5000 R* (green) and 1500 R* (red). This is so the changes to line profile can be seen.

As is shown in Fig. 4.19, increasing the luminosity increases the peak intensity of all the emission lines. There is no discernible change in line profile with increasing intensity. As the SED is very sensitive to changes in luminosity, this parameter was left unchanged in the line modelling and was instead set by the SED models.

Changing the gas mass-loss rate has a smaller effect on the spectral lines than altering the luminosity. However, in contrast to the luminosity, the gas mass-loss rate has a negligible effect on the SED, allowing this parameter to be varied significantly. Increasing and decreasing the gas mass-loss rate at various...
points in the envelope leads to different lines increasing or decreasing in intensity respectively.

The size of the gas outer radius has a significant effect on the intensity of the J=1-0 line; the effect becomes progressively weaker as the transitions increase in energy. The low-J lines originate predominantly from the outer region of the envelope whilst the higher energy transitions form from regions in closer proximity to the star, causing the aforementioned effect that varies with transition. As the outer radius is decreased, the J=1-0 line decreases in intensity and the profile gradually changes from a flat-topped parabola (indicating optically thick emission) to a horned profile (indicating optically thin emission).

Increasing the black-body temperature of the central star, whilst having a negligible effect on the SED, decreases the intensity of the emission lines. The effect is, again, related to the energy of the transition: it is greatest on the lowest level lines with the higher level lines least affected. However, the J=3-2 line is more susceptible to changes in the black body temperature than to changes in the outer radius, allowing the temperature to be well-constrained independently.

Finally, the terminal velocity has the same effect on all the emission lines: increasing the terminal velocity leads to a broadening of the line and a reduction in intensity. The terminal velocity has been constrained solely by the width of the lines as many other parameters affect the intensities.

4.6 Understanding the envelope of II Lup

4.6.1 Physical interpretation of the models

It is apparent that a ‘standard’ smooth model does not fit the CO emission of II Lup. The APEX emission lines were well represented by a model of constant mass loss and temperature calculated self-consistently with the COOLING code. However, this was not the case for the PACS emission lines. With constant mass
Figure 4.19: The effect of varying different model parameters on the model profiles. Parameters are the same in all models, except for the single parameter being varied. Blue line indicates original value, green indicates original value + 10% and red indicates original value + 25%, barring for the outer radius change where the colours indicate: 8500 R* (blue), 5000 R* (green) and 1500 R* (red). In the plot varying the terminal velocity, the velocity base value was taken as 18.5 km/s rather than the 21.5 km/s that was taken for the others.
loss and a COOLING temperature profile, the integrated intensities of the lines emanating from the innermost region of the envelope were overestimated and those in the central region underestimated. Two different approaches to solving these discrepancies were explored: a model with a variable mass loss rate through the envelope and a model with a region of heavy cooling. Neither model can be ruled out on the current data, although due to the atypical nature of some of the physical properties resulting from the variable mass-loss rate (described in further detail in Sect. 4.6.2), the DT model is considered to be more likely. Outlined below are the physical interpretation of both models and what would be required to distinguish between the two cases.
Variable mass loss

A model using a variable mass loss through the envelope satisfactorily fits the combination of PACS and APEX lines simultaneously. The mass loss has been found to be at its lowest in the region $R < 75 \, R^*$, with a mass loss rate of $0.8 \times 10^{-6} \, M_\odot \, yr^{-1}$. The central region, $75 \, R^* < R < 190 \, R^*$, has a mass loss of $1.4 \times 10^{-4} \, M_\odot \, yr^{-1}$ and the outer region, $R > 190 \, R^*$, has a mass loss rate of $1.1 \times 10^{-5} \, M_\odot \, yr^{-1}$. The mass-loss rate in the inner region should be taken with some degree of caution as many of the assumptions made in the model do not apply in this region.

The model structure can be interpreted as evidence of the existence of a CO shell in the envelope of II Lup, potentially as the result of a thermal pulse. Similar shells have been reported in the literature (e.g. Maercker et al. 2012, Olofsson et al. 2010) from observations of CO. The shells of R Scl and U Cam in particular show similar traits to the theoretical shell structure required in this model. The thickness of our high-mass-loss shell ($\sim 125 \, R^*$ in width, equivalent to $4.8 \times 10^{15}$ cm) is in very good agreement with the widths of the shells of R Scl and U Cam at $5 \times 10^{15}$ cm and $4 \times 10^{15}$ cm respectively (Olofsson et al. 2010). Using the gas terminal velocity of 21.5 km/s, the duration of our theoretical shell is 70 years, which is in good agreement of those of R Scl (100 years) and U Cam (50 years). The major difference between our shell and the literature shells is its distance from the star. Taking the radius as the centre of the shell to the centre of the star, our shell exists at $140 \, R^*$, which is equivalent to a distance of $5.3 \times 10^{15}$ cm: an order of magnitude less than the radii of the shells of R Scl and U Cam (Olofsson et al. 2010). This indicates that the shell of II Lup would have to be substantially younger than those of R Scl and U Cam: 80 years in comparison to 1700 and 700 years for R Scl and U Cam respectively (Olofsson et al. 2010).

Feast, Whitelock & Marang (2003) carried out photometric monitoring of II Lup over 18 years and from this have found evidence for asymmetries in the
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circumstellar envelope. They attribute this to the formation and destruction of “quasi-spherical dust shells” in the line of sight which can cause significant changes in the observed luminosity in the J-band. Although this work is based upon dust structure and these shells are closer to the star than the one we identify, given asymmetries exist in the dust distribution, it is likely that asymmetries also exist in the gas.

The most effective way to test this model would be to obtain high resolution imaging of the CO emission, as has been done for R Scl. If a high mass-loss rate region exists, this would be seen as a ring or similar structure in the envelope when mapped in CO. If this region were not seen in the imaging, then this model could be ruled out with certainty.

**Intense cooling**

The alternative model of II Lup retains a constant mass loss rate throughout the envelope but requires a significant reduction in the gas temperature in the region $75 < R < 200 R^*$. This would require the presence of an efficient cooling molecule in the envelope (e.g. HCN) which is less abundant or less efficient at cooling in the inner region and outer region than in the central region (R. Lombaert, priv. comm.).

The HCN absorption bands are strong in the II Lup SWS spectrum, indicating relatively high abundances of HCN are present. From the line profile analysis of the molecular line survey in Chapt. 2, the HCN 1-0 emission region appears to be less extended than the CO 1-0 emission region in II Lup, although the magnitude of the difference is unclear. HCN therefore has a different radial abundance profile and it is plausible that its cooling effects may be more noticeable in the central regions of the envelope.

The most effective way to test this model would be to carry out a full radiative transfer analysis of HCN and include HCN cooling in the model of II Lup. The former is beyond the scope of this work, but is an avenue of future work.

*Christina Louise Smith*
Alternative explanations

There are a number of other potential explanations for the difference in intensities between the central and outer regions of the envelope. As reported by Teyssier et al. (2014), variable infrared fluxes in the central region can cause significant changes in the intensities of a number of emission lines. Teyssier et al. (2014) studied the time variability of emission lines in IRC+10216 using PACS, HIFI and Spire onboard Herschel. They found variations in the intensities of the high J (J_u > 15, λ < 174 µm) lines of many molecules including CO due to the changing infrared flux in the envelope caused by stellar pulsations. The low J lines of CO and \(^{13}\)CO were unaffected. Infrared pumping is not supported in GASTRONOoM and we have data from only a single epoch, therefore this avenue could not be explored further.

It is possible that the abundance of CO may be higher in the central region of the envelope as a result of, for example gas-grain interactions (Millar, priv. comm.). This effect has been somewhat mimicked by the introduction of a higher gas mass-loss rate. This would result in a higher than expected emission from the high abundance region.

The presence of a torus may also explain the discrepancy between the inner and outer regions of the envelope. A torus, such as that found in V Hya (Lykou 2013; Hirano et al. 2004) could explain the extra cooling required in the DT model. The presence of a torus would cause higher opacities and increased cooling than would be observed in a standard smooth model. However, as the radiative transfer codes used in this investigation assume spherical symmetry, this could not be explored further. High spatial resolution imaging would be required to determine if a torus is present.

The effect of the beam sizes of the APEX data and PACS data were also examined. The smallest beam size is that of the APEX 7-6 line observation\(^2\), with

\(^2\)http://www.apex-telescope.org/telescope/efficiency/
a beam size of approximately 7.7″. The PACS beam sizes\(^3\) vary with wavelength from 9.3″ to 13″. As the CO emission at the PACS wavelengths is originating from a smaller area than the 7-6 emission, which has the smallest beam size of all, and the APEX 7-6 emission appears unresolved (parabolic profile), it is unlikely that the beam size is causing the problem with the CO line intensities.

**Mopra CO 1-0 line**

In all models, the intensity of the CO 1-0 line in the Mopra data could not be well recreated. The intensity was only able to be recreated by setting the gas outer radius to approximately 1500 R\(^*\), which is approximately an order of magnitude smaller than the CO dissociation radius predicted by Mamon, Glassgold & Huggins (1988). Additionally, the model line profile takes a horned appearance at 1500 R\(^*\), implying the emission in this case is optically thin. Reducing the radius to 1500 R\(^*\) also had a detrimental effect on the J=2-1 line fit.

The peak intensity of the Mopra CO 1-0 line (1.17 K) is approximately 10% lower than that reported in Nyman et al. (1993), Ryde, Schöier & Olofsson (1999) and Woods et al. (2003), which were all taken using the Swedish ESO Submillimeter Telescope (SEST). SEST has a diameter of 15m, whereas Mopra has a diameter of 22m. Assuming that the source is resolved in both beams, the Mopra observation would be expected to have a higher intensity (T\(_{\text{mb}}\) ∼ 3 K) which would bring the observation in line with the model prediction. The \(^{13}\)CO line in Mopra has a peak intensity approximately 1.5 times that of the \(^{13}\)CO line in Ryde, Schöier & Olofsson (1999). Therefore there may be a problem with the calibration of the Mopra CO 1-0 line and this requires further investigation.

\(^3\)http://herschel.esac.esa.int/Docs/PACS/html/ch04s06.html

*Christina Louise Smith*
Figure 4.20: Dust temperature profiles for both the DT and VM models. The power law, which would be the assumed dust temperature profile of GASTRONOoM if MCMAX were not used, is shown in blue on both plots.

4.6.2 Insights into the composition and thermodynamics

In addition to the aforementioned insights into the overall structure of the envelope of II Lup, more specific information can be gleaned from the two final models. Below these are discussed in further detail.

Dust properties

Further to the discussion of the dust composition in Sect. 4.4.1, the models also allow us to examine the temperature distribution of the dust and the opacities of the individual species. Shown in Fig. 4.20 are the dust temperature profiles through the envelope. As the dust in both models was set to be in thermal contact, all species are assumed to have the same temperature.

There is little difference between the dust temperature profiles of the two models. The initial temperature of the VM model is ~500 K higher than that of the DT model. Both temperature profiles are initially higher than a standard power law for 2300 K (the assumed dust temperature profile of GASTRONOoM if MCMAX were not used, shown in blue on both plots) and at ~ $1 \times 10^{14}$ cm, the dust temperature profiles drop below the power law. The power law is of the form $T_d, \text{avg} \propto r^{-\beta}$, where $\beta = 1$ and $T_{\text{eff}} = 2300$ K.
form:

\[ T_d(r) = T_\star \left( \frac{R_\star}{2r} \right)^{\frac{\beta}{2+\beta}}, \]  
(4.2)

where \( T_d(r) \) is the dust temperature as a function of radius, \( r \), \( T_\star \) and \( R_\star \) are the stellar temperature and radius respectively and \( \beta \) has been taken as 1 (Decin et al. 2006; Habing & Olofsson 2012).

The opacities of the different dust species as a function of wavelength from the MCMax models are shown in Fig. 4.21. The opacities, as expected, do not differ greatly between the two models. SiC and MgS have their characteristic peaks at \( \sim 10 \mu m \) and \( \sim 30 \mu m \) and the amorphous carbon shows a general trend of decreasing in opacity with increasing wavelength.

**Temperature structure**

The gas temperature structure varies significantly between the two models. The VM model uses the self-consistent cooling calculations included in the COOLING code, whereas the DT model has a three-step power law function including a drop in the central region of the envelope. These profiles are shown in Fig. 4.22. The irregular section of the VM model plot is due to the high mass-loss rate.
within that region, but should not significantly affect the line profiles presented in previous sections (R. Lombaert, priv. comm.).

**Velocity structure**

The gas velocity structures differ between the DT and VM models. As is shown in Fig. 4.23, the DT model has a smoother profile with a steep initial increase followed by a flattening at larger radii. In contrast, the increase in the VM model occurs at a larger radius with the initial velocity being significantly lower than that of the DT model. This reduction in velocity would most likely be accompanied by a reduction in line width of the highest J-lines in comparison to those of the DT model. This would have been observed as a reduction of the high-J model line integrated intensity in comparison to the observed data in this model.

**Abundances and abundance distribution**

The abundance distributions of CO and $^{13}$CO show the greatest difference between the two models - predominantly due to the variation in mass loss through the envelope in the VM model. The abundance of CO has a smooth, mostly flat profile in log-log space, with a drop in the outer region in the DT model. This
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Figure 4.23: Gas velocity profiles for the DT and VM models. 1 R* = 3.83 × 10^{13} cm.

Figure 4.24: CO and $^{13}$CO abundance profiles for the DT and VM models.

is the profile expected for this type of object. However, the abundance of CO and $^{13}$CO in the VM model show an intense peak followed by a drop where the fractional composition with respect to hydrogen changes by 3 magnitudes. The CO and $^{13}$CO distributions have similar, but offset, profiles when each model is considered individually. These atypical profiles are likely due to the constant dust mass-loss rate used in combination with a variable gas mass-loss rate.

The $^{12}$C/$^{13}$C ratio has been found to be 8 and 9 from the DT and VM models respectively. Both of these values place II Lup in the J-type star category. These values are a factor of 2 higher than that obtained in Chapt. 2, which is within
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the calculated uncertainties of the value calculated in Chapt. 2.

4.6.3 Comparison with literature models

Ryde, Schöier & Olofsson (1999) model eleven rotational transitions of CO and $^{13}$CO lines in II Lup (J=1-0, J=2-1 and J=15-14 to J=22-21, ground vibrational state only). Their dataset comprises of ISO LWS data taken in 1997 combined with SEST data from Nyman et al. (1993). Their model assumes spherical symmetry and a constant mass-loss rate of $1.0 \pm 0.2 \times 10^{-5} \, M_{\odot} \, yr^{-1}$ and they measure a $^{12}$CO/$^{13}$CO ratio of 5.5±1. These are in reasonable agreement with our findings both in this chapter and in Chapt. 2, considering uncertainties associated with all values. Ryde et al. (1999), however, do state that the large uncertainties on the LWS data mean that changes of up to a factor of three in mass loss rate would still agree well with their model. Ryde et al. (1999) find their LWS lines are formed from the region of the envelope within 10 R*, which is somewhat closer than our model predicts. Their low-J emission lines were found to be formed at distances larger than 1000 R*, which is further from the star than our model finds. Their models find that there have been no significant changes to the stellar wind over the last 5000 years, which is in opposition to the VM model but in agreement with the DT model.

Schöier, Ryde & Olofsson (2002) also model II Lup ISO LWS data after having modelled the SED from IRAS photometry, using DUSTY. Their mass-loss rates were calculated as $1.2 \pm 0.5 \times 10^{-5} \, M_{\odot} \, yr^{-1}$ (gas model) and $3.5 \times 10^{-6} \, M_{\odot} \, yr^{-1}$ (total mass-loss rate obtained from dust mass-loss rate and dust-to-gas ratio from CO radiative transfer modelling). The former is in good agreement with our results. This difference in dust mass-loss rate is likely due to the different data used in the SED modelling which is dependent on pulse phase at the time of observation (De Beck et al. 2012).

Ramstedt & Olofsson (2014), as part of a larger survey, examine lower level...
rotational transitions of CO and $^{13}$CO in II Lup. Their data consists of $J=1-0$ to $J=3-2$ inclusive for both CO and $^{13}$CO. Their work assumes a spherical symmetry, constant mass loss rate and constant expansion velocity. As with our work, Ramstedt & Olofsson (2014) utilise two different codes to model the dust and gas components: DUSTY (dust component) and the non-LTE code of Schöier & Olofsson (2001). Their model for II Lup has a higher luminosity and temperature (8900 $L_\odot$ and 2800 K respectively) than our model (7600 $L_\odot$ and 2300 K), and a lower distance is used (500 pc as opposed to 600 pc). The difference in temperature and luminosity could be due to the different dust species used in the modelling or due to the different dust continuum data being taken at a different phase than our SED data. Their gas mass-loss rate, at $1.5 \times 10^{-5}$ $M_\odot$ yr$^{-1}$, is in good agreement with our value ($1.4 \times 10^{-5}$ $M_\odot$ yr$^{-1}$).

Schöier et al. (2013) use similar data to model CO and HCN emission from II Lup. Their derived mass loss rate ($6 \times 10^{-6}$ $M_\odot$ yr$^{-1}$) is more than a factor of two lower than our value, but their stellar temperature is more in line with our value than that of Ramstedt & Olofsson (2014), at 2400 K. They do not calculate $^{12}$C/$^{13}$C so this cannot be compared.

Woods et al. (2003) use the non-LTE radiative code of Schöier & Olofsson (2001) to model the CO emission lines detected in their molecular line survey from SEST observations. Their models assume spherical symmetry, constant mass-loss rate, constant expansion velocity and a distance of 600 pc. The stellar temperature and luminosity used are lower and higher than ours respectively at 930 K and 8800 $L_\odot$. Their derived mass-loss rate ($1.5 \times 10^{-5}$ $M_\odot$ yr$^{-1}$) and $^{12}$CO/$^{13}$CO ratio (6) are in reasonable agreement with our results.

### 4.7 Conclusions

In this chapter, we have presented the results of in-depth radiative transfer modelling of CO in the envelope of the mass-losing carbon-rich AGB star II Lup.
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(IRAS 15194-5115). Initially the SED, constructed from ISO SWS and LWS data in combination with Herschel PACS data, was modelled using MCMax - a 2D Monte Carlo radiative transfer program (used in a 1D capacity). Subsequently, the spectral lines were modelled using GASTRONOoM - a 1D non-LTE radiative transfer code, capable of calculating gas thermodynamics, level populations and spectral line profiles.

The resulting models have shown that a ‘standard’ model does not fit the inner regions of II Lup. The lines originating in the innermost regions of the envelope were under-estimated by the model. The spectral lines formed in the central region of the envelope were over-estimated by the model. This lack of correlation was solved in two ways: by invoking a 3-term power law, including a strong reduction in temperature between 75 and 200 R* and by using a variable mass-loss rate through the envelope, including an intense mass-loss rate region between 75 and 190 R*. Whilst neither model may be ruled out on current data alone, based upon the characteristics of the velocity profiles and the fits to the low-level J-lines of CO, the intense cooling model appears to better represent II Lup.

Neither model has successfully reproduced the CO J=1-0 line, over-estimating it by a factor of 3, whilst satisfactorily reproducing the $^{13}$CO J=1-0. The intensity of the J=1-0 line in the data presented here is well-matched by literature observations (e.g. Woods et al. 2003; Nyman et al. 1993). It is possible that the CO J=1-0 line is sufficiently optically thick to have entirely obscured the CMB. By adding 2.7 K to the observed line intensities, the model and data are brought into reasonable agreement.
Chapter 5

Zinc abundances of planetary nebulae

Part of the work in this chapter has been published in Smith, Zijlstra & Dinerstein (2014).

5.1 Introduction

Iron has been shown to be heavily depleted from the gaseous form in ionised media through both optical (Delgado Inglada et al. 2009; Shields 1975) and infrared observations (Likkel et al. 2006). In planetary nebulae it can be depleted by more than 90% (Delgado Inglada et al. 2009). As shown in Sterling et al. (2005), depletion may not be uniform throughout a planetary nebula. Iron depletion is also seen in many environments in the interstellar medium (ISM) (McDonald et al. 2010; Savage & Sembach 1996). Therefore deriving iron abundances of planetary nebulae through direct observations of iron lines will not result in an accurate elemental abundance for the precursor star.

Zinc, of which there are five different natural isotopes, exists most abundantly as $^{64}\text{Zn}$ and is predominantly created in two processes: the alpha rich freeze-out of supernovae and the s-process (Clayton 2003; Woosley & Weaver 1995). The
condensation temperature of zinc is 684 K which is significantly lower than that of the other iron-peak elements which range from 1170 K for Cu to 1600 K for Ti, with iron itself having a condensation temperature of 1337 K (Lodders & Fegley 1998). This low condensation temperature means it is significantly less likely for zinc to condense into solids in the progenitor star’s envelope than it is for iron.

Zinc abundances and depletion in the interstellar medium have been widely studied over the past several decades (e.g. Morton 1975). In warm, low-density regions of the interstellar medium, zinc has been shown to be depleted by 0.0-0.2 dex (Savage & Sembach 1996; Welty et al. 1999).

The abundance of zinc over a wide range of metallicities within the Milky Way was studied by Sneden, Gratton & Crocker (1991) by examining a large sample of field and globular cluster stars. The Zn/M abundance was shown to be constant over a wide range of M/H, where M/H is defined as the average metallicity of the star derived from observations of Fe and Ni. There have been some recent studies which find some discrepancies between Zn and Fe abundances in Galactic stars: Prochaska et al. (2000), for example, find a mean enhancement of [Zn/Fe] to be 0.093 ± 0.025 from a sample of ten thick disk stars and Chen, Nissen & Zhao (2004) find [Zn/Fe] to be unenhanced in a sample of five alpha-poor halo stars but enhanced by 0.15 dex in a sample of ten thick disk stars. However, these are based upon much smaller samples than that studied by Sneden, Gratton & Crocker (1991). Saito et al. (2009), report measurements of [Zn/Fe] of a sample of 35 stars to be Solar to within uncertainties over the range −2 < [Fe/H] < 0. Saito et al. (2009) also combine their measurements with that of 399 literature stars with the resulting sample covering the range −4.5 < [Fe/H] < 0.5. [Zn/Fe] was found to be consistent with Solar in the ranges −2 < [Fe/H] < +0.5 to within the measured standard deviation.

In planetary nebulae, the 3.625 µm [Zn IV] line is well suited to abundance derivation as it lies between two hydrogen Humphreys series emission lines (3.646 µm and 3.607 µm) and less than 0.125 µm away from the much stronger
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Pfund series emission line at 3.741 µm. Zn\textsuperscript{3+}, in contrast to most of the abundant Fe ions in nebulae, has a sparse energy level structure in its ground configuration, making the 3.625 µm line relatively strong. The 3.625 µm line is the only emission line of zinc observed in the infrared in planetary nebulae.

The 3.625 µm [Zn IV] line was first identified by Dinerstein & Geballe (2001) in spectra taken using CGS4 on the UK Infrared Telescope (UKIRT) of NGC 7027 and IC 5117. They find the central wavelength, after corrections for the Earth’s orbital motion, to be within uncertainties of that predicted for the Zn\textsuperscript{3+} \textsuperscript{2}D_{3/2} - \textsuperscript{2}D_{5/2} transition. They consider alternative identities of the line from nearby transitions of H\textsubscript{2} or Cu\textsuperscript{4+}. In the case of H\textsubscript{2}, this is ruled out on the basis of the observed wavelength of the line. The \textsuperscript{4}F_{5/2} - \textsuperscript{4}F_{9/2} Cu\textsuperscript{4+} transition was deemed less likely than the \textsuperscript{2}D_{3/2} - \textsuperscript{2}D_{5/2} transition of Zn\textsuperscript{3+} due to the lower elemental abundance, stronger depletion and higher ionisation state of the former species.

Dinerstein & Geballe (2001) presented the procedure for deriving Zn\textsuperscript{3+}/H\textsuperscript{+} from their measurements. However, since the collision strength of the Zn transition was not known at the time, their abundance estimates were necessarily expressed in terms of the value of this parameter (their Equ. 4). After correcting for the presence of other ions of zinc, elemental Zn/H can be determined. Dinerstein & Gaballe suggested that such Zn/H values are excellent tracers of the total Fe/H abundances and that [Zn/H] can be used as a surrogate for [Fe/H], in view of the minimal depletion of Zn and the fact that Zn closely tracks Fe over a wide range in metallicity.

Small contributions of the elemental abundance of zinc are expected from nucleosynthesis in AGB stars. The models of Karakas et al. (2009) show that this enhancement of Zn over the course of a star’s time on the AGB is small: only the very low metallicity models show [Zn/Fe] > 0.1, and the majority of the remaining models show [Zn/Fe] < 0.05. Thus the measured abundance of Zn in planetary nebulae will, in general, reflect the abundance of Zn of the progenitor.
The ability to determine meaningful Fe/H values in nebulae is important because Fe/H is the most widely used index of metallicity in stars; therefore by determining undepleted Fe/H ratios, reliable metallicities of the precursor stars of the planetary nebulae can be determined. By examining the O/Zn ratio as a proxy for O/Fe, $\alpha$-element enhancement in these objects can be assessed.

The remainder of this chapter will detail measurements of zinc abundances of a sample of planetary nebulae using the 3.625 $\mu$m emission line, and the extrapolated iron abundances.

### 5.2 Observations and data reduction

A sample of 23 planetary nebulae, the majority of which are Galactic bulge nebulae, were observed using ISAAC (Infra-red Spectrometer And Array Camera, Moorwood et al. 1998) on UT3 at ESO Paranal, Chile, either between 28/05/2012 and 30/05/2012 (sample 1) or between 21/07/2013 and 30/07/2013 (sample 2). These nebulae were selected from the Catalogue of Galactic Planetary Nebulae (Acker et al. 1992) and were chosen based upon their presence in the Galactic bulge, size of the nebula ($< 5''$ in diameter), brightness ($\log(\text{H$\beta$ flux}) > -13 \log\text{[mW m}^{-2}\text{]}$) and the high intensities of the [O III] 4363 and 5007 $\AA$ and He II 4686 $\AA$ lines (indicating sufficient ionisation for the detection of the [Zn IV] line).

Our program was designed to target planetary nebulae belonging to the Galactic bulge. However, in sample 1, four nebulae not belonging to the bulge, namely PNG 019.7 + 03.2, PNG 040.4 − 03.1, PNG 023.0 + 04.3 and PNG 049.3 + 88.1 were observed as back-up targets when high winds caused pointing restrictions during part of the run. The last two objects yielded no detections or useful limits, and are not discussed further. Of the nine nebulae observed in sample 1, seven were detected in the 3.625 $\mu$m line including five bulge sources.

In sample 2, a total of 14 targets were observed. Four of these were observed
Table 5.1: Basic information and literature parameters for each source. Angular diameters are in arc seconds, where opt indicates values derived from optical observations and rad denotes values derived from radio observations (Acker et al. 1992). The first seven nebulae are those that make up sample 1, the following six are from sample 2 and the remaining two nebulae are from Dinerstein & Geballe (2001). References for optical spectra and central star effective temperatures are listed in column 11.

<table>
<thead>
<tr>
<th>PNG</th>
<th>Name</th>
<th>RA</th>
<th>Dec</th>
<th>Ang. dia. (arcsec)</th>
<th>T_{star} (10^4 K)</th>
<th>T_e(O III) (10^4 K)</th>
<th>N_e(S II) (10^3 cm^{-3})</th>
<th>O/H (10^{-4})</th>
<th>O++/O</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>004.0 – 03.0</td>
<td>M 2-29</td>
<td>18 06 41</td>
<td>-26 54 56</td>
<td>3.6^{opt}</td>
<td>7.6</td>
<td>1.9 ± 0.3</td>
<td>3 ± 3</td>
<td>0.3^{+0.1}_{-0.2}</td>
<td>0.9^{+0.5}_{-0.8}</td>
<td>1,2</td>
</tr>
<tr>
<td>006.1 + 08.3</td>
<td>M 1-20</td>
<td>17 28 58</td>
<td>-19 15 54</td>
<td>1.9^{rad}</td>
<td>7.9</td>
<td>1.01 ± 0.02</td>
<td>6^{+3}_{-1}</td>
<td>3.4 ± 0.3</td>
<td>0.93 ± 0.13</td>
<td>3,2</td>
</tr>
<tr>
<td>006.4 + 02.0</td>
<td>M 1-31</td>
<td>17 52 41</td>
<td>-22 21 57</td>
<td>7.0^{rad}</td>
<td>5.8</td>
<td>0.76 ± 0.04</td>
<td>8^{+4}_{-1}</td>
<td>7.7 ± 1.6</td>
<td>0.94 ± 0.28</td>
<td>4,2</td>
</tr>
<tr>
<td>006.8 + 04.1</td>
<td>M 3-15</td>
<td>17 45 32</td>
<td>-20 58 02</td>
<td>4.2^{opt}</td>
<td>7.9</td>
<td>0.85 ± 0.02</td>
<td>5^{+3}_{-1}</td>
<td>6.0 ± 0.7</td>
<td>0.96 ± 0.16</td>
<td>4,2</td>
</tr>
<tr>
<td>019.7 + 03.2</td>
<td>M 3-25</td>
<td>18 15 17</td>
<td>-10 10 09</td>
<td>3.9^{opt}</td>
<td>5.2</td>
<td>1.09 ± 0.03^{b}</td>
<td>14 ± 1</td>
<td>3.9 ± 0.4</td>
<td>0.82 ± 0.11</td>
<td>5,6</td>
</tr>
<tr>
<td>040.4 – 03.1</td>
<td>K 3-30</td>
<td>19 16 28</td>
<td>+05 13 19</td>
<td>3.3^{rad}</td>
<td>...</td>
<td>1.0^{a}</td>
<td>10.0^{a}</td>
<td>3.9^{a}</td>
<td>0.80^{a}</td>
<td>-</td>
</tr>
<tr>
<td>355.4 – 02.4</td>
<td>M 3-14</td>
<td>17 44 21</td>
<td>-34 06 41</td>
<td>2.8^{rad}</td>
<td>7.9</td>
<td>0.87 ± 0.04</td>
<td>3.4 ± 0.2</td>
<td>6.5 ± 0.1</td>
<td>0.73 ± 0.03</td>
<td>7,2</td>
</tr>
<tr>
<td>003.6 + 03.1</td>
<td>M 2-14</td>
<td>17 41 57</td>
<td>-24 11 16</td>
<td>2.2^{rad}</td>
<td>4.4</td>
<td>0.79^{+0.07}_{-0.09}</td>
<td>11 ± 1</td>
<td>4.0^{+1.8}_{-1.0}</td>
<td>0.5^{+0.4}_{-0.2}</td>
<td>5,2</td>
</tr>
<tr>
<td>011.0 + 05.8</td>
<td>NGC 6439</td>
<td>17 48 20</td>
<td>-16 28 44</td>
<td>5.0^{opt}</td>
<td>...</td>
<td>1.01 ± 0.01</td>
<td>3.7 ± 0.1</td>
<td>5.0^{+0.3}_{-0.1}</td>
<td>0.84^{+0.06}_{-0.03}</td>
<td>5, -</td>
</tr>
<tr>
<td>352.1 + 05.1</td>
<td>M 2-8</td>
<td>17 05 31</td>
<td>-32 32 08</td>
<td>4.2^{opt}</td>
<td>12.8</td>
<td>0.94 ± 0.01</td>
<td>3.2 ± 0.1</td>
<td>4.8^{+0.3}_{-0.2}</td>
<td>0.77^{+0.06}_{-0.05}</td>
<td>5,2</td>
</tr>
<tr>
<td>354.5 + 03.3</td>
<td>Th 3-4</td>
<td>17 18 52</td>
<td>-31 39 07</td>
<td>0.0^{opt}</td>
<td>...</td>
<td>1.6 ± 0.4^{b}</td>
<td>17^{+1}_{-2}</td>
<td>1.4^{+1.4}_{-0.6}</td>
<td>0.88^{+1.1}_{-0.7}</td>
<td>5,2</td>
</tr>
<tr>
<td>355.9 + 03.6</td>
<td>H 1-9</td>
<td>17 21 32</td>
<td>-30 20 49</td>
<td>0.7^{rad}</td>
<td>3.8</td>
<td>1.1 ± 0.1</td>
<td>100^{+5}_{-73}</td>
<td>2.0^{+1.2}_{-1.4}</td>
<td>0.8^{a}</td>
<td>2,4</td>
</tr>
<tr>
<td>358.2 + 03.6</td>
<td>M 3-10</td>
<td>17 27 20</td>
<td>-28 27 51</td>
<td>3.2^{opt}</td>
<td>9.3</td>
<td>1.08 ± 0.03</td>
<td>7.5^{+2.0}_{-1.4}</td>
<td>5.0^{+0.3}_{-0.4}</td>
<td>0.82^{+0.08}_{-0.14}</td>
<td>5,2</td>
</tr>
<tr>
<td>084.9 – 03.4</td>
<td>NGC 7027</td>
<td>21 07 02</td>
<td>+42 14 10</td>
<td>14.0^{opt}</td>
<td>18.0</td>
<td>1.25 ± 0.04</td>
<td>13^{+10}_{-3}</td>
<td>3.9 ± 0.5</td>
<td>0.67 ± 0.01</td>
<td>8,9</td>
</tr>
<tr>
<td>089.8 – 05.1</td>
<td>IC 5117</td>
<td>21 32 31</td>
<td>+44 35 48</td>
<td>1.5^{rad}</td>
<td>12.0</td>
<td>1.25 ± 0.04</td>
<td>16^{+11}_{-4}</td>
<td>2.7 ± 0.3</td>
<td>0.94 ± 0.13</td>
<td>10,10</td>
</tr>
</tbody>
</table>


a: adopted value; b: T_e(N II) used.
outside the requested observational constraints and, although the planetary nebulae had at least borderline detections of hydrogen, the spectra suffered from very poor signal-to-noise ratios and thus did not yield meaningful limits. A further four nebulae (PNG 006.3 + 04.4, PNG 009.6 − 10.6, PNG 351.9 − 01.9 and PNG 353.5 − 04.9) resulted in null detections within the requested observational constraints and are not discussed further. Of the remaining six nebulae, five were detected in the 3.625 \(\mu\)m line and the final source had a high signal to noise ratio spectra with no detected [Zn IV] line, allowing upper limits to be placed on the Zn abundance within this nebula.

The observations used the Long Wavelength Spectrometer using the jiggle-nod method, with on-source exposure times of 30-60 minutes. The slit length was 120" , the slit width used was 1" for sample 1 and 1.5" for sample 2. The wavelength coverage was 3.55-3.80 \(\mu\)m and the resulting resolution was \(R = 2000\) for sample 1 and \(R = 1500\) for sample 2. Nodding was done along the slit, with nods of 15" to 30" depending upon the source being observed. This results in the source being in the field of view at all times during the observation, reducing the required observing time whilst still allowing an effective background subtraction. The slit was aligned through the brightest portion of the nebulae and in most cases included more than 50% of the object due to their small angular size.

The detector spectral coverage in this wavelength domain and at this resolution is 0.255 \(\mu\)m, allowing the [Zn IV] emission line to be observed concurrently with five lines from the Humphreys series of hydrogen (\(n=21-6\) to \(n=17-6\)) and one Pfund series hydrogen emission line (\(n=8-5\), henceforth H\(_{8-5}\)).

The data were reduced using the jiggle-nod recipes provided by the ESO common pipeline library, including flat fielding. The wavelength calibrations were done using arc lamp lines rather than sky lines, as recommended in the ISAAC user manual, due to there being no usable sky emission lines within this wavelength range.

Relative flux calibration of the data was carried out using the telluric standard
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Table 5.2: Telluric standards for each source, including their spectral type and effective temperatures, taken from the Hipparcos Catalogue.

<table>
<thead>
<tr>
<th>PNG</th>
<th>Telluric Standard</th>
<th>Spectral Type</th>
<th>T\text{\textsubscript{eff}} (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>004.0 - 03.0</td>
<td>HIP088012</td>
<td>B3II/III</td>
<td>17,000</td>
</tr>
<tr>
<td>006.1 + 08.3</td>
<td>HIP076243</td>
<td>B6IV</td>
<td>14,000</td>
</tr>
<tr>
<td>006.1 + 08.3</td>
<td>HIP085442</td>
<td>B9.5IV</td>
<td>9,790</td>
</tr>
<tr>
<td>006.4 + 02.0</td>
<td>HIP085442</td>
<td>B9.5IV</td>
<td>9,790</td>
</tr>
<tr>
<td>006.8 + 04.1</td>
<td>HIP085355</td>
<td>K3Iab</td>
<td>4,420</td>
</tr>
<tr>
<td>019.7 + 03.2</td>
<td>HIP085355</td>
<td>K3Iab</td>
<td>4,420</td>
</tr>
<tr>
<td>040.4 - 03.1</td>
<td>HIP095732</td>
<td>B6III</td>
<td>14,100</td>
</tr>
<tr>
<td>355.4 - 02.4</td>
<td>HIP089439</td>
<td>B0/I1a/ab</td>
<td>26,000</td>
</tr>
<tr>
<td>003.6 + 03.1</td>
<td>HIP094378</td>
<td>B5V</td>
<td>15,200</td>
</tr>
<tr>
<td>011.0 + 05.8</td>
<td>HIP091014</td>
<td>B2III/IV</td>
<td>20,300</td>
</tr>
<tr>
<td>352.1 + 05.1</td>
<td>HIP085885</td>
<td>B2II</td>
<td>20,000</td>
</tr>
<tr>
<td>354.5 + 03.3</td>
<td>HIP103571</td>
<td>G0V</td>
<td>5,940</td>
</tr>
<tr>
<td>355.9 + 03.6</td>
<td>HIP087164</td>
<td>B2II</td>
<td>20,000</td>
</tr>
<tr>
<td>358.2 + 03.6</td>
<td>HR7236</td>
<td>B9Vn</td>
<td>10,500</td>
</tr>
</tbody>
</table>

stars observed with each planetary nebula observation. These telluric standard stars are almost exclusively B-type stars taken from the Hipparcos Catalogue\(^1\), and are listed in Table 5.2. Their stellar types are well documented and, from these types, an effective temperature of each star could be estimated. In this spectral region, these stars are well described by blackbody distributions calculated from their effective temperatures. The correction function to apply across the spectrum was calculated by dividing the blackbody function of each of the standard stars by the observed telluric stellar spectrum, after the removal of stellar spectral features, and normalising. The observed planetary nebulae data were then multiplied by the normalised functions to produce relative flux calibrated data. One nebula was observed twice and its two resulting relative flux calibrated spectra were averaged. There was no significant difference in the intensities of the two spectra. We estimate the relative flux calibrations to be accurate to 5-10%.

\(^1\)ESA, 1997, The Hipparcos and Tycho Catalogues, ESA SP-1200
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Absolute flux calibrations are not required for the analysis done here because both the hydrogen and zinc lines are contained within the same spectrum and only the ratio of the two is required to derive the zinc-to-hydrogen abundance.

The resulting spectra of samples 1 and 2 are shown in Fig. 5.1. Two spectral ranges are shown for each source so that the intensity of both the H$_{8-5}$ and [Zn IV] lines can be clearly seen.

In order to measure the integrated line intensities for abundance calculations, the spectra were first smoothed, then a straight-line background level was fitted and the integrated intensities of lines measured, after correcting for obvious noise spikes. The abundance calculations were then carried out as described in Sect. 5.3.

### 5.2.1 Literature data

The [Zn IV] 3.625 µm emission line was first identified by Dinerstein & Geballe (2001) through observations of NGC 7027 and IC 5117. We include these observations, using the newly calculated values of the energy averaged collision strength, in order to compare the results from the new sample of nebulae to that of results obtained from well-studied nebulae, calculated using the same method as for the new sample.

The observations of Dinerstein & Geballe (2001) contained the 3.625 µm emission line as well as two lines of hydrogen from the Humphreys series (n=20-6, 3.607 µm and n=19-6, 3.646 µm, hereafter H$_{20-6}$ and H$_{19-6}$). The observations did not include the stronger H$_{8-5}$ line that we use for the new sample due to its higher intensity.

The ISO archive was also searched for further observations covering the 3.625 µm wavelength range. NGC 7027 is the only planetary nebula observed at sufficient resolution to identify the [Zn IV] emission line: Target Dedicated Time (TDT) number = 02401183 taken from Sloan et al. (2003), shown in Fig.
5.2: OBSERVATIONS AND DATA REDUCTION

Figure 5.1: Spectra of all sources with detections of the [Zn IV] line. The spectra have been background subtracted and subsequently smoothed, except that of PNG 355.4 – 02.4 which had a noise spike in close proximity to the [Zn IV] emission line and thus was not smoothed.
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Figure 5.1: – continued.
Figure 5.1: continued.
5.2. Both the [Zn IV] and H_{8-5} lines are visible, although at much lower resolution than the spectra in Dinerstein & Geballe (2001). There were no new detections of [Zn IV] in other planetary nebulae found within the ISO archive.

5.3 Abundance derivation

In order to calculate zinc abundances from observed line intensity ratios, a number of calculations must be carried out. First, the emissivities of the lines must be calculated, then the ionic abundances may be derived. The unobserved ions must be accounted for using a suitable ionisation correction factor before the elemental abundances can be calculated.
5.3: ABUNDANCE DERIVATION

5.3.1 Determination of physical parameters

Basic information about each new source detected in zinc is shown in Table 5.1 as well as for the two nebulae previously observed by Dinerstein & Geballe (2001). $T_{\text{star}}$ was quoted from the second reference in column 11 and the angular diameters are taken from Acker et al. (1992). For sample 1, $T_e$(O III), $N_e$(S II), O/H and O$^{++}$/O were calculated from the optical spectra published in the first reference in column 11 using the NEBULAR EMPIRICAL ANALYSIS TOOL (NEAT, Wesson, Stock & Scicluna 2012). NEAT uses the Kingsburgh & Barlow (1994) ionisation correction factor scheme. Further technical details of the code, including error propagation and sources of atomic data, may be found in Wesson, Stock & Scicluna (2012). The number of lines used as input varied from source to source, depending upon the available literature spectra. NGC 7027 had the largest input line list (227 lines in the wavelength range 3327.1–8727.2 Å) and PNG 019.7+03.2 had the smallest input line list (14 lines in the wavelength range 4340.4–7330.2 Å). All lines published in the listed reference that are recognised by NEAT were used, and a full list of lines is available in each source’s corresponding reference (column 11).

The literature optical spectra for sample 2 were more limited than those of sample 1 and did not provide a sufficient number of lines for the NEAT package to be applied or the results, when it was possible to apply the package, had very large uncertainties. Thus for sample 2, the nebular parameters were taken directly from the first reference in column 11.

There was not a sufficiently complete set of emission line fluxes for PNG 019.7+03.2 (sample 1) in the literature to successfully apply the NEAT package, nor to derive $T_e$(O III) directly, so the value listed in Column 7 of Table 5.1 is $T_e$(N II). Using a published sample of 51 planetary nebulae from Górný et al. (2009) with derived $T_e$(N II) and $T_e$(O III), it is possible to extrapolate a $T_e$(O III) from the available $T_e$(N II) value using a straight-line fit to their data.
This would predict \( T_e(O\text{ III}) = 1.05 \times 10^4 \) K for a \( T_e(N\text{ II}) = 1.09 \times 10^4 \) K. As these values are so similar, the effect on the emissivities is negligible, therefore \( T_e(N\text{ II}) \) is used for the remainder of the paper. Similarly, \( T_e(O\text{ III}) \) could not be determined for PNG 354.5 + 03.3, thus the quoted temperature is that of \( T_e(N\text{ II}) \) for this nebula.

PNG 040.4−03.1 did not have sufficient optical data available in the literature to derive the required parameters. Therefore typical nebular parameters of \( 10^4 \) K and \( 10^4 \) cm\(^{-3} \) were adopted for \( T_e(O\text{ III}) \) and \( N_e(S\text{ II}) \) respectively, and typical values of O/H and O\(^{++}/O \) for our disk nebula sample were assigned.

PNG 355.9 + 03.6 does not have a published value for the abundance of O\(^{++} \). Literature optical spectra were processed using NEAT and also did not result in an O\(^{++} \) abundance. Thus, we have adopted a ‘typical’ value of 0.8 for the O\(^{++}/O \) ratio.

5.3.2 Line emissivities

By definition, \( j_{ul} \), the emission coefficient of the spontaneous cooling from an upper state \( u \) to a lower state \( l \), is given by:

\[
j_{ul} = \frac{\hbar \nu_{ul} A_{ul} n_u}{4\pi},
\]

where \( A_{ul} \) is the Einstein coefficient for the transition and \( n_u \) is the population of the upper state. From this, the ‘density normalised emissivity’ can be written:

\[
\varepsilon_{ul} = \frac{4\pi j_{ul}}{n_e n_{tot}} = \frac{A_{ul} \hbar \nu_{ul} n_u}{n_e n_{tot}},
\]

(5.1)

where \( n_{tot} \) is the total number density of ions.

Hydrogen emissivities are available as an extensive data list with an interpolation program from Storey & Hummer (1995). The H\(_{8-5}\) at 3.741 \( \mu \)m is the strongest hydrogen line in our observed wavelength range, and is therefore the most appropriate line to use in the calculations. Using \( T_e(O\text{ III}) \) and \( N_e(S\text{ II}) \)
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listed in Table 5.1, the interpolation code was used to give more accurate H$_{8-5}$ emissivities. For NGC 7027 and IC 5117, the H$_{20-6}$ and H$_{19-6}$ lines were used and their emissivities determined in the same manner as for H$_{8-5}$.

[Zn IV] line emissivities are not available in the literature and must be calculated. Using the methodology described in Dinerstein & Geballe (2001), the emissivity of the [Zn IV] line, $\varepsilon$(Zn IV), was calculated in the low-density limit and using new collision strengths, $\Upsilon$, integrated over the electron energy distribution at temperature $T_e$ (Keith Butler, priv. comm.). For this case,

$$\frac{n_u}{n_{tot}} \sim \frac{n_u}{n_l} = \frac{g_u}{g_l} \exp \left( -\frac{\Delta E_{ul}}{kT_e} \right) \frac{n_e q_{ul} \sqrt{T g_u}}{A_{ul}}, \quad (5.2)$$

where $g_i$ is the statistical weight of level $i$ and $\Delta E_{ul}$ is the energy of the transition $u \rightarrow l$. $q_{ul}$ is the collision rate coefficient of the transition, and is given by:

$$q_{ul} = \frac{\beta \Upsilon_{ul}}{\sqrt{T g_u}}, \quad (5.3)$$

where $\beta$ is defined as $\sqrt{(2\pi \hbar^2)/(m_e k)} = 8.629 \times 10^{-6}$ (cgs units).

Combining equations 5.1, 5.2 and 5.3 leads to the following formula, used to calculate the emissivity of the [Zn IV] line:

$$\varepsilon$(Zn IV) = $\exp \left( -\frac{\Delta E_{ul}}{kT_e} \right) \frac{\hbar \nu_{ul} \beta \Upsilon}{g_l \sqrt{T e}}, \quad (5.4)$$

with all values in cgs units.

The energy-averaged collision strengths were calculated over a grid of electron temperatures ranging from 5000 K to 25000 K (Keith Butler, priv. comm.). The energy-averaged collision strengths were interpolated to the electron temperatures of each source using a power law.
5.3.3 Ionic abundances

After measuring the integrated line intensity ratios of [Zn IV] and H$_{8-5}$, calculating the ionic abundance ratios is carried out using:

$$\frac{\text{Zn}^{3+}}{\text{H}^+} = \frac{F([\text{Zn IV}])}{F(\text{H}_{8-5})} \frac{\varepsilon(\text{H}_{8-5})}{\varepsilon(\text{Zn IV})},$$

where $F(i)$ is the flux of transition $i$, given in Table 5.3. Extinction effects are negligible in this wavelength range, so need not be considered.

5.3.4 Ionisation correction factors

To convert the ionic abundances into elemental abundances, it is necessary to correct for those ions of that species that are not seen. For hydrogen, it is assumed that all H is present as H$^+$, however this is not the case for Zn.

In order to examine the ionisation correction factor required for zinc, as well as the dominance of the Zn$^{3+}$ ion, we have run a grid of CLOUDY (v 13.01) photo-ionisation models (Ferland et al. 2013). The grid of models were given Solar abundances and spherical geometry. Luminosity, initial radius and hydrogen density were set as log($L_{\text{tot}}$[erg/s])=38, log($R_{\text{initial}}$[cm])=17 and log($n_{\text{H}}$[cm$^{-3}$]) = 4. The central star’s radiation field was assumed to be a blackbody with temperatures ranging from $2 \times 10^4$ K to $4 \times 10^5$ K.

At central star temperatures between $6 \times 10^4$ K and $1 \times 10^5$ K, Zn$^{3+}$/Zn $> 0.9$ at most depths, where depth is defined as the distance from the illuminated face of the nebular cloud. When the depth into the cloud is small, the fraction of zinc in other ions becomes significant, as shown in Fig. 5.3. The dominance of Zn$^{3+}$ also does not hold when examined at temperatures smaller than $6 \times 10^4$ K and greater than $1 \times 10^5$ K.

These models also show that over the range of central star temperatures $5 \times 10^4$ K to $1.5 \times 10^5$ K, the fraction of zinc in the Zn$^{3+}$ ion is closely mapped by the fraction of oxygen present as O$^{++}$, which is the dominant oxygen ion over
Figure 5.3: Fractional ionisation abundance of zinc from CLOUDY models. This model: $T_{\text{star}} = 10^5 \text{K}$.

Figure 5.4: Fractional ionisation abundance of oxygen from CLOUDY models. This model: $T_{\text{star}} = 10^5 \text{K}$. 
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the same temperature range, as shown in Fig. 5.4 and 5.5. O$^{++}$/O has been determined for the majority of our sample from optical observations and most central stars of the sample of planetary nebulae lie within this temperature range. Therefore, the ionisation correction factor for Zn$^{3+}$ can be taken as $(O^{++}/O)^{-1}$ and the values are listed in Table 5.1 for each nebula.

Dinerstein & Geballe (2001) use Ar/Ar$^{3+}$ as the ionisation correction factor rather than O/O$^{++}$. Our CLOUDY models show that O$^{++}$/O follows Zn$^{3+}$/Zn more closely than Ar$^{3+}$/Ar does, hence our choice of species. Additionally, over the temperature range $6 \times 10^4$ K to $1.2 \times 10^5$ K, the models show that Zn$^{3+}$/Zn is most closely mapped by O$^{++}$/O in comparison to all other species included in the model nebula. This is shown in Fig. 5.6.
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Figure 5.6: Fractional abundances of a variety of species in comparison to the fractional abundance of Zn$^{3+}$ over the central star temperature range $4 \times 10^4$ K to $4 \times 10^5$ K. The species included are those that most closely follow the fractional abundance of Zn$^{3+}$, except Fe ions. The dotted vertical lines indicate the central star temperatures of the sample nebulae.

5.3.5 Elemental abundances

From the calculated ionic abundances and using O$^{++}$/O to correct for the unobserved ions of zinc, the Zn elemental abundance is simply:

$$\frac{\text{Zn}}{\text{H}} = \frac{\text{Zn}^{3+}}{\text{H}^+} \frac{\text{O}}{\text{O}^{++}},$$  \hspace{1cm} (5.5)

Outside of the temperature range $5 \times 10^4$ K to $1.5 \times 10^5$ K, applying this correction will lead to inaccurate results where the abundance of Zn will be underestimated. Zn/H may be converted to Zn/O using the O/H values shown in Table 5.1. As discussed earlier, the value of Zn/Fe has essentially the Solar value for stars for
[Fe/H] > −2 (Saito et al. 2009; Umeda & Nomoto 2002; Sneden, Gratton & Crocker 1991), which includes all of our targets. Thus, it is possible to convert from [Zn/H] and [Zn/O] to [Fe/H] and [Fe/O] using the Solar ratio of Zn/Fe.

5.4 Results

The results are shown in Table 5.3 in both logarithmic and linear forms. The former uses the standard definition:

\[
\left[ \frac{X}{Y} \right] = \log_{10} \left( \frac{X}{Y} \right) - \log_{10} \left( \frac{X}{Y} \right)_\odot.
\]

The Solar elemental abundances are taken from Asplund et al. (2009). The results from the ISO observations are not displayed in Table 5.3 as they are within errors of those determined from the observations in Dinerstein & Geballe (2001), but due to their lower resolution had significantly larger uncertainties.

5.4.1 Uncertainty considerations

All uncertainties associated with the physical conditions and chemical composition of the sample nebulae are shown in Table 5.1. The uncertainties on the measured flux ratio are given in Table 5.3. These errors have all been combined according to standard error propagation to give the uncertainties on the final abundances.

For PNG 040.4−03.1, we have adopted values of ±0.2 and ±0.3 dex for [Zn/H] and [O/Zn] ratios respectively.

There are also further uncertainties associated with the use of ionisation correction factors. The ionisation correction factor O/O++ agrees to within 2% with the value of Zn/Zn+3 predicted by the photoionisation models for the majority of the sample. NGC 7027, PNG 019.7 + 03.2 and PNG 003.6 + 03.1 have uncertainties introduced by the ionisation correction of about 10% due to the very
Table 5.3: Abundances of zinc and iron with respect to hydrogen and oxygen for the new sample and the literature sample. Iron abundances may be calculated from the zinc abundances using the Solar ratio of Zn/Fe. Flux ratios are listed in column 3 and are given as the flux of the [Zn IV] line with respect to to the flux of the H line used, H_{8.5} unless otherwise indicated. Emissivities are quoted in erg s^{-1} cm^{-3}.

<table>
<thead>
<tr>
<th>PNG</th>
<th>(\varepsilon([\text{Zn IV}])) ((\times 10^{-21}))</th>
<th>(F_{\text{Zn IV}}/F_{\text{H}}) ((\times 10^{-2}))</th>
<th>(\text{Zn}^{3+}/\text{H}^+) ((\times 10^{-8}))</th>
<th>(\text{Zn}/\text{H}) ((\times 10^{-8}))</th>
<th>(\text{Zn}/\text{O}) ((\times 10^{-5}))</th>
<th>([\text{Zn}/\text{H}])</th>
<th>([\text{O}/\text{Zn}])</th>
</tr>
</thead>
<tbody>
<tr>
<td>004.0 − 03.0</td>
<td>7.6 ± 1.8</td>
<td>4.4 ± 1.5</td>
<td>0.35^{+0.16}_{-0.15}</td>
<td>0.39^{+0.28}_{-0.38}</td>
<td>13^{+10}_{-13}</td>
<td>−1.0^{+0.2}_{-0.3}</td>
<td>−0.2^{+0.2}_{-0.3}</td>
</tr>
<tr>
<td>006.1 + 08.3</td>
<td>7.1 ± 1.4</td>
<td>2.6 ± 0.4</td>
<td>0.5 ± 0.1</td>
<td>0.5 ± 0.1</td>
<td>1.5 ± 0.4</td>
<td>−0.9 ± 0.1</td>
<td>0.70 ± 0.1</td>
</tr>
<tr>
<td>006.4 + 02.0</td>
<td>6.6 ± 1.5</td>
<td>8.1 ± 1.1</td>
<td>2.2 ± 0.6</td>
<td>2.3 ± 0.9</td>
<td>3 ± 1</td>
<td>−0.2 ± 0.1</td>
<td>0.4 ± 0.2</td>
</tr>
<tr>
<td>006.8 + 04.1</td>
<td>6.8 ± 1.3</td>
<td>5.6 ± 0.8</td>
<td>1.3 ± 0.3</td>
<td>1.3 ± 0.3</td>
<td>2.2 ± 0.7</td>
<td>−0.4 ± 0.1</td>
<td>0.5 ± 0.1</td>
</tr>
<tr>
<td>019.7 + 03.2</td>
<td>7.2 ± 1.4</td>
<td>17.4 ± 2.5</td>
<td>2.8 ± 0.7</td>
<td>3.5 ± 0.9</td>
<td>9 ± 3</td>
<td>−0.02 ± 0.10</td>
<td>−0.08 ± 0.10</td>
</tr>
<tr>
<td>040.4 − 03.1^a</td>
<td>7.2 ± 1.6</td>
<td>10.0 ± 1.4</td>
<td>1.8 ± 0.8</td>
<td>2 ± 1</td>
<td>6 ± 5</td>
<td>−0.2 ± 0.2</td>
<td>0.1 ± 0.3</td>
</tr>
<tr>
<td>355.4 − 02.4</td>
<td>6.9 ± 1.4</td>
<td>24.4 ± 3.5</td>
<td>5.5 ± 1.4</td>
<td>7.5 ± 1.9</td>
<td>12 ± 3</td>
<td>0.3 ± 1</td>
<td>−0.2 ± 0.1</td>
</tr>
<tr>
<td>003.6 + 03.1</td>
<td>6.7 ± 1.3</td>
<td>3.1 ± 0.4</td>
<td>0.79^{+0.23}_{-0.21}</td>
<td>1.6^{+1.3}_{-0.8}</td>
<td>4^{+4}_{-2}</td>
<td>−0.4^{+0.3}_{-0.2}</td>
<td>0.3^{+0.3}_{-0.2}</td>
</tr>
<tr>
<td>011.0 + 05.8</td>
<td>7.1 ± 1.4</td>
<td>14.4 ± 2.0</td>
<td>2.5 ± 0.6</td>
<td>3.0 ± 0.8</td>
<td>6 ± 2</td>
<td>−0.1 ± 0.1</td>
<td>0.1 ± 0.1</td>
</tr>
<tr>
<td>352.1 + 05.1</td>
<td>7.0 ± 1.4</td>
<td>18.8 ± 2.7</td>
<td>3.8 ± 0.9</td>
<td>4.9 ± 1.3</td>
<td>10 ± 3</td>
<td>0.1 ± 0.1</td>
<td>−0.1 ± 0.1</td>
</tr>
<tr>
<td>354.5 + 03.3</td>
<td>7.5 ± 1.8</td>
<td>14.4 ± 2.0</td>
<td>1.4^{+0.6}_{-0.5}</td>
<td>1.6^{+2.1}_{-1.3}</td>
<td>11^{+19}_{-10}</td>
<td>−0.4^{+0.4}_{-0.3}</td>
<td>−0.2^{+0.4}_{-0.3}</td>
</tr>
<tr>
<td>355.9 + 03.6</td>
<td>7.2 ± 1.5</td>
<td>&lt; 0.005</td>
<td>&lt; 0.08</td>
<td>&lt; 0.01</td>
<td>&lt; 0.5</td>
<td>&lt; −1.5</td>
<td>&gt; 1.2</td>
</tr>
<tr>
<td>358.2 + 03.6</td>
<td>7.2 ± 1.4</td>
<td>9.9 ± 1.4</td>
<td>1.6 ± 0.4</td>
<td>2.0 ± 0.6</td>
<td>4 ± 1</td>
<td>−0.3 ± 0.1</td>
<td>0.3 ± 0.1</td>
</tr>
<tr>
<td>NGC 7027</td>
<td>7.4 ± 1.5</td>
<td>149 ± 7^b</td>
<td>0.88 ± 0.18</td>
<td>1.3 ± 0.3</td>
<td>3.4 ± 0.8</td>
<td>−0.44 ± 0.08</td>
<td>0.34 ± 0.09</td>
</tr>
<tr>
<td>IC 5117</td>
<td>7.4 ± 1.5</td>
<td>260 ± 50^b</td>
<td>1.7 ± 0.4</td>
<td>1.8 ± 0.5</td>
<td>7 ± 2</td>
<td>−0.31 ± 0.10</td>
<td>0.06 ± 0.12</td>
</tr>
</tbody>
</table>

a: values are an estimate using average values for oxygen ratios in calculations where literature values were unavailable
b: flux are given for the H_{19–6} transitions and abundances are the mean of those derived from the H_{19–6} and H_{20–6} transitions, taken from Dinerstein & Geballe (2001).
high, in the case of the former, and low, in the case of the latter two, central star temperatures respectively.

PNG 355.9 + 03.6 has a significantly lower central star temperature than any of the other sample nebulae, introducing an uncertainty due to the ionisation correction factor of \( \sim 20\% \). As this nebula has no measured value for the abundance of O\(^{++}\), we have adopted the same uncertainties as for PNG 040.4 − 03.1.

The calculated collision strength for [Zn IV] is estimated to be accurate to 20\% (Keith Butler, priv. comm.), and the line emissivity should have a similar uncertainty. The uncertainties in the emissivities of the optical oxygen lines are likely to be greater due to their strong temperature dependences.

The sensitivity of the results on the derived physical input parameters can be examined by comparing the results of sample 1 as derived using the parameters calculated by the NeAT code with those calculated from literature parameters. In general, the results of [Zn/H] agree to less than 0.08 dex, which is within the calculated uncertainties of the results. The only nebula with a difference in [Zn/H] greater than 0.08 dex is NGC 7027, with a difference of 0.14 dex. The results of [O/Zn] agree to within 0.09 dex for all nebulae except PNG 006.1 + 08.3 which has a discrepancy of 0.3 dex. This difference is primarily caused by an increase in the value of O\(^{++}\)/O as derived through NeAT in comparison to that value derived in the literature. In general, the results are consistent to within calculated uncertainties.

The H\(_{8\rightarrow 5}\) line is asymmetrical in profile, potentially caused by a blend with a significantly weaker He I emission line. This is more obvious in the spectra of sample 1 than sample 2 due to the differing resolutions. In order to assess the effect this has on the calculated abundances, we have calculated abundance ratios for the four highest signal-to-noise spectra from sample 1 (namely PNG 006.1 + 08.3, PNG 006.4 + 02.0, PNG 006.8 + 04.1 and PNG 019.7 + 03.2) from both the peak intensities of the H\(_{8\rightarrow 5}\) and [Zn IV] line and also using the integrated intensities of the H\(_{18\rightarrow 6}\) lines. The results are not significantly different
from those derived using the integrated intensities of the H$_{8-5}$ line. In general, [Zn/H] is reduced by 0.1 dex, but the abundance ratios of some nebulae are entirely unaffected (e.g. PNG 019.7+03.2). The abundances derived for NGC 7027 and IC 5117 are unaffected due to the H$_{19-6}$ and H$_{20-6}$ lines being used in their calculations.

5.5 Discussion

All calculated ionic and elemental abundance ratios are shown in Table 5.3. Our results show a general trend of sub-Solar Zn/H, with the lowest being 10% that of Solar.

We have derived [Zn/H] and [O/Zn] in order to calculate the metallicities of the precursor stars of the planetary nebulae in our sample and to determine whether $\alpha$ elements such as oxygen are enriched relative to Solar. A range of O/Zn is shown, with six of the sample nebulae showing enhancement of O/Zn in comparison to Solar values and one showing sub-Solar O/Zn.

PNG 004.0 – 03.0 shows sub-Solar [O/Zn], however the uncertainties associated with this nebula are large, putting the Solar value well within one sigma. [Zn/H] for this nebula is the most sub-Solar at $-1.0$, five sigma away from Solar. Additionally, as discussed in Gesicki et al. (2010), this nebula contains a high density inner region which is likely an opaque disk. This may be the cause of the unusually low calculated values.

PNG 355.4 – 02.4 showed a very intense [Zn IV] emission line and has the highest $F([Zn \ IV])/F(H_{8-5})$ of all the sample, leading to the highest [Zn/H] in the sample, suggesting that this nebula may simply be more metal-rich than the Sun. In addition to the high $F([Zn \ IV])/F(H_{8-5})$ ratio, no Humphreys emission lines were detected in PNG 355.4 – 02.4. It is possible that this nebula could be hydrogen-poor rather than zinc-rich, although the low signal-to-noise ratio in this spectrum may be the cause of the non-detections of the Humphreys emission lines.
The 3.625 µm line has several noise spikes in close proximity, and it is possible a noise spike could be overlaid on the emission line, significantly increasing the measured zinc abundance which would also account for the high value of [Zn/H].

PNG 006.1 + 08.3, PNG 006.4 + 02.0 and PNG 006.8 + 04.1 show α enhancement, with oxygen being enhanced over zinc by factors of 5, 2.5 and 3 respectively. PNG 006.4 + 02.0 and PNG 006.8 + 04.1 both have significantly sub-Solar [Zn/H]. PNG 006.1 + 08.3, on the other hand, shows a [Zn/H] ratio that is more in line with Solar. PNG 003.6 + 03.1 and PNG 358.2 + 03.6 both show slightly sub-Solar [Zn/H] and slightly above-Solar values for [O/Zn]. These results imply that these five nebulae are, to varying degrees, enhanced in α-elements over zinc.

PNG 019.7 + 03.2, a disk nebula, is consistent with Solar for both Zn/H and O/Zn. Additionally, the bulge nebulae PNG 011.0 + 05.8, PNG 352.1 + 05.1 and PNG 354.5 + 03.3 are also consistent with Solar for both Zn/H and O/Zn, although the ratios in the latter nebulae are subject to large uncertainties stemming from the oxygen abundance ratios.

Due to the lack of optical spectroscopy for the probable disk planetary nebula PNG 040.4 − 03.1, it was necessary to assume values for its electron temperature, electron density, and ionic and elemental oxygen abundances. Its Zn/H and O/Zn values are consistent with Solar, within estimated errors, however the results should be recalculated if optical spectra for this nebula become available.

The [Zn IV] 3.625 µm line was not detected in PNG 355.9 + 03.6, thus only limits could be placed by measuring the integrated intensity of the region where the [Zn IV] line should have been observed and comparing this to measured hydrogen integrated intensity. This gives an upper limit on the values of [Zn/H] and [O/Zn] to be −1.5 and 1.2 respectively. All hydrogen lines from the Humphreys and Pfund series within this wavelength range were detected. This nebula has a very low central star temperature of $3.8 \times 10^4$ K, and it is at this temperature that [Zn IV] loses its dominance according to our CLOUDY models. Thus, this nebula may not be as metal-poor as these limits suggest. Taking Zn$^{3+}$/Zn to be 0.45...
(the result obtained from CLOUDY at this central star temperature), the limits on \([\text{Zn/H}]\) and \([\text{O/Zn}]\) reduce to \(-1.3\) and \(0.9\) respectively. These values suggest that this nebula may have a significantly lower abundance of zinc in comparison to the Sun.

The well-studied disk nebula NGC 7027 displays Zn/H at approximately \(1/3\) that of the Solar value, whilst being enhanced in O/Zn by a factor of 2. This deviation from Solar may be explained in part by its high temperature \((1.8 \times 10^5 \text{ K})\) and in part by its large size of 14 arcseconds. The zinc observations and optical observations were taken with different slit widths at different orientations, and therefore will not trace the same regions of gas. In such a large nebula, this effect could be significant and could cause the zinc abundance to be underestimated due to the slit losses being different for different elements. For the majority of the other nebulae, the slit and nebulae have similar sizes meaning that this is less likely to cause discrepancies.

IC 5117 has a lower Zn/H ratio than Solar by a factor of two, whilst being consistent with Solar for O/Zn.

Two of the sample nebulae, PNG 006.1 + 08.3 and PNG 006.8 + 04.1, show significant enhancements in \([\text{O/Zn}]\) such that when errors are taken into account, they still lie at values greater than 0.2 over Solar. Both nebulae have central star temperatures of \(7.9 \times 10^4 \text{ K}\), putting them within the temperature range where \(\text{O}^{++}/\text{O}\) maps \(\text{Zn}^{3+}/\text{Zn}\) in model nebulae to within approximately 2%.

5.5.1 Metallicity as a function of Galactocentric distance

The planetary nebulae in this sample are at a variety of Heliocentric distances and Galactic latitude and longitudes. Transforming these parameters into a Galactocentric distance can be simply executed via geometry:

\[
R_G = \sqrt{R_0^2 - 2R_0 R \cos(b) \cos(l) + R^2},
\]  

(5.6)
Table 5.4: Heliocentric (R) and calculated Galactocentric distances (R_G) and l and b coordinates for all sources. Heliocentric distances and calculated Galactocentric distances are accurate to 20%.

<table>
<thead>
<tr>
<th>PNG</th>
<th>R (kpc)</th>
<th>l (deg)</th>
<th>b (deg)</th>
<th>R_G (kpc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>004.0 – 03.0</td>
<td>8.4</td>
<td>4.087</td>
<td>-3.005</td>
<td>0.79</td>
</tr>
<tr>
<td>006.1 + 08.3</td>
<td>8.0</td>
<td>6.188</td>
<td>+8.362</td>
<td>1.6</td>
</tr>
<tr>
<td>006.4 + 02.0</td>
<td>5.2</td>
<td>6.455</td>
<td>+2.015</td>
<td>3.4</td>
</tr>
<tr>
<td>006.8 + 04.1</td>
<td>6.8</td>
<td>6.805</td>
<td>+4.160</td>
<td>2.0</td>
</tr>
<tr>
<td>019.7 + 03.2</td>
<td>5.8</td>
<td>19.752</td>
<td>+3.273</td>
<td>3.6</td>
</tr>
<tr>
<td>040.4 – 03.1</td>
<td>9.5</td>
<td>40.441</td>
<td>-3.157</td>
<td>6.0</td>
</tr>
<tr>
<td>355.4 – 02.4</td>
<td>5.8</td>
<td>355.444</td>
<td>-2.467</td>
<td>2.8</td>
</tr>
<tr>
<td>003.6 + 03.1</td>
<td>2.3</td>
<td>3.618</td>
<td>+3.185</td>
<td>6.2</td>
</tr>
<tr>
<td>011.0 + 05.8</td>
<td>6.4</td>
<td>11.012</td>
<td>+5.894</td>
<td>2.1</td>
</tr>
<tr>
<td>352.1 + 05.1</td>
<td>9.4</td>
<td>352.188</td>
<td>+5.125</td>
<td>1.8</td>
</tr>
<tr>
<td>354.5 + 03.3</td>
<td>3.2</td>
<td>354.569</td>
<td>+3.353</td>
<td>5.3</td>
</tr>
<tr>
<td>355.9 + 03.6</td>
<td>10.1</td>
<td>355.969</td>
<td>+3.626</td>
<td>2.1</td>
</tr>
<tr>
<td>358.2 + 03.6</td>
<td>5.4</td>
<td>358.241</td>
<td>+3.634</td>
<td>3.1</td>
</tr>
<tr>
<td>NGC 7027</td>
<td>1.1</td>
<td>84.930</td>
<td>-3.496</td>
<td>8.5</td>
</tr>
<tr>
<td>IC 5117</td>
<td>8.2</td>
<td>89.873</td>
<td>-5.134</td>
<td>12</td>
</tr>
</tbody>
</table>

where R_G is the distance from the source to the Galactic centre, R is distance between the source and the Sun, l and b are the source’s Galactic longitude and latitude respectively and R_0 is the distance between the Sun and the Galactic centre which has been taken to be 8.5 kpc. The distance between the Sun and the Galactic centre has been taken to be 8.5 kpc.

The l and b coordinates for all sources have been taken from Cutri et al. (2003b) and the Heliocentric distances from Stanghellini & Haywood (2010), and are shown, along with their calculated Galactocentric distances (R_G), in Table 5.4.

Fig. 5.7 and 5.8 show [Zn/H] and [O/Zn] as a function of the Galactocentric distances of the observed sources.

Abundance gradients throughout the Milky Way have been previously stud-
ied. For example, Rich (1998) shows a decline in [Fe/H] from $\sim 0$ to $\sim -0.4$ over 1000 pc in the Galactic bulge. Results derived specifically from planetary nebulae generally focus on the gradients of O and Ne through the galaxy. Pottasch & Bernard-Salas (2006), for example, find that the abundance of oxygen decreases over the range 3-11 kpc at a rate of $-0.085$ dex/kpc. Gutenkunst et al. (2008) derive abundance gradients for a sample of Galactic Bulge and Galactic Disk nebulae for Ne, S, Ar and O. They report negative gradients for the abundance trends of Galactic disk nebulae of between $-0.08$ and $-0.14$ dex/kpc. For Galactic bulge planetary nebulae, the results are less clear, with fits to the abundances having very large uncertainties. It is clear that the bulge and disk do not share an abundance trend with Galactocentric distance.

As shown in Fig. 5.7, from our sample, [Zn/H] appears to increase with increasing $R_G$ until $\sim 4$ kpc, in contrast to Rich (1998) but more in agreement with the results of Gutenkunst et al. (2008). After this point, [Zn/H] appears to settle at a value below Solar and perhaps decreases with increasing distance, in agreement with the results from Pottasch & Bernard-Salas (2006) and Gutenkunst et al. (2008). However, due to the small sample size and large uncertainties involved, this must be taken with caution.

Fig. 5.8 shows that around half of our sample lie within one sigma of Solar [O/Zn], one nebula shows sub-Solar [O/Zn] and the remaining nebulae show enhancement in oxygen. No trend of [O/Zn] with Galactocentric distance is discernible.

5.6 Conclusions

We have derived [Zn/H] and [O/Zn] for a sample of fifteen planetary nebulae: thirteen newly observed nebulae (eleven from the Galactic bulge and two from the Galactic disk) and two which were previously observed by Dinerstein & Geballe (2001).
Figure 5.7: $[\text{Zn/H}]$ against Galactocentric distance of sources. Red points indicate those sources with assumed parameters or those that lie outside the temperature range where $O/O^{++}$ is a reliable ionisation correction factor.

Figure 5.8: $[O/Zn]$ against Galactocentric distance of sources. Red points indicate those sources with assumed parameters or those that lie outside the temperature range where $O/O^{++}$ is a reliable ionisation correction factor.
Ten out of eleven of those nebulae present in the Galactic bulge show sub-Solar [Zn/H] and elevated [O/Zn]. The remaining bulge nebula shows an unusually high [Zn/H] and low [O/Zn]. One of the bulge nebulae, PNG 355.9 + 03.6, only has upper limits placed on the abundance of zinc, but these are very sub-Solar, thus this nebula appears to be metal-poor in comparison to the Sun.

One of the Galactic disk nebulae, PNG 019.7 + 03.2, shows Solar abundances for both [Zn/H] and [O/Zn], whereas the other, PNG 040.4–03.1, shows sub-Solar [Zn/H] and elevated [O/Zn]. The latter, however, should be taken with caution as values for ionic abundances and nebular temperatures and densities could not be computed as sufficient optical spectra were not available in the literature.

The two nebulae, NGC 7027 and IC 5117, as observed by Dinerstein & Geballe (2001) show [Zn/H] lower than Solar by more than a factor of 2. NGC 7027 also exhibits an enhanced [O/Zn] ratio in comparison to Solar, whereas IC 5117 displays [O/Zn] which is in line with Solar. The distinct difference from Solar values in NGC 7027 may be attributable to the large size of the nebula (14 arcseconds) resulting in a significant difference between the slit losses of the optical observations, from which the nebular temperature, densities and oxygen abundances were derived, and of the infra-red observations, from which the zinc abundances were derived. NGC 7027 also has a very high central star temperature of $1.8 \times 10^5$ K, which places this nebula outside the range of temperatures where $O^{++}$ is a reliable ionisation correction factor for $Zn^{3+}$.

Overall, we have found the majority of this sample to exhibit sub-Solar [Zn/H], with the lowest measured at 10% of Solar. Half of the sample show [O/Zn] in line with the Solar value whilst the remaining half show enhancement in [O/Zn].
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Chapter 6

Conclusions and further work

In this chapter, the research in this thesis is briefly summarised and the findings of each study are highlighted. Possible avenues of further work in these or related areas are then outlined.

6.1 Conclusions

Chapter 2: Molecular line survey

The chemistry of an AGB star is often very rich, containing many molecular and dust species. The chemical composition of an AGB star’s circumstellar envelope is determined by the chemical composition of the stellar surface at the time of ejection. This composition is affected by a number of different mixing and nuclear processes that occur throughout the stellar lifetime.

Line surveys are an excellent method of examining the chemical composition of these diverse objects. A broadband molecular line survey has been carried out on five targets (3 C-rich AGB stars, 2 PNe) over the frequency range 84.5-115.5 GHz using the Mopra telescope, Australia. This survey has resulted in the detection and identification of up to 68 different transitions in each source.

The hyperfine structure of C$_2$H and C$^{13}$CH have been fitted to derive their
optical depths. For those transitions without hyperfine structure, the emission line profiles have been used to constrain their optical depths. Rotational temperatures have been determined for all species which were detected in multiple transitions. Source-averaged column densities have been calculated for all detected species using both the direct calculation and population diagram method, where possible. From the column densities, isotopic ratios have been determined for a number of elements, including isotopologues of carbon, silicon and sulphur.

These results support the carbon-rich AGB star, IRAS 15194-5115 also known as II Lup, as being a J-type star whilst ruling out the remaining two AGB stars in the sample as J-types. Only carbon isotopic ratios could be determined for the planetary nebulae in the sample. These nebulae have abnormally low $^{12}\text{C}/^{13}\text{C}$ which, in the case of NGC 6537, is evidence for HBB having occurred.

**Chapter 3: A new HCN maser in IRAS 15082-4808**

Masers are a unique probe of astrophysical environments. In circumstellar envelopes of AGB stars, different maser species trace different regions of the envelope. In oxygen-rich stars, SiO, H$_2$O and OH masers are often found, with SiO tracing the inner-most region, below the dust formation zone and OH masers tracing the outer-most regions. In carbon-rich stars, only HCN masers are commonly found.

From the aforementioned Mopra dataset, we have identified a new source of the 89.087 GHz $v_2 = 2$ HCN maser. The offset velocity of the maser with respect to the systemic velocity of the envelope (taken as the velocity of the HCN J=1-0 non-masing line from the same dataset) was measured and found to be $-2.0 \pm 0.9$ km/s. This agrees well with the nine other known maser sources, whose maser offset velocities vary between 0 and -5 km/s.

Drawing on all published detections of this maser in all sources, an investigation into the relationship between stellar phase and maser variability has been performed. This investigation utilised literature photometric data published over
more than 20 years and a genetic optimisation algorithm to fit sinusoidal light curves to the data. The results have shown no correlation of maser intensity with pulse phase, although maser observations have been sparse, so a study using coordinated photometric and spectroscopic observations would be desirable.

Comparing the known maser parameters with the works of Richards et al. (2012) and Cernicharo et al. (2011) constrains the maser formation to within 5 stellar radii, with a pumping mechanism that likely includes high energy states. Comparing the velocities of the masers with the models of Höfner et al. (2003b) results in a formation region around 2 stellar radii. Both these studies show that this maser forms below the dust formation zone in a region that is currently undergoing acceleration, providing an important tool in studying this inner region.

Chapter 4: Modelling CO in the circumstellar envelope of II Lup

Carbon monoxide plays a vital role in determining the chemistry of an AGB star. Its high binding energy means that it forms preferentially over other molecules. This results in the least abundant element being ‘locked-up’, leaving the more abundant element free to form other molecules. In oxygen-rich AGB stars, this results in the chemistry being dominated by silicates. In carbon-rich stars, a variety of carbon-containing molecules form.

Using a combination of radiative transfer codes (MCMax Min et al. 2009, GASTRONOOM Decin et al. 2006, 2010 via the interface code COMBOCODE Lombaert 2013) we have modelled the carbon-rich AGB star II Lup (IRAS 15194-5115). Initially the SED was modelled, based upon ISO SWS and LWS data in combination with Herschel PACS data. CO and $^{13}$CO were then modelled over a wide range of transitions ($J=1-0$ to $J=52-51$).

The resulting models suggest that II Lup cannot be represented by a ‘standard’ model. In order to recreate the observed line integrated intensities seen in the PACS data, either a variable mass-loss rate or a discontinuous temperature profile had to be invoked. The discontinuous temperature profile could be explained by
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the presence of a cooling molecule (such as HCN) and the variable mass-loss rate would require a high mass-loss rate shell to be present. Neither model may be ruled out, but upon examination of the physical characteristics, the discontinuous temperature model appears to be the more likely representative model of this source.

Chapter 5: Zinc abundances of planetary nebulae

Determining the metallicity of planetary nebulae can be problematic. Fe/H is often taken as an indicator of the general metallicity of a star. However, iron emission lines in planetary nebulae are faint and iron can be depleted by up to 90% in ionised media. This results in iron abundances calculated directly from iron lines will only measure the gaseous abundance of iron rather than the overall iron abundance in the nebulae.

Zinc has a low condensation temperature which makes it significantly less likely to be depleted in the ionised environments of planetary nebulae. The Galactic Zn/Fe ratio is roughly constant at the Solar value over the range -3 < [Fe/H] < 0.5, making Zn an excellent surrogate element for measuring iron abundances. Finally, the 3.625 µm emission line, identified by Dinerstein & Geballe (2001), is detectable in planetary nebulae and represents the most abundant ion of zinc.

Building on the work of Dinerstein & Geballe (2001), infrared spectra of two samples of Galactic planetary nebulae have been obtained using ESO’s Very Large Telescope (VLT). The total sample contains 23 nebulae, of which 13 yielded sufficiently high signal-to-noise spectra to detect or put meaningful upper limits on the [Zn IV] 3.625 µm line. The sample were selected on the basis of size, brightness, excitation and position in the Galaxy. The majority of the nebulae belong to the Galactic Bulge, with some nebulae (back-up targets, observed due to pointing restrictions during the observing runs) belonging to the Galactic Disk.

A grid of CLOUDY models, spanning a wide range of temperatures and den-
6.2: Further Work

Extending the model of II Lup

The model of II Lup could be extended by the inclusion of further molecules, such as HCN, SiS or SiO. Modelling these additional molecules would follow the same method followed for CO, as detailed in Chapter 4. These molecules would form in different regions of the envelope and thus would allow the thermodynamic structure of different regions to be examined in detail. Further, by including silicon and sulphur-based molecules, silicon and sulphur isotopic ratios could be measured throughout the envelope of a J-type star. These modelled ratios could be compared with the properties of the A+B grains to further constrain their origin.

Further maser studies

With regards to the maser study carried out in Chapter 3, two areas of further work present themselves. The first is radiative transfer modelling of the masers.

\[ \text{[Zn/H]} \] is generally sub-solar for the sample. \([O/Zn] \) is, in general, either within uncertainties of Solar or slightly enriched in comparison to Solar. Abundances of \([Zn/H] \) and \([O/Zn] \) have been examined as a function of Galactocentric distance and a trend could not be determined in either case.
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to determine the pumping mechanism, to further constrain their formation regions and to further examine their variability. This requires the collisional rate coefficients of the vibrationally excited lines to be available and, at the time of writing, these constants were not yet in the public domain.

Since the first discovery of the 89.087 GHz HCN masers, there has been only one published attempt at mapping the masing region of a circumstellar envelope. Carlstrom et al. (1990) report an upper limit on the size of the region as 0.45 arcseconds, which is approximately 180 AU using the distance estimates for CIT 6 available at the time. However, the region was not resolved and this distance is greater than that predicted by earlier works. Since this work was undertaken, improvements in telescope technology and a new generation of telescope provide the opportunity to observe at sufficiently high spatial resolution to successfully resolve this region (e.g. Global VLBI at 3 mm), thus this forms the second area of potential further work.

High resolution maps of this region would reveal the exact positioning of the maser in the circumstellar envelope, testing the previous assumptions about its proximity to its host star. From the sizes, shapes and intensities of the emission regions, information can be inferred about the mechanism and environment required for this maser to form. This will also provide invaluable data which can be used within models to examine the pumping mechanism once reliable rate coefficients become available.

**Further planetary nebula investigations**

Taking the zinc abundances calculated in Chapter 5 as the inherent metallicity of those nebulae, a follow-up investigation based upon examining s-process abundances as a function of metallicity, could be carried out.

The abundances of s-process elements, such as Kr, Xe and Br, in TP-AGB stars has been shown to correlate with the length of time the star has spent in this phase of evolution, with a longer time resulting in a higher abundance. Plan-
etary nebulae have completed this phase of evolution and therefore the measured abundances of s-process elements reflect the final abundances after all enrichment processes have occurred. Planetary nebulae are also the brightest phase of low-mass stellar evolution with a variety of observable forbidden transitions of a multitude of elements at a range of ionisation states available.

If high spectral-resolution optical data could be obtained for the nebulae in the sample of Chapter 5, the abundances of a number of S-process elements (in particular Xe and Kr as these noble gases do not condense out of the ionised medium) could be calculated using a nebular diagnostic code, such as NEAT (see Chapt. 5 for further details of this code).

In addition to examining any trend of s-process abundance with metallicity, the s-process abundances can also be used to constrain the population and thus formation theories of the Galactic Bulge. If s-process elemental abundances in the Galactic bulge were found to be enhanced with respect to Solar, this would provide evidence of the existence of a younger stellar population within the bulge.
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Appendix A

Mopra spectra

The following sections show the final obtained spectra of each source, displayed in 0.3 GHz segments. These spectra have been corrected for source LSR velocities, which have been taken as: -15.0 km/s (IRAS 15194-5115, De Beck et al. 2010), -0.76 (IRAS 15082-4808, Smith, Zijlstra & Fuller 2014), -38.9 km/s (IRAS 07454-7112, Risacher & van der Tak 2009), -44.5 km/s (IC 4406, Sahai et al. 1991) and 10.0 km/s (NGC 6537, Edwards & Ziurys 2013).

A.1 IRAS 15194-5115

![Mopra spectrum of IRAS 15194-5115.](image)

Figure A.1: Mopra spectrum of IRAS 15194-5115.
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A.2 IRAS 15082-4808

Figure A.2: Mopra spectrum of IRAS 15082-4808.
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A.3 IRAS 07454-7112

Figure A.3: Mopra spectrum of IRAS 07454-7112.
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A.4 IC 4406

Figure A.4: Mopra spectrum of IC 4406.
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Figure A.5: Mopra spectrum of NGC 6537.
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Appendix B

Constants and parameters

B.1 Table of constants for Mopra analysis

Table B.1: List of constants used in the analysis of column densities by both the direct calculation method and by the population diagram method. Constants are from the JPL and CDMS catalogues.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$g_u$</th>
<th>$\nu_i$ (GHz)</th>
<th>$a_i$</th>
<th>$\log(A_{ul})$ (log(s$^{-1}$))</th>
<th>$E_u$ (K)</th>
<th>$\log(Q_{rot})$</th>
<th>$T_{ex}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>3</td>
<td>115.27120</td>
<td>...</td>
<td>-7.14246</td>
<td>5.53211</td>
<td>1.1429</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.8526</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$CO</td>
<td>3</td>
<td>110.20135</td>
<td>...</td>
<td>-7.19843</td>
<td>5.28880</td>
<td>1.4630</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.1722</td>
<td>18.75</td>
</tr>
<tr>
<td>HCN</td>
<td>3</td>
<td>88.63185</td>
<td>...</td>
<td>-4.61706</td>
<td>4.25362</td>
<td>1.7317</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.4389</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$HCN</td>
<td>3</td>
<td>86.34018</td>
<td>...</td>
<td>-4.65256</td>
<td>4.14364</td>
<td>1.7428</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.4498</td>
<td>18.75</td>
</tr>
<tr>
<td>HNC</td>
<td>3</td>
<td>90.66356</td>
<td>...</td>
<td>-4.57032</td>
<td>4.35114</td>
<td>1.2449</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9523</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$HN</td>
<td>3</td>
<td>87.09086</td>
<td>...</td>
<td>-4.72878</td>
<td>4.17968</td>
<td>1.2620</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.9691</td>
<td>18.75</td>
</tr>
<tr>
<td>CS</td>
<td>5</td>
<td>97.98095</td>
<td>...</td>
<td>-4.77628</td>
<td>7.05355</td>
<td>1.5084</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2119</td>
<td>18.75</td>
</tr>
<tr>
<td>Molecule</td>
<td>$g_u$</td>
<td>$\nu_i$ (GHz)</td>
<td>$a_i$</td>
<td>$\log(A_{ul})$ (log(s$^{-1}$))</td>
<td>$E_u$ (K)</td>
<td>$\log(Q_{rot})$</td>
<td>$T_{ex}$ (K)</td>
</tr>
<tr>
<td>----------</td>
<td>------</td>
<td>--------------</td>
<td>------</td>
<td>-------------------------------</td>
<td>---------</td>
<td>-----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>92.49431</td>
<td>$\ldots$</td>
<td>-4.85003</td>
<td>6.65859</td>
<td>1.8342</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>96.41295</td>
<td>$\ldots$</td>
<td>-4.79698</td>
<td>6.24804</td>
<td>1.5153</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.28416</td>
<td>0.043</td>
<td>-6.42627</td>
<td>4.19110</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.31693</td>
<td>0.417</td>
<td>-5.65605</td>
<td>4.19269</td>
<td>1.5699</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.32862</td>
<td>0.208</td>
<td>-5.73675</td>
<td>4.19109</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.40200</td>
<td>0.208</td>
<td>-5.73568</td>
<td>4.19677</td>
<td>1.5699</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.40717</td>
<td>0.083</td>
<td>-5.65473</td>
<td>4.19702</td>
<td>1.5699</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.44651</td>
<td>0.043</td>
<td>-6.42386</td>
<td>4.19675</td>
<td>1.5699</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.22933</td>
<td>0.263</td>
<td>-5.84755</td>
<td>4.09883</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>87.23276</td>
<td>0.165</td>
<td>-5.87405</td>
<td>4.09741</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.24771</td>
<td>0.085</td>
<td>-5.85905</td>
<td>4.09122</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.25695</td>
<td>0.168</td>
<td>-5.86643</td>
<td>4.09166</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.30397</td>
<td>0.081</td>
<td>-5.88155</td>
<td>4.10241</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.30769</td>
<td>0.158</td>
<td>-5.89016</td>
<td>4.10259</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.31438</td>
<td>0.081</td>
<td>-5.8824</td>
<td>4.10133</td>
<td>1.8628</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.63401</td>
<td>0.249</td>
<td>-5.58447</td>
<td>20.54582</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.63402</td>
<td>0.278</td>
<td>-5.58184</td>
<td>20.54539</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.67257</td>
<td>0.222</td>
<td>-5.58725</td>
<td>20.56292</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>85.67258</td>
<td>0.250</td>
<td>-5.58395</td>
<td>20.56336</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>95.15039</td>
<td>0.250</td>
<td>-5.44439</td>
<td>25.11223</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>95.15040</td>
<td>0.275</td>
<td>-5.44220</td>
<td>25.11180</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>95.18894</td>
<td>0.225</td>
<td>-5.44653</td>
<td>25.13120</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>95.18895</td>
<td>0.250</td>
<td>-5.44389</td>
<td>25.13164</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>114.18251</td>
<td>0.250</td>
<td>-5.20268</td>
<td>35.61531</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>114.18252</td>
<td>0.271</td>
<td>-5.20121</td>
<td>35.61487</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>114.22103</td>
<td>0.229</td>
<td>-5.20409</td>
<td>35.63802</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>$^{13}$CS</td>
<td>5</td>
<td>114.22104</td>
<td>0.250</td>
<td>-5.20230</td>
<td>35.63845</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>85.33889</td>
<td>$\ldots$</td>
<td>-4.63413</td>
<td>6.44539</td>
<td>2.3050</td>
<td>18.75</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>85.34015</td>
<td>0.249</td>
<td>-5.58447</td>
<td>20.54582</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>85.63369</td>
<td>0.278</td>
<td>-5.58184</td>
<td>20.54539</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>85.67358</td>
<td>0.222</td>
<td>-5.58725</td>
<td>20.56292</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>85.67358</td>
<td>0.250</td>
<td>-5.58395</td>
<td>20.56336</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>95.15039</td>
<td>0.250</td>
<td>-5.44439</td>
<td>25.11223</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>95.15040</td>
<td>0.275</td>
<td>-5.44220</td>
<td>25.11180</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>95.18894</td>
<td>0.225</td>
<td>-5.44653</td>
<td>25.13120</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>95.18895</td>
<td>0.250</td>
<td>-5.44389</td>
<td>25.13164</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>114.18251</td>
<td>0.250</td>
<td>-5.20268</td>
<td>35.61531</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>114.18252</td>
<td>0.271</td>
<td>-5.20121</td>
<td>35.61487</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>114.22103</td>
<td>0.229</td>
<td>-5.20409</td>
<td>35.63802</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
<tr>
<td>C$_2$H</td>
<td>3</td>
<td>114.22104</td>
<td>0.250</td>
<td>-5.20230</td>
<td>35.63845</td>
<td>2.1741</td>
<td>37.50</td>
</tr>
</tbody>
</table>
### Table B.1: Table of Constants for MOPRA Analysis

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$g_u$</th>
<th>$\nu_i$ (GHz)</th>
<th>$a_i$</th>
<th>$\log(A_{ul})$</th>
<th>$E_u$ (K)</th>
<th>$\log(Q_{rot})$</th>
<th>$T_{ex}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN 3</td>
<td>1</td>
<td>113.12337</td>
<td>0.012</td>
<td>-5.89067</td>
<td>5.43004</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>113.14419</td>
<td>0.099</td>
<td>-4.97760</td>
<td>5.43003</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>113.17050</td>
<td>0.097</td>
<td>-5.28862</td>
<td>5.43231</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>113.19128</td>
<td>0.126</td>
<td>-5.17514</td>
<td>5.43230</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>113.48812</td>
<td>0.126</td>
<td>-5.17159</td>
<td>5.44755</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>113.49097</td>
<td>0.333</td>
<td>-4.92358</td>
<td>5.44668</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>113.49964</td>
<td>0.099</td>
<td>-4.97352</td>
<td>5.44810</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>113.50891</td>
<td>0.097</td>
<td>-5.28482</td>
<td>5.44754</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>113.52043</td>
<td>0.012</td>
<td>-5.88624</td>
<td>5.44809</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>108.78202</td>
<td>0.204</td>
<td>-4.97885</td>
<td>5.24750</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>108.78698</td>
<td>0.048</td>
<td>-5.24304</td>
<td>5.24873</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>89.04558</td>
<td>0.158</td>
<td>-4.50547</td>
<td>21.36592</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>89.04558</td>
<td>0.175</td>
<td>-4.50492</td>
<td>21.36577</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>89.04559</td>
<td>0.195</td>
<td>-4.50002</td>
<td>21.36592</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>89.06434</td>
<td>0.139</td>
<td>-4.50941</td>
<td>21.37444</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>89.06435</td>
<td>0.156</td>
<td>-4.50866</td>
<td>21.37444</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>89.06435</td>
<td>0.176</td>
<td>-4.50262</td>
<td>21.37444</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>108.83425</td>
<td>0.159</td>
<td>-4.23802</td>
<td>31.33756</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>108.83425</td>
<td>0.174</td>
<td>-4.23771</td>
<td>31.33742</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>108.83460</td>
<td>0.190</td>
<td>-4.23437</td>
<td>31.33742</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>108.85301</td>
<td>0.144</td>
<td>-4.24044</td>
<td>31.34781</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>108.85302</td>
<td>0.159</td>
<td>-4.24003</td>
<td>31.34767</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23</td>
<td>108.85302</td>
<td>0.174</td>
<td>-4.23602</td>
<td>31.34781</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C$_3$N 19</td>
<td>1</td>
<td>90.97902</td>
<td>...</td>
<td>-4.23627</td>
<td>24.01410</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>109.17363</td>
<td>...</td>
<td>-3.99469</td>
<td>34.05715</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCCN 21</td>
<td>1</td>
<td>88.16683</td>
<td>...</td>
<td>-4.27653</td>
<td>23.27241</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>96.98300</td>
<td>...</td>
<td>-4.15052</td>
<td>27.92694</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HCCN 21</td>
<td>1</td>
<td>90.59306</td>
<td>...</td>
<td>-4.24119</td>
<td>23.91285</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>90.60178</td>
<td>...</td>
<td>-4.24108</td>
<td>23.91528</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HC$_3$N 65</td>
<td>1</td>
<td>85.20134</td>
<td>...</td>
<td>-4.17752</td>
<td>67.46992</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>89.18853</td>
<td>...</td>
<td>-4.38103</td>
<td>4.28035</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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### Table B.1: – continued.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$g_u$</th>
<th>$\nu_i$ (GHz)</th>
<th>$a_i$</th>
<th>$\log(A_{ul})$</th>
<th>$E_u$ (K)</th>
<th>$\log(Q_{rot})$</th>
<th>$T_{ex}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO</td>
<td>5</td>
<td>86.84696</td>
<td>...</td>
<td>-4.53354</td>
<td>6.25203</td>
<td>1.5602</td>
<td>37.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.2632</td>
<td>18.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{29}$SiO</td>
<td>5</td>
<td>85.75920</td>
<td>...</td>
<td>-4.54997</td>
<td>6.17364</td>
<td>1.2686</td>
<td>18.75</td>
</tr>
<tr>
<td>$^{30}$SiO</td>
<td>5</td>
<td>84.74617</td>
<td>...</td>
<td>-4.56540</td>
<td>6.10071</td>
<td>1.2736</td>
<td>18.75</td>
</tr>
<tr>
<td>SiS</td>
<td>11</td>
<td>90.77156</td>
<td>...</td>
<td>-4.92407</td>
<td>13.06907</td>
<td>1.6373</td>
<td>18.75</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>108.92430</td>
<td>...</td>
<td>-4.67991</td>
<td>18.29671</td>
<td>1.3396</td>
<td>9.375</td>
</tr>
<tr>
<td>SiC$_2$</td>
<td>9</td>
<td>93.06300</td>
<td>...</td>
<td>-4.62380</td>
<td>11.22969</td>
<td>2.8113</td>
<td>75.00</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>94.24539</td>
<td>...</td>
<td>-4.73063</td>
<td>19.12424</td>
<td>1.9104</td>
<td>18.75</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>115.38239</td>
<td>...</td>
<td>-4.33485</td>
<td>16.76704</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix C

PACS model spectra
Figure C.1: Model PACS spectrum of the AC model.
Figure C.1: – continued
Figure C.2: Model PACS spectrum of the PE model.
Figure C.2: – continued
Figure C.3: Model PACS spectrum of the DTM model.
Figure C.3: – continued
Figure C.4: Model PACS spectrum of the VMM model.
Figure C.4: – continued
C: PACS MODEL SPECTRA
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...and there was much rejoicing.

– Monty Python