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Let $A$ be a $k$-algebra where $k$ is an algebraically closed field and $G$ be a finite abelian group whose order is not divisible by the characteristic of $k$. If $G$ acts on $A$ by $k$-algebra automorphisms then the action induces a $G$-grading on $A$ which, in conjunction with a normalised 2-cocycle of the group, can be used to twist the multiplication of the algebra. Such twists can be formulated as Zhang twists [76] as well as in the language of Hopf algebras, as done in [42, §7.5].

We investigate such cocycle twists with an emphasis on the situation where $A$ also possesses a connected graded structure and the action of $G$ respects this grading. The twisting operation uses the induced $G$-grading of $A$ rather than its $\mathbb{N}$-grading, as is often the case with Zhang twists. As a result, geometric data encoded by special modules in the category of graded right modules, $\text{grmod}(A)$, may not be preserved. Nevertheless, we show using an alternative construction of the twist and faithful flatness arguments that many properties are preserved; the strongly noetherian property, finite global dimension and Artin-Shelter regularity for example.

The above concepts are then illustrated by applying cocycle twists to the 4-dimensional Sklyanin algebras, $A := A(\alpha, \beta, \gamma)$, first studied ring-theoretically in [60]. Such algebras are examples of noncommutative projective surfaces and display many interesting geometric properties. Much of this geometry is controlled by a factor ring $B := B(E, \mathcal{L}, \sigma)$, which is a twisted homogeneous coordinate ring.

We define an action of the Klein four-group $G = (\mathbb{Z}_2)^2$ on $A$ such that the action restricts to the factor ring $B$. The cocycle twists under the induced $G$-grading, namely $A^{G, \mu}$ and $B^{G, \mu}$ respectively, have very different geometric properties to their untwisted counterparts. While $A$ has point modules parameterised by an elliptic curve $E$ and four extra points, $A^{G, \mu}$ has only 20 point modules when the automorphism $\sigma$ has infinite order. The point modules over $A$ can be used to construct fat point modules of multiplicity 2 over $A^{G, \mu}$, and there are isomorphisms among such objects corresponding to orbits of a natural action of $G$ on $E$. This is just one example of the interplay between the 1-critical modules over $A$ and $A^{G, \mu}$.

The ring $B^{G, \mu}$ falls under the purview of Artin and Stafford’s classification of noncommutative curves [6], and we describe it in geometric terms. It can be expressed as a more general twisted homogeneous coordinate ring, where the key object is a sheaf of orders over $O_{E_G}$. In fact, the fat point modules over $A^{G, \mu}$ — which are also $B^{G, \mu}$-modules — can be explained by an equivalence of categories consequent to this work.

Other examples of twists are also studied, one of which relates to Rogalski and Zhang’s classification of AS-regular algebras of dimension 4 with three degree 1 generators and an additional $\mathbb{Z}^2$-grading [51]. Their work classified such algebras into 8 families up to isomorphism; we demonstrate that several of these families are related by cocycle twists.
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Chapter 1

Introduction

1.1 Overview

In this thesis we study a twisting operation on algebras. This operation is closely related to the classical notion of using a 2-cocycle to deform the multiplication in a group-graded algebra. Our primary concern is to establish whether certain properties are preserved under the twisting operation, the first results in this direction being proved in [76] and [43]. In the former the twists we study are phrased as Zhang twists, while Montgomery’s results in the latter hold for generalised twists in the setting of Hopf algebras.

We use another construction of these cocycle twists that was independently described in [12]. This construction gives one much greater traction when trying to prove that properties are preserved under twisting, since it enables the use of faithful flatness arguments. Our main results are stated later in this introduction, namely in Proposition 1.1.11 and Theorems 1.1.14, 1.1.18 and 1.1.19.

The motivation for our work was an example of Odesskii, appearing in the survey paper [47] on elliptic algebras. Although the example as we state it does not use a specific type of algebra, the original example in [47] used a 4-dimensional Sklyanin algebra. In Chapter 4 we will study cocycle twists of such Sklyanin algebras, although they will also be discussed briefly in §1.1.2 (see Definition 1.1.15 for a presentation by generators and relations).

In order to state Odesskii’s example, we need to make the following assumptions. Let $k = \mathbb{C}$ and consider an associative $k$-algebra $A$ that is generated as a $k$-algebra by
We will assume that the Klein four-group \( G = (C_2)^2 = \langle g_1, g_2 \rangle \) acts on \( A \) by algebra automorphisms, i.e. \( G \to \text{Aut}_{\text{alg}}(A) \). Denoting the action of \( g \in G \) by the superscript \(-g\), the action is defined on generators by

\[
x_i^{g_1} = x_{i+2}, \quad x_i^{g_2} = (-1)^i x_i,
\]

where \( i \in \{0, 1, 2, 3\} \) and indices are taken modulo 4.

There is an action of \( G \) by \( k\)-algebra automorphisms on \( M_2(k) \), the ring of \( 2 \times 2 \) matrices over \( k \). This action is defined by

\[
M^{g_1} = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix} M \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \quad M^{g_2} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} M \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix},
\]

for a matrix \( M \in M_2(k) \) and the group generators \( g_1 \) and \( g_2 \). A 2-cocycle arises here via an action of \( G \) on \( k^2 \) – such objects are important for the constructions we will soon describe.

Now consider the tensor product of \( k\)-algebras \( A \otimes_k M_2(k) \). Given the action of \( G \) in (1.1.2) and the embedding \( G \to \text{Aut}_{\text{alg}}(A) \), there is a natural diagonal action of \( G \) on the tensor product, where

\[
(a \otimes_k M)^g = a^g \otimes_k M^g,
\]

for all \( a \in A \) and \( M \in M_2(k) \).

Odesskii’s construction concludes by taking the invariant ring of \( A \otimes_k M_2(k) \) under this diagonal action. We highlight this algebra for future reference.

**Example 1.1.4 ([47, Introduction])**. Odesskii’s example is given by the invariant ring \((A \otimes_k M_2(k))^G\).

It is natural to ask if the properties of \( A \) are shared by \((A \otimes_k M_2(k))^G\). Moreover, can the construction be generalised to any algebra or group? Our attempts to answer these questions form the basis of the work in this thesis.

### 1.1.1 Twisting theory

Before stating some of our main results we must define the constructions involved in our work. Let us make the following assumptions that will remain in place until the
Our base field $k$ will be assumed to be algebraically closed and $A$ will denote an associative $k$-algebra with identity. The finite abelian group $G$ will satisfy $\text{char}(k) \nmid |G|$ and will act on $A$ by $k$-algebra automorphisms. We will also fix a duality isomorphism between $G$ and its group of characters $G^\vee$, where the character to which an element $g \in G$ is mapped is denoted by $\chi_g$.

**Construction 1**

Let us define the first of two twisting constructions that we will use. There are two key components of Construction 1; first, the inducement of a $G$-grading on $A$ via the action of $G$, and second, the notion of using a normalised 2-cocycle to twist the $G$-graded multiplication in $A$.

The definition of a $G$-graded algebra is given in Definition 1.2.1. For now it suffices to state that for all $g \in G$ the corresponding component of the induced $G$-grading on $A$ is defined by

$$A_g := \{a \in A : a^h = \chi_g^{-1}(h)a, \ \forall \ h \in G\}. \quad (1.1.5)$$

Given such a grading, one can use a normalised 2-cocycle to deform the multiplicative structure of $A$.

**Definition 1.1.6.** Consider a function $\mu : G \times G \to k^\times$ satisfying the following relations for all $g, h, l \in G$ and the group identity element $e$:

$$\mu(g, h)\mu(gh, l) = \mu(g, hl)\mu(h, l), \quad \mu(e, g) = \mu(g, e) = 1. \quad (1.1.7)$$

We say that $\mu$ is a normalised 2-cocycle of $G$ with values in $k^\times$.

Although normalised 2-cocycles can be interpreted in terms of cohomology — as we do in §2.2.1 — for now we will use them solely to define a new multiplication on $A$. We will write $(A, \cdot)$ to denote the $G$-graded algebra $A$ and the standard multiplication $\cdot : A \times A \to A$, usually written as juxtaposition of elements.

One can define a new multiplication on the underlying $G$-graded vector space structure of $A$ as follows: for homogeneous elements $a \in A_g$ and $b \in A_h$ define $a \ast_\mu b := \mu(g, h)ab$. This gives rise to the algebra $(A, \ast_\mu)$. By virtue of $\mu$ satisfying (1.1.7) this new algebra is associative and has the same algebra identity element as $(A, \cdot)$ (proved in Proposition 2.2.4). We will use the notation $A^{G,\mu} := (A, \ast_\mu)$ and call such an object
a cocycle twist of the induced $G$-grading on $A$ using the normalised 2-cocycle $\mu$. For brevity we may also use the term cocycle twist of $A$, since the notation makes clear both the group acting and the normalised 2-cocycle.

Perhaps the simplest nontrivial example of a cocycle twist is that of a twisted group algebra.

**Example 1.1.8.** Consider the group algebra $A^G := A \otimes_k kG$, with $A$ and $G$ subject to the assumptions at the beginning of §1.1.1. The multiplication in this algebra is given by

$$(a \otimes_k g)(b \otimes_k h) = ab \otimes_k gh,$$

for all $a, b \in A$ and $g, h \in G$.

The group algebra has an obvious $G$-graded structure given by $A_g = \{ a \otimes_k g : a \in A \}$. Twisting this grading using a normalised 2-cocycle $\mu$ produces a twisted group algebra $A^G_\mu$. The multiplication in this algebra is defined by

$$(a \otimes_k g) \ast_\mu (b \otimes_k h) = \mu(g, h)(ab \otimes_k gh),$$

for all $a, b \in A$ and $g, h \in G$.

Cocycle twists have been studied in many other places and generalised vastly – they can be described as Zhang twists for example (see Theorem 2.2.19), which were studied in detail by Zhang in [76]. One can also recover them from the twisted $H$-comodule algebra construction of [42, §7.5] by using the Hopf algebra $H = kG$, the group algebra of a finite abelian group.

Let us exhibit some of the results already in the literature in relation to the preservation of properties under cocycle twisting. Although some of the results hold more generally, we state them in the setting of Construction 1.

**Proposition 1.1.9.** Assume that $A$ and $G$ are subject to the assumptions at the beginning of §1.1.1 and let $\mu$ be a normalised 2-cocycle. Then if $A$ has one of the following properties, so does $A^G_\mu$:

(i) it is finitely generated as a $k$-algebra [43, cf. Proposition 3.1(1)];

(ii) it satisfies the polynomial identity (PI) property (cf. [76, Proposition 5.6], [43, Proposition 3.1(4)]);
(iii) it is noetherian (cf. [76, Proposition 5.1], [43, Proposition 3.1(3)]).

**Remark 1.1.10.** One can replicate this construction without using an identification of $G$ and $G^\vee$ by instead using a 2-cocycle over $G^\vee$.

**Construction 2**

We now move on to the second construction. One first defines an action of $G$ on the twisted group algebra $kG_\mu$ by $k$-algebra automorphisms. The algebra $kG_\mu$ can be obtained by taking $A = k$ in Example 1.1.8.

The action of $G$ on $kG_\mu$ is defined as follows: for all $g, h \in G$ and $\alpha \in k$, let $(\alpha \otimes_k g)^h := \chi_g(h)\alpha \otimes_k g$. By assumption one has an action of $G$ on $A$ by $k$-algebra automorphisms, thus one can define a diagonal action of $G$ on the tensor product $A \otimes_k kG_\mu$ by

$$(a \otimes_k g)^h := \chi_g(h)(a^h \otimes_k g),$$

for all $a \in A$ and $g, h \in G$.

The construction is then completed by taking the invariant ring under this action, $(A \otimes_k kG_\mu)^G$, which is isomorphic to $(AG_\mu)^G$ as a $k$-algebra.

Note that for the Klein-four group $G$ and a particular normalised 2-cocycle $\mu$ one has $kG_\mu \cong M_2(k)$ as $k$-algebras by Lemma 3.1.10. This provides some indication that Example 1.1.4 can be described using Construction 2. The demonstration of this is delayed until §3.1.2.

**Consequences**

We now gather together a collection of our main results regarding Constructions 1 and 2, the first of which shows that they are in fact the same.

**Proposition 1.1.11 (Proposition 3.1.6).** Assume that $A$ and $G$ satisfy the base assumptions of §1.1.1. Then for any normalised 2-cocycle $\mu$ one has an isomorphism of $k$-algebras $A^{G,\mu} \cong (AG_\mu)^G$.

The equivalence of the two twisting constructions allows us to adopt the notation $A^{G,\mu}$ for a cocycle twist formed using *either* construction. Our main tool for proving the preservation of properties under twisting is provided by the following lemma; the twisted bimodule structures involved are defined prior to Proposition 3.2.7.
CHAPTER 1. INTRODUCTION

**Proposition 1.1.12 (Proposition 3.2.7).** Under the base assumptions of §1.1.1, the twisted group algebra $AG_\mu$ has the following decomposition as an $(A^{G,\mu}, A^{G,\mu})$-bimodule:

$$AG_\mu \cong \bigoplus_{g \in G} \text{id}(A^{G,\mu})^{\phi_g}.$$

Here $\phi_g$ is some $k$-algebra automorphism of $A^{G,\mu}$, with $\phi_e = \text{id}$. Each summand is free as a left and right $A^{G,\mu}$-module. Consequently, $AG_\mu$ is a faithfully flat extension of $A^{G,\mu}$ on both the left and the right. Furthermore, $AG_\mu$ is a faithfully flat extension of $A$ on both the left and the right too.

Figure 1.1.13 illustrates how we can use Proposition 1.1.12 to adopt a new strategy when trying to show that properties are preserved under cocycle twists. Instead of the direct route from $A$ to $A^{G,\mu}$, we can attempt to push and pull properties along the faithfully flat extensions via the twisted group algebra $AG_\mu$.

![Diagram](image.png)

Figure 1.1.13: New technique for proving properties are preserved under twisting

Using the new technique highlighted by Figure 1.1.13 allows us to prove the following main theorem concerning the preservation of properties under cocycle twists. It brings together Lemma 3.2.4, Corollaries 3.2.12 and 3.2.28, and Propositions 3.2.31 and 3.2.42. Connected graded algebras and Hilbert series are defined in Definition 1.2.2 and Definition 1.2.3 respectively. Definitions of the remaining properties involved are deferred until their appearance in §3.2.

**Theorem 1.1.14.** Further to the base assumptions of §1.1.1, assume that $A$ is connected graded and the action of $G$ on $A$ by $k$-algebra automorphisms preserves this grading. Then for any normalised 2-cocycle $\mu$, $A$ has one of the following properties if and only if $A^{G,\mu}$ does:

(i) it is strongly noetherian;

(ii) it is AS-regular of global dimension $n$ for some $n \in \mathbb{N}$;
(iii) it is Koszul;
(iv) it is Auslander regular;
(v) it is Cohen-Macaulay.

Furthermore, $A$ and $A^G,\mu$ have the same Hilbert series.

1.1.2 Examples of twists

Having described some of our results regarding properties preserved under cocycle twists, let us now turn to examples. We will be primarily concerned with twisting AS-regular algebras of global dimension 4, whose classification is an ongoing and central project in noncommutative algebraic geometry. This term will refer throughout to the school that was created in the wake of the seminal papers of Artin, Tate and Van den Bergh in the early 1990’s [7, 8].

The algebras that will form the main focus of this thesis are the 4-dimensional Sklyanin algebras, whose twists are studied in Chapter 4. Such algebras were studied in [60, 61, 35], not to mention [67], where they are viewed as a special case of a more general construction.

In the following definition we use the notation $[x, y] := xy - yx$ and $[x, y]_+ := xy + yx$ to denote certain types of commutator in an algebra.

**Definition 1.1.15 ([60]).** Let $k$ be an algebraically closed field with $\text{char}(k) \neq 2$ and $\alpha, \beta, \gamma \in k$ be scalars satisfying

$$\alpha + \beta + \gamma + \alpha\beta\gamma = 0 \quad \text{and} \quad \{\alpha, \beta, \gamma\} \cap \{0, \pm 1\} = \emptyset. \quad (1.1.16)$$

We define the 4-dimensional Sklyanin algebra $A(\alpha, \beta, \gamma)$ associated to such parameters to be the quotient of the free $k$-algebra $k\{x_0, x_1, x_2, x_3\}$ by the ideal whose generators are the six quadratic relations in [60, Equation 0.2.2]:

$$[x_0, x_1] - \alpha [x_2, x_3]_+, \quad [x_0, x_1]_+ - [x_2, x_3],$$
$$[x_0, x_2] - \beta [x_3, x_1]_+, \quad [x_0, x_2]_+ - [x_3, x_1],$$
$$[x_0, x_3] - \gamma [x_1, x_2]_+, \quad [x_0, x_3]_+ - [x_1, x_2]. \quad (1.1.17)$$
The latter condition of (1.1.16) allows us to avoid certain degenerate cases (see [60, §1]). We will omit the parameters of $A(\alpha, \beta, \gamma)$ for the remainder of §1.1.2.

The construction of $A$ can also be phrased in terms of a smooth elliptic curve $E$ and the translation automorphism $\sigma$ associated to a point on the curve (as discussed in detail in [60, §2.9-2.14]). By generalising this construction one can define $n$-dimensional Sklyanin algebras for all integers $n \geq 3$. Indeed, it is this family which was studied in [67]. The 4-dimensional Sklyanin algebra has many good properties, including being AS-regular of global dimension 4 and having Hilbert series $1/(1 - t)^4$ by [60, Theorem 0.3].

There are many actions of the Klein-four group — which we denote by $G$ for the remainder of §1.1.2 — on $A$ by $\mathbb{N}$-graded algebra automorphisms. In Chapter 4 we study a cocycle twist $A^{G,\mu}$ for a particular action of $G$ and a normalised 2-cocycle $\mu$. Some of the more surprising properties of $A^{G,\mu}$ are grouped together in parts (ii) and (iii) of the following result; it summarises Proposition 4.2.10 and Theorems 4.1.6 and 4.2.20.

**Theorem 1.1.18.** Let $E$ and $\sigma$ be the elliptic curve and automorphism associated to a 4-dimensional Sklyanin algebra $A$. There is an action of the Klein-four group $G$ on $A$ by $\mathbb{N}$-graded algebra automorphisms which, together with a normalised 2-cocycle $\mu$, produces a cocycle twist $A^{G,\mu}$ with the following properties:

(i) it is strongly noetherian AS-regular domain of global dimension 4, which has Hilbert series $1/(1 - t)^4$;

(ii) when $|\sigma| = \infty$ its point scheme consists of only 20 points (see Definition 2.1.22);

(iii) it has a family of fat point modules of multiplicity 2 parameterised by $E^G$, an elliptic curve whose underlying structure comes from the orbit space of $E$ under a natural action of $G$.

The behaviour exhibited in Theorem 1.1.18 (ii) is particularly surprising given that the point scheme of $A$ consists of the associated elliptic curve $E$ and four extra points [60, Propositions 2.4 and 2.5].

The presence of the modules occurring in Theorem 1.1.18 (iii) can be related to a factor ring of $A$. There exist two central elements $\Omega_1, \Omega_2 \in \mathbb{A}_2$ by [60, Corollary 3.9].
The factor ring $A/(\Omega_1, \Omega_2)$ is isomorphic to the twisted homogeneous coordinate ring $B := B(E, L, \sigma)$, with such rings being defined in Definition 2.1.4. One can use the Noncommutative Serre’s theorem (Theorem 2.1.10) to see that the point modules over $A$ that are parameterised by $E$ correspond geometrically to skyscraper sheaves over the elliptic curve.

Since $\Omega_1$ and $\Omega_2$ are fixed by the action of $G$ on $A$ used in Theorem 1.1.18, the action of $G$ is compatible with factoring out the ideal $(\Omega_1, \Omega_2)$. We prove the following result, which summarises Theorem 5.3.9 and Proposition 5.3.27. Any undefined terms are defined in §5.3.1 or §5.3.2.

**Theorem 1.1.19.** Let $A^{G,\mu}$ be as in Theorem 1.1.18. There is a factor ring of $A^{G,\mu}$, labelled $B^{G,\mu}$, which is a cocycle twist of a factor ring of $A$. The ring $B^{G,\mu}$ satisfies the following properties:

(i) it can be described as a twisted ring over $E$, where $E$ is a sheaf of $O_{E^G}$-orders;

(ii) it has a family of fat point modules of multiplicity 2 parameterised by $E^G$, arising in a natural way from certain coherent sheaves of $E$-modules.

The importance of this result will be stressed in §2.1 in relation to canonical maps to twisted rings. Briefly, it illustrates that twisted rings can capture geometric properties of noncommutative algebras, in this case $A^{G,\mu}$.

Other interesting examples can be found by studying the algebras classified by Rogalski and Zhang in [51]. Such algebras are AS-regular of dimension 4 with three degree 1 generators and an additional $\mathbb{Z} \times 2$ grading. We disregard algebras with these properties that are normal extensions of AS-regular algebras of dimension 3. The classification up to isomorphism of the remaining algebras consists of 8 families $A - H$. Theorem 1.1.20 shows that one can relate several of these families using cocycle twists.

**Theorem 1.1.20 (cf. Theorem 6.2.5).** Consider Rogalski and Zhang’s classification in [51]. For the Klein-four group $G$ and a certain normalised 2-cocycle $\mu$, one has the following isomorphisms of $k$-algebras:

$$A(1, -1)^{G,\mu} \cong D(1, 1), \quad B(1)^{G,\mu} \cong C(1), \quad E(1, \gamma)^{G,\mu} \cong E(1, -\gamma), \quad G(1, \gamma)^{G,\mu} \cong G(1, \overline{\gamma}).$$
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1.1.3 Contents

We now give a brief description of the contents of this thesis. The remainder of the current chapter consists of §1.2, where our basic conventions and notation are given.

In Chapter 2 we describe some of the background material that is needed. We begin with §2.1, which consists of an introduction to noncommutative algebraic geometry emphasising the aspects that are most pertinent to cocycle twists. This is followed by §2.2, in which we study several related concepts involving the twisting of algebras; cocycle twists, Zhang twists and crossed products are all defined. The chapter ends with the short section §2.3, which describes the Goldie theory that we will use.

The next chapter is the first containing original work. In §3.1 two twisting constructions are defined and then subsequently shown to be the same in Proposition 3.1.6. The preservation of properties under such twists is then treated in §3.2. A result of particular note is Corollary 3.2.28, where the property of being AS-regular is shown to be preserved under cocycle twists. In §3.3 we study the relationship between point modules over an algebra and fat point modules over a cocycle twist of it. The machinery we construct is used in several of the examples later in the thesis.

Chapter 4 deals with the main examples of cocycle twists studied in the thesis, namely twists of 4-dimensional Sklyanin algebras, which we denote by $A^{G,\mu}$. In §4.1 such examples are shown to satisfy many good properties (in particular Theorem 4.1.6), while in Theorem 4.2.20 their point schemes are determined. We also show that the full version of Odesskii’s example from [47, Introduction] (which was simplified in Example 1.1.4), can be described as a cocycle twist of a Sklyanin algebra (Proposition 4.1.17). The existence of fat point modules over $A^{G,\mu}$ is proved in §4.2.2; such modules arise as direct sums of point modules over Sklyanin algebras by Proposition 4.2.10. This is just one indication of the interplay between 1-critical modules over $A$ and $A^{G,\mu}$, and we prove several more results in this direction.

In Chapter 5 we study a twist of the factor ring $B = A/(\Omega_1, \Omega_2)$. Under the induced $G$-grading on $A$, $B$ is a $G$-graded factor ring. Thus one can regard the twist $B^{G,\mu}$ as a factor of $A^{G,\mu}$, which was studied in the Chapter 4. The algebra $B^{G,\mu}$ is shown — under some conditions — to have trivial centre in Proposition 5.1.10. From this proposition we derive Corollary 5.1.11, which describes the centre of $A^{G,\mu}$. In §5.3 we describe $B^{G,\mu}$ in terms of the geometric classification in [6], concerning semiprime,
noetherian rings of quadratic growth. This description is given in Theorem 5.3.9, after which we show that the twist is a prime ring (Corollary 5.3.21). The fat point modules over $A^{G,\mu}$ and the fact that $B^{G,\mu}$ possesses no point modules can both be related to this geometric realisation (see Propositions 5.3.24 and 5.3.27).

Chapter 6 considers cocycle twists of other algebras, beginning in §6.1 with cocycle twists of algebras discovered by Stafford in [63]. The next examples are the algebras classified in [51] by Rogalski and Zhang. These are shown in Theorem 6.2.5 to have some hidden relations via cocycle twists. Of particular note amongst the remaining examples in the chapter is a twist of an algebra from [72] in §6.3. We contrast the geometry relating to a factor ring of such a twist and compare it with the twist studied in Chapter 5. In §6.4 we twist a graded skew Clifford algebra, while the main portion of the thesis ends by briefly addressing the ungraded situation – we study twists of a universal enveloping algebra and its homogenisation in §6.5.

Appendix A contains any calculations that have been omitted from the main thesis, while Appendix B contains any computer code used to prove earlier results.

1.2 Basic conventions and notation

In this short section we state our basic conventions with regard to cocycle twists and also some more general notation.

1.2.1 Basic conventions

The conventions that follow will hold throughout this thesis apart from certain occurrences where deviation from them will be stated explicitly.

We assume that $0 \in \mathbb{N}$ for grading purposes and work over a base field $k$ which is assumed to be algebraically closed. Any algebra $A$ will be an associative $k$-algebra with identity that is finitely generated (f.g.) as an algebra. By $G$ we will denote a finite abelian group with identity element $e$. Furthermore, we will assume that the characteristic of the base field does not divide the order of $G$, that is $\text{char}(k) \nmid |G|$. A normalised 2-cocycle will be denoted by $\mu$. Unadorned tensor products $\otimes$ will mean tensor products over $k$, $\otimes_k$. 
1.2.2 Notation

In this section we will describe our basic notation that will be in place throughout the rest of the thesis, unless otherwise stated. More specialised notation may subsequently be defined as and when it is needed.

**Group actions**

The group of *algebra automorphisms* of $A$ is denoted by $\text{Aut}_{\text{alg}}(A)$, while the group of *group automorphisms* of $G$ is denoted by $\text{Aut}_{\text{grp}}(G)$. One of our base assumptions in §1.1.1 was that $G$ acts on $A$ by $k$-algebra automorphisms, i.e. $G \rightarrow \text{Aut}_{\text{alg}}(A)$. As $G$ is abelian we can assume that the group acts on the right without loss of generality. We will denote the action of an element $g \in G$ by $-^g$. The embedding of $G$ in the automorphism group means that for all $a, b \in A$, $g \in G$ and $\alpha \in k$ one has $(\alpha a)^g = \alpha a^g$ and $(ab)^g = a^g b^g$.

We will also define actions of $G$ on objects other than algebras later in the thesis. The same superscript notation will be used in such circumstances, although the precise nature of the action will be given at the time.

Since $G$ is a finite abelian group, we can write it as a product of cyclic groups. We will denote the cyclic group of order $n$ by $C_n$. The Klein-four group will be pivotal in all of our examples from Chapter 4 onwards, and using this notation it can be denoted by $(C_2)^2$.

**Gradings**

One of the fundamental definitions required for the work in this thesis is the following.

**Definition 1.2.1.** The algebra $A$ is said to be *$G$-graded* if it possesses a $k$-vector space decomposition $A = \bigoplus_{g \in G} A_g$ for which $1 \in A_e$ and $A_g \cdot A_h \subset A_{gh}$ for all $g, h \in G$.

By replacing $G$ with $\mathbb{N}$ in this definition one obtains the definition of an *$\mathbb{N}$-graded algebra*.

We will make the additional assumption that $A$ is connected graded for certain results in §3.2. Moreover, all of our examples of cocycle twists (apart from §6.5) involve such algebras.
Definition 1.2.2. A $k$-algebra $A$ is said to be connected graded or c.g. if it has an
$\mathbb{N}$-grading $A = \bigoplus_{n \in \mathbb{N}} A_n$ for which $A_0 = k$ and $\dim_k A_n < \infty$ for all $n \in \mathbb{N}$.

If $A$ is connected graded then one can define the notion of a Hilbert series.

Definition 1.2.3. If $A$ is a connected graded algebra then its Hilbert series with
respect to its $\mathbb{N}$-grading is $H_A(t) := \sum_{n \in \mathbb{N}} (\dim_k A_n) t^n$.

From now on we will refer to connected graded algebras as c.g. algebras for brevity. When $A$ is $\mathbb{N}$-graded or a c.g. algebra we will assume that $G$ acts on $A$ by $\mathbb{N}$-graded
algebra automorphisms. This means that in addition to the requirement of acting
by algebra automorphisms, if $a \in A_n$ then $a^g \in A_n$. The group of $\mathbb{N}$-graded algebra
automorphisms is denoted by $\text{Aut}_{\mathbb{N}\text{-alg}}(A)$.

If $A$ is $\mathbb{N}$-graded then we assume that it is generated by finitely many elements
that are homogeneous with respect to its $\mathbb{N}$-grading. We do not, however, necessarily
assume that the generators lie in degree 1. Our algebras will often be written as
quotients of a free algebra $k\{x_0, \ldots, x_n\}$, which can also be described as the tensor
algebra $T(V)$ over the vector space $V = kx_0 + \ldots + kx_n$. If we work with an algebra
of the form $T(V)/I$ for some ideal $I$, then we will refer to the generators of $I$ as the
defining relations of the algebra.

At times we will focus our attention on quadratic algebras, particularly when study-
ning the Koszul property in §3.2.2.

Definition 1.2.4. Let $V$ be a finite-dimensional vector space over $k$ and $T(V)$ be the
tensor algebra over $V$. For an ideal $I$ whose generators lie in $V \otimes V$ we say that the
quotient $T(V)/I$ is a quadratic algebra over $k$.

Note that our definition implies that quadratic algebras are c.g. $k$-algebras that
are generated in degree 1 and whose defining relations lie in degree 2.

Modules

We will work with right modules unless otherwise stated. A module $M$ over the algebra
$A$ may sometimes be written $M_A$ (or $A M$ if it is a left module). If a module is finitely
generated then we will abbreviate this to f.g.. Although this abbreviation is also used
for finitely generated algebras, it will be clear from the context to which we refer.

Let us now assume that $A$ is $\mathbb{N}$-graded.
Definition 1.2.5. A module $M$ over $A$ is an $\mathbb{N}$-graded right $A$-module if it has $k$-vector space decomposition $M = \bigoplus_{n \in \mathbb{N}} M_n$ such that $M_n \cdot A_m \subset M_{n+m}$ for all $n, m \in \mathbb{N}$.

Using this definition allows us to define the category of modules in which we will sometimes work.

Definition 1.2.6. By $\text{GrMod}(A)$ we denote the category of $\mathbb{N}$-graded right $A$-modules. The objects of this category are the $\mathbb{N}$-graded right $A$-modules as defined in Definition 1.2.5. A morphism $\phi : M \rightarrow N$ in this category is a homomorphism of right $A$-modules such that $\phi(M_n) \subset N_n$ for all $n \in \mathbb{N}$.

Let $M \in \text{GrMod}(A)$. For any $d \in \mathbb{N}$ we define $M[d] := \bigoplus_{n \in \mathbb{N}} M'_n$ with $M'_n = M_{n+d}$ to be a degree shift of $M$ by degree $d$. We also define $M_{\geq d} := \bigoplus_{n \geq d} M_n$ to be a tail of $M$.

For $M, N \in \text{GrMod}(A)$ one can also consider the $\mathbb{Z}$-graded group

$$\text{HOM}_A(M, N) = \bigoplus_{j \in \mathbb{Z}} \text{Hom}_{\text{GrMod}(A)}(M, N[j]).$$

If $M$ and $N$ are f.g. modules then $\text{HOM}_A(M, N)$ coincides with $\text{Hom}_A(M, N)$, the abelian group of ungraded left $A$-module homomorphisms. To prove this, consider a map $\phi \in \text{Hom}_A(M, N)$ and let $m_1, \ldots, m_p$ denote the homogeneous generators of $M$ of degrees $d_1, \ldots, d_p$ respectively. Then $\phi(m_i)$ can be written as a sum of homogeneous elements in $N$, that is $\phi(m_i) \in \bigoplus_j N_{r_{i,j}}$ for some integers $r_{i,j} \in \mathbb{Z}$. Hence $\phi \in \bigoplus_{i,j} \text{Hom}_{\text{GrMod}(A)}(M, N[r_{i,j} - d_j])$. Additionally, the abelian group $\text{Hom}_A(M, N)$ inherits a $\mathbb{Z}$-graded structure from the modules.

For $i \in \mathbb{N}$ the derived functors

$$\text{EXT}_A^i(M, N) = \bigoplus_{j \in \mathbb{Z}} \text{Ext}_{\text{GrMod}(A)}^i(M, N[j]).$$

have a $\mathbb{Z}$-graded structure. Again, when $M$ and $N$ are f.g. modules $\text{EXT}_A^i(M, N)$ coincides with the ungraded $\text{Ext}_A^i(M, N)$. On several occasions we will use this graded structure on cohomology groups. In fact, when either $M$ or $N$ has an $(A, B)$-bimodule structure for some $\mathbb{N}$-graded $k$-algebra $B$, the cohomology groups $\text{Ext}_A^i(M, N)$ become $\mathbb{Z}$-graded $B$-modules (see [52, Theorem 1.15] for a description of the relevant module structures).
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For a noetherian c.g. algebra $A$ and any f.g. module $M \in \text{GrMod}(A)$, one can define the Hilbert series of $M$ in the same manner as in Definition 1.2.3. Such an object is denoted by $H_M(t)$.

One can define $G$-graded modules in an analogous manner to Definition 1.2.5 for $N$-graded modules. This allows the following category to be defined.

**Definition 1.2.8.** Suppose that $A$ is $G$-graded. By $\text{GrMod}_G(A)$ we will denote the category of $G$-graded right $A$-modules. The objects in this category are the $G$-graded right $A$-modules. A morphism $\phi : M \to N$ in this category is a homomorphism of right $A$-modules such that $\phi(M_g) \subset N_g$ for all $g \in G$.

**Dimension functions**

Gelfand-Kirillov dimension, shortened to $GK$ dimension, is a dimension function for algebras and their modules that is defined as follows.

**Definition 1.2.9 ([30, Definition pg. 14]).** Let $k$ be a field and $A$ an associative $k$-algebra with identity. Let $V \subset A$ be a $k$-vector space for which $1 \in V$ and define $V^n$ be the vector space spanned by all products of $n$ elements from $V$. The Gelfand-Kirillov dimension of $A$ is defined by

$$\text{GKdim } A = \sup \lim_{n \to \infty} \left( \frac{\log \dim_k V^n}{\log n} \right).$$

Here the supremum is taken over all such vector subspaces $V$.

For the basic properties of this dimension function, consult [30]. We will also use several homological dimension functions, defined as follows.

**Definition 1.2.10.** Let $A$ be a $k$-algebra and $M$ be a right $A$-module. Then

(i) $\text{pdim } M$ denotes the projective dimension of $M$. This is the minimal length of a projective resolution of $M$.

(ii) $\text{lgldim } A$ and $\text{rgldim } A$ denote the left and right global dimension of $A$ respectively. One has

$$\text{rgldim } A = \sup \{ \text{pdim } M : M \text{ is a right } A\text{-module} \},$$

with $\text{lgldim } A$ being defined analogously for left $A$-modules.
(iii) $\idim M$ denotes the injective dimension of $M$. This is the minimal length of an injective resolution of $M$.

A good reference for such dimension functions is [40, §7.1].
Chapter 2

Background material

2.1 Noncommutative algebraic geometry

In this section we give an introduction to the field of noncommutative algebraic geometry in the sense of [7] and [8]. Our perspective is informed by the cocycle twists that we study in this thesis.

Broadly speaking, the aim of noncommutative algebraic geometry is to study noncommutative algebras using the techniques and intuition used to study commutative algebras in algebraic geometry. Unfortunately, there are some fundamental obstacles preventing the translation of the theory verbatim; prime ideals are crucial to the commutative theory, but are relatively scarce in noncommutative algebras.

Throughout §2.1 we will assume that $k$ is an algebraically closed field of characteristic 0 unless otherwise stated. We will work with noetherian c.g. algebras (see Definition 1.2.2) that are assumed to be f.g. as algebras by degree 1 elements, unless otherwise stated. While the latter assumption is not always necessary, often results which do not require it cannot be stated as succinctly.

2.1.1 Noncommutative spaces

Instead of working with prime ideals, one can approach the problem from a categorical perspective. Let $A$ denote a noetherian c.g. $k$-algebra and recall the definition of GrMod($A$) given in Definition 1.2.6. Consider the following subcategories of GrMod($A$):
(i) $\text{grmod}(A)$, the full subcategory of all f.g. $\mathbb{N}$-graded $A$-modules;

(ii) $\text{fdmod}(A)$, the full subcategory of finite-dimensional $\mathbb{N}$-graded $A$-modules.

One can use these subcategories to define the following category, often referred to as the category of tails.

**Definition 2.1.1 ([9, cf. §1]).** The noncommutative space associated to $A$ is the quotient category

$$qgr(A) := \text{grmod}(A)/\text{fdmod}(A).$$

While $qgr(A)$ has the same objects as $\text{grmod}(A)$, its morphisms are different. Each morphism in $\text{Hom}_{qgr(A)}(M, N)$ arises from a morphism in $\text{Hom}_{\text{grmod}(A)}(M', N')$, where $M'$ is any graded submodule of $M$ for which $M/M' \in \text{fdmod}(A)$ and $N' \cong N/N''$ in $\text{grmod}(A)$ for some $N'' \in \text{fdmod}(A)$.

**Remark 2.1.3.** In [9, §1] the authors define a category $Q\text{Gr}(A)$ by taking the quotient of $\text{GrMod}(A)$ by the subcategory consisting of direct limits of right bounded modules. If $A$ is right noetherian then [10, Proposition 2.3] shows that $Q\text{Gr}(A)$ is determined up to equivalence by $qgr(A)$. In this thesis we will work with noetherian algebras, hence Definition 2.1.1 is sufficient for our needs.

Definition 2.1.1 implies that two modules $M, N \in \text{grmod}(A)$ become isomorphic in $qgr(A)$ if they are isomorphic (as graded modules) in sufficiently high degree, that is $M \geq n \cong N \geq n$ for some $n \in \mathbb{N}$. Using the terminology introduced in §1.2.2 we can say that their tails are isomorphic in high degree. Finite-dimensional $\mathbb{N}$-graded modules become trivial in $qgr(A)$, thus are sometimes referred to as torsion.

There is a canonical functor related to the noncommutative space $qgr(A)$, namely $\pi : \text{grmod}(A) \to qgr(A)$, which sends a module to the corresponding object in $qgr(A)$. For $M \in \text{grmod}(A)$ we will refer to $\pi(M)$ as the tail of $M$. This fits in with our previous definition of a tail of a module since for $M \in \text{grmod}(A)$ one has $\pi(M) \cong \pi(M \geq n)$ in $qgr(A)$ for all $n \in \mathbb{N}$. It will be clear from the context whether the term tail refers to a module of the form $M \geq n$ or to $\pi(M)$.

Let us now begin to motivate our use of the term noncommutative space in reference to the category defined in Definition 2.1.1. We need to define a class of rings which is fundamental to noncommutative algebraic geometry.
Definition 2.1.4 ([9, §1]). Let \((X, \sigma, \mathcal{L})\) be a triple consisting of a projective scheme \(X\), an automorphism \(\sigma\) and an invertible sheaf of \(\mathcal{O}_X\)-modules \(\mathcal{L}\). The shorthand notation \(\mathcal{L}^\sigma = \sigma^* \mathcal{L}\) will be used for pullbacks. The *twisted homogeneous coordinate ring* associated to this triple is

\[
B(X, \mathcal{L}, \sigma) = \bigoplus_{n \in \mathbb{N}} \Gamma(X, \mathcal{L}_n),
\]

where \(\mathcal{L}_0 = \mathcal{O}_X\) and the sheaf \(\mathcal{L}_n\) for \(n \geq 1\) is defined by

\[
\mathcal{L}_n = \mathcal{L} \otimes_{\mathcal{O}_X} \mathcal{L}^\sigma \otimes_{\mathcal{O}_X} \ldots \otimes_{\mathcal{O}_X} \mathcal{L}^\sigma_{n-1}.
\]

There are natural morphisms of invertible sheaves

\[
\mathcal{L}_n \otimes_{\mathcal{O}_X} \mathcal{L}_m \to \mathcal{L}_n \otimes_{\mathcal{O}_X} \mathcal{L}^\sigma_m \to \mathcal{L}_{m+n},
\]

which induce the multiplication in \(B(X, \mathcal{L}, \sigma)\) via taking global sections:

\[
H^0(X, \mathcal{L}_n) \otimes H^0(X, \mathcal{L}_m) \to H^0(X, \mathcal{L}_n) \otimes H^0(X, \mathcal{L}^\sigma_m) \to H^0(X, \mathcal{L}_{m+n}). \tag{2.1.5}
\]

If the invertible sheaf associated to a twisted homogeneous coordinate ring is \(\sigma\)-ample — whose definition follows — then the ring is noetherian.

Definition 2.1.6 ([28, §1]). Let \((X, \mathcal{L}, \sigma)\) be as in Definition 2.1.4. We say that \(\mathcal{L}\) is \(\sigma\)-ample if for any coherent sheaf \(\mathcal{F}\) of \(\mathcal{O}_X\)-modules

\[
H^p(X, \mathcal{F} \otimes \mathcal{L} \otimes \mathcal{L}^\sigma \otimes \ldots \otimes \mathcal{L}^\sigma_{n-1}) = 0,
\]

for all \(p > 0\) and \(n \gg 0\).

This was originally the definition of a *left \(\sigma\)-ample* invertible sheaf. Keeler proved in [28, Theorem 1.2] that this definition is equivalent to a notion of *right \(\sigma\)-ampleness* for projective schemes over algebraically closed fields. We will mainly work with twisted homogeneous coordinate rings for which the associated projective scheme is an elliptic curve defined over such a field. In that case — as noted in the proof of [5, Theorem 4.7] — Corollary 1.6 from [9] implies that ample sheaves are always \(\sigma\)-ample and so we do not need to worry about this property.

Remark 2.1.7. We now remark upon another consequence of \(\sigma\)-ampleness, as demonstrated by [62, Proposition 2.1]: if \((X, \mathcal{L}, \sigma)\) is a triple as in Definition 2.1.4 for which
$X$ is an integral scheme and $\mathcal{L}$ is $\sigma$-ample, then there is an embedding of algebras $B := B(X, \mathcal{L}, \sigma) \hookrightarrow k(X)[z, z^{-1}; \sigma]$, where $k(X)$ is the function field of $X$. In this setting one may define $B_n := H^0(X, \mathcal{L}^n) \subset k(X)$ for all $n \in \mathbb{N}$, in which case one has $B_n = \overline{B}_n z^n$ upon considering $B$ as a subring of the Ore extension. This notational finesse allows one to concretely see the twisted multiplication in $B$ arising from the structure of the Ore extension. We will use such ideas in §5.3.1.

Let us now try to justify our usage of the term noncommutative space in Definition 2.1.1 by first considering what happens in the commutative situation. We therefore assume until further notice that $A$ is commutative in addition to our base assumptions of being a noetherian c.g algebra that is generated in degree 1.

Associated to $A$ is a projective scheme $X = \text{Proj}(A)$ and an embedding $j : X \hookrightarrow \mathbb{P}_k^n$ for some $n \in \mathbb{N}$. The following sheaf is crucial to the proof of our next result, Serre’s theorem (Theorem 2.1.9).

**Definition 2.1.8 ([25, cf. Chapter II, Definition pg. 117]).** Let $A$, $X$ and $j$ be as in the previous paragraph. The twisting sheaf $\mathcal{O}_X(1)$ is defined to be the pullback $j^* \mathcal{O}_{\mathbb{P}_k^n}(1)$.

**Theorem 2.1.9 (Serre’s Theorem [25, Chapter II, Exercise 5.9]).** Let $A$ be a commutative, noetherian c.g. algebra generated in degree 1. Then there is an equivalence of categories between $\text{qgr}(A)$ and the category of coherent $\mathcal{O}_X$-modules, $\text{coh}(\mathcal{O}_X)$, where $X = \text{Proj}(A)$ is the projective scheme determined by $A$.

Serre’s theorem can be proved by focusing on the distinguished element $\pi(A) \in \text{qgr}(A)$. The module $A_A$ can be reconstructed in high degrees by taking global sections of the invertible sheaves $\mathcal{O}_X(n) = \mathcal{O}_X(1)^{\otimes n}$ for $n \gg 0$, along with a natural multiplication obtained from (2.1.5) by taking $\sigma = \text{id}$ and $\mathcal{L} = \mathcal{O}_X(1)$. In light of this observation it is not surprising that twisted homogeneous coordinate rings form the gateway to a theory of noncommutative algebraic geometry.

Let us now return to the noncommutative setting and our base assumptions. Thus $A$ is a noetherian c.g. algebra that is generated in degree 1. The following theorem, known as the Noncommutative Serre’s theorem, shows that for twisted homogeneous coordinate rings the noncommutative space $\text{qgr}(B(X, \mathcal{L}, \sigma))$ is actually a commutative geometric object.
Theorem 2.1.10 (Noncommutative Serre’s theorem [9, cf. Theorems 1.3 and 1.4]). Let $X$ be a projective scheme over a field $k$, $\sigma$ an automorphism of $X$, and $\mathcal{L}$ a $\sigma$-ample invertible sheaf on $X$. Then the twisted homogeneous coordinate ring $B(X, \mathcal{L}, \sigma)$ is a f.g. noetherian algebra and there is an equivalence of categories

$$\text{qgr}(B(X, \mathcal{L}, \sigma)) \simeq \text{coh}(\mathcal{O}_X).$$

Some of the central objects of study in noncommutative algebraic geometry are the Artin-Schelter-regular algebras (AS-regular). These noncommutative algebras are defined in Definition 3.2.14 and display many of the properties of commutative polynomial rings. For this reason, an AS-regular algebra of global dimension $n$ is often regarded as the coordinate ring of a noncommutative $\mathbb{P}^{n-1}_k$. The noncommutative projective planes (where $n = 3$) were classified in [7, 8] for algebras generated in degree 1 and in [65] for the general case. Their classification relied heavily on geometric techniques which we will soon discuss.

The results in this thesis, particularly those in Chapter 4, relate to the classification of noncommutative $\mathbb{P}^3_k$’s, or, equivalently, AS-regular algebras of dimension 4. While no classification of such algebras is on the horizon, many families of such algebras have been found. Examples include 4-dimensional Sklyanin algebras and their close relations [60, 63], homogenisations of universal enveloping algebras [32], algebras associated to quadrics [72, 73], double Ore extensions [77], algebras with an additional $\mathbb{Z}^2$-grading [38, 51] and the algebras in [74, 16, 18].

We now consider an example of how a particular AS-regular algebra of low dimension fits in with Theorem 2.1.10,

Example 2.1.11. Consider a 3-dimensional Sklyanin algebra $S(a, b, c)$, associated to the parameters $(a, b, c) \in \mathbb{P}^2_k$ and generated by three degree 1 elements. Such algebras are those of type $A$ with $r = 3$ in Artin and Schelter’s classification in [3] (see (10.14) op. cit. for the defining relations).

Apart from 12 choices of parameters in $\mathbb{P}^2_k$, $S(a, b, c)$ is AS-regular of global dimension 3. Thus $\text{qgr}(S(a, b, c))$ is a noncommutative $\mathbb{P}^2_k$. Furthermore, there is a graded surjection from $S(a, b, c)$ to the twisted homogeneous coordinate ring $B(E, \mathcal{L}, \sigma)$, where $E \subset \mathbb{P}_k^2$ is an elliptic curve, $\mathcal{L} = \mathcal{O}_E(1)$ a very ample invertible sheaf with 3 global sections and $\sigma$ a translation automorphism.
At the level of noncommutative spaces we see that the noncommutative $\mathbb{P}_k^2$ associated to $S(a, b, c)$ contains $\text{qgr}(B(E, \mathcal{L}, \sigma))$. By the Noncommutative Serre’s Theorem the latter category is equivalent to $\text{coh}(\mathcal{O}_X)$, thus $\text{qgr}(S(a, b, c))$ contains a commutative geometric category.

In general, one can ask if there exists a graded surjection from a given c.g. algebra to a twisted homogeneous coordinate ring that gives geometric information about the algebra. The following property is relevant.

**Definition 2.1.12 ([4, cf. §4]).** Let $A$ be a noetherian c.g. algebra. $A$ is **strongly noetherian** if for all commutative noetherian $k$-algebras $R$, $A \otimes R$ is noetherian.

Under the hypothesis that an algebra is strongly noetherian and generated in degree 1, one always has a map from it to some noetherian twisted homogeneous coordinate ring [50, Theorem 1.1] (in fact, the scheme involved is the point scheme of the algebra, see Definition 2.1.22). In particular, many AS-regular algebras of low dimension are strongly noetherian. Thus a noncommutative $\mathbb{P}_k^{n-1}$ will often contain a bona fide projective scheme in the sense that $\text{coh}(\mathcal{O}_X) \subset \text{qgr}(A)$ for some projective scheme $X$ (as in Example 2.1.11). Unfortunately, not every noetherian algebra is strongly noetherian as Rogalski’s examples in [49] first illustrated.

Theorems 1.1.18 and 1.1.19 suggest that it may be possible to prove a result in the vein of [50, Theorem 1.1] for twisted rings rather than twisted homogeneous coordinate rings. Twisted rings are defined in Definition 5.3.3 and are one of the fundamental components of Artin and Stafford’s classification of noncommutative curves, begun in [5] and completed in [6]. Artin and Stafford’s work in these papers allows all semiprime noetherian algebras of GK dimension 2 to be described in terms of twisted rings (see Theorem 5.3.4 for a more precise formulation). We will return to the theme of canonical maps to twisted rings in §2.1.2.

Having associated a noncommutative space to a c.g. algebra, one can ask the following two questions to motivate the development of the subject:

**Questions 2.1.13.** (i) What are the irreducible objects in $\text{qgr}(A)$?

(ii) What are the noncommutative analogues of points, lines, etc. in $\text{qgr}(A)$?

In the next section we will give an overview of attempts to answer these questions.
2.1.2 Irreducible objects in noncommutative spaces

In order to answer Questions 2.1.13 we will once again consider what happens in the commutative case. Thus we assume until further notice that $A$ is a commutative noetherian c.g. algebra generated in degree 1. Associated to $A$ is a projective scheme $X$, whose embedding in projective space gives rise to a twisting sheaf as in Definition 2.1.8.

Before considering irreducible objects in $\text{qgr}(A)$ we need the following definition.

**Definition 2.1.14 ([25, cf. Chapter II, Definition pg. 115]).** Consider a projective scheme $X$ and a closed point $p \in X$, along with the inclusion morphism $i : p \hookrightarrow X$. The *ideal sheaf* of $p$, denoted by $\mathcal{I}_p$, is the kernel of the morphism $i^\sharp : \mathcal{O}_X \to i_*\mathcal{O}_{X,p}$.

Here $\mathcal{O}_{X,p}$ denotes the local ring of $X$ at $p$.

The equivalence of categories in Theorem 2.1.9 tells us that the irreducible objects in $\text{qgr}(A)$ correspond to the irreducible objects in $\text{coh}(\mathcal{O}_X)$. In the latter these are the skyscraper sheaves $k_p := \mathcal{O}_X/\mathcal{I}_p$, supported only at a closed point $p \in X$.

The functor $\text{coh}(\mathcal{O}_X) \to \text{qgr}(A)$ is defined on a coherent sheaf of $\mathcal{O}_X$-modules $\mathcal{F}$ by

$$\mathcal{F} \mapsto \pi \left( \bigoplus_{n \in \mathbb{N}} H^0(X, \mathcal{F} \otimes_{\mathcal{O}_X} \mathcal{O}_X(n)) \right),$$  \hspace{1cm} (2.1.15)

where $\pi : \text{grmod}(A) \to \text{qgr}(A)$ is the canonical functor to the associated noncommutative space.

The sheaf $k_p$ is sent under the equivalence described in (2.1.15) to the tail of the module $M_p := A/I_p$ for an appropriate ideal $I_p$. For any closed point $p \in X$ the module $M_p$ has Hilbert series $1/(1 - t)$. If $N$ denotes a nontrivial $\mathbb{N}$-graded submodule of $M_p$ then, since the factor module $M_p/N$ is a finite-dimensional $k$-vector space, one has $\pi(N) \cong \pi(M_p)$ in $\text{qgr}(A)$. Equivalently, $M_p$ is irreducible in $\text{qgr}(A)$.

Let us now return to our base assumptions, thus $A$ is a noetherian c.g. $k$-algebra generated in degree 1. Combining our observations regarding the commutative case with the Noncommutative Serre’s Theorem suggests that the following is a good definition.

**Definition 2.1.16 ([7, Definition 3.8]).** Let $A$ be a noetherian c.g. algebra. An $\mathbb{N}$-graded right $A$-module $M$ is a *point module* if it is cyclic and has Hilbert series $1/(1 - t)$. 
Note that these conditions guarantee that any \( \mathbb{N} \)-graded submodule of a point module has finite codimension when \( A \) is generated in degree 1. Thus if \( M_p \) is a point module then its tail \( \pi(M_p) \) will be irreducible in \( qgr(A) \). However, there can exist irreducible objects in \( qgr(A) \) other than the tails of point modules. As remarked at the beginning of [59, §7], this is comparable to the fact that noncommutative algebras can have simple modules of dimension greater than 1.

**Definition 2.1.17 ([2, pg. 8]).** Let \( A \) be a noetherian c.g. algebra. An \( \mathbb{N} \)-graded right \( A \)-module \( M \) is a fat point module of multiplicity \( e \) if it has Hilbert series \( e/(1-t) \), is generated in degree 0 and any non-zero \( \mathbb{N} \)-graded submodule has finite codimension.

**Remark 2.1.18.** By [8, Proposition 2.21(iii)], the multiplicity of a f.g. \( \mathbb{N} \)-graded module \( M \) can be defined more generally: it is the leading coefficient of the expansion of the Hilbert series \( H_M(t) \) in terms of powers of \( (1-t) \). It is clear that this more general definition of multiplicity coincides with the use of the term in Definition 2.1.17.

One recovers the definition of a point module from that of a fat point module of multiplicity 1; as remarked after Definition 2.1.16, the finite codimension condition on \( \mathbb{N} \)-graded submodules automatically holds for a cyclic module with Hilbert series \( 1/(1-t) \). For general fat point modules this condition is part of the definition to ensure that the tails of such modules are irreducible in \( qgr(A) \). We will refer to the tail (in \( qgr(A) \)) of a fat point module as a fat point, and similarly a point will refer to the tail of a point module.

One could approach the question of irreducibility from another angle. The condition in Definition 2.1.17 regarding every \( \mathbb{N} \)-graded submodule having finite codimension can be restated in terms of critical modules.

**Definition 2.1.19 ([8, pg. 342]).** A module \( M \in \text{grmod}(A) \) is said to be \( n \)-critical if \( \text{GKdim}(M) = n \) and \( \text{GKdim}(M/N) < n \) for any non-zero \( \mathbb{N} \)-graded submodule \( N \).

A basic property of GK dimension is that the finite-dimensional modules over any algebra have GK dimension 0. This has two consequences for us; firstly, it means that 1-critical modules have irreducible tails in \( qgr(A) \), and secondly it implies that fat point modules of any multiplicity are 1-critical.

In relation to Question 2.1.13(i), irreducible objects in \( qgr(A) \) are, unfortunately, not always tails of 1-critical modules (nor fat point modules). An example of Smith
[58, pg. 5] demonstrates this: if $A = k[x, y]$ is given the grading $x \in A_1$, $y \in A_2$, then the tail of the module $A/xA$ is irreducible in $qgr(A)$. This module has multiplicity $1/2$ and so is not a fat point module. Smith’s manuscript also gives an example of a subring of a differential operator ring over which there is a module with Hilbert series $1/(1 - t)^2$, whose tail is irreducible in the associated noncommutative space.

Nonetheless, fat point modules do exhaust all irreducible objects in $qgr(A(\alpha, \beta, \gamma))$ for a large class of 4-dimensional Sklyanin algebras by [59, Proposition 7.1] (recall Definition 1.1.15 for the construction of $A(\alpha, \beta, \gamma)$). We will elaborate on this point shortly.

Finding the point modules of a c.g. algebra $A$ is often the starting point to determining the geometry of $qgr(A)$. A crucial object in relation to point modules is the point scheme of an algebra, which was first introduced in [7, §3]. We must define some ingredients to be able to describe the point scheme of an algebra, namely truncated point modules and multilinearisations.

**Definition 2.1.20** ([7, Definition 3.8]). Let $A$ be a noetherian c.g. algebra generated by $n$ elements of degree 1. For $d \in \mathbb{N}$ a **truncated point module of length $d + 1$** is a module $M \in \text{grmod}(A)$ that is cyclic and has Hilbert series $H_M(t) = \sum_{i=0}^{d} t^{i}$. In the following definition we use the shorthand notations $\overline{n} := \{0, 1, \ldots, n\}$ and $\overline{i} := (i_0, \ldots, i_{d-1})$ for a vector in $I := \overline{\{n-1\}}^d$, where the length of the vector is clear from the context.

**Definition 2.1.21** ([7, §3]). Let $A = T(V)/I$ be as in Definition 2.1.20, with $V = kx_0 + \ldots + kx_{n-1}$. Let $d \in \mathbb{N}$ and $f \in I_d$ be a relation, where $f = \sum_{I} \alpha_I x_{i_0} \ldots x_{i_{d-1}}$ for some $\alpha_I \in k$. Define $\tilde{f}$ to be the element of the homogeneous coordinate ring of $(\mathbb{P}^{n-1}_k)^{\times d}$ given by

$$\sum_{I} \alpha_I x_{i_0,0}x_{i_1,1} \ldots x_{i_{d-1},d-1},$$

where the coordinate ring of the $(j + 1)^{\text{th}}$ copy of $\mathbb{P}^{n-1}_k$ is $k[x_{0,j}, \ldots, x_{n-1,j}]$. We say that $\tilde{f}$ is the **multilinearisation** of $f$.

Multilinearisations allow truncated point modules of length $d + 1$ to be parameterised by a projective scheme $\Gamma_d$, as proved in [7, Proposition 3.9]. Furthermore, this parameterisation is functorial in the sense that there are natural maps in each situation that correspond to each other (formally, $\Gamma_d$ represents the functor of flat families
of truncated point modules of length $d + 1$). To see this correspondence, consider the map that sends a truncated point module of length $d + 1$, $M = \bigoplus_{i=0}^{d} M_i$, to $\bigoplus_{i=0}^{d-1} M_i$ by factoring out the highest degree component. This map sends $M$ to a truncated point module of length $d$. A morphism of schemes $\Gamma_d \to \Gamma_{d-1}$ is induced and, as [7, Proposition 3.7(i)] shows, the induced morphism is nothing more than the projection $(\mathbb{P}^{n-1}_k)^d \to (\mathbb{P}^{n-1}_k)^{d-1}$ which ‘forgets’ the final component of the product.

**Definition 2.1.22.** Let $A$ be as in Definition 2.1.20. The point scheme of $A$ is the inverse limit $\Gamma$ of the following diagram:

\[
\begin{array}{cccccc}
\Gamma_0 & \Gamma_1 & \cdots & \Gamma_{d-1} & \Gamma_d & \cdots \\
\downarrow & \downarrow & & \downarrow & \downarrow & \\
\Gamma & & & & & \\
\end{array}
\]

Here $\Gamma_d$ denotes the projective scheme parameterising truncated point modules of length $d + 1$, with the maps $\Gamma_d \to \Gamma_{d-1}$ as described in the previous paragraph.

By [7, Corollary 3.13] the points of $\Gamma$ are in 1-1 correspondence with point modules of $A$. This means that $\Gamma$ ‘parameterises’ point modules in the following sense: $\Gamma$ represents the functor mapping a f.g. commutative $k$-algebra $C$ to the set of isomorphism classes of factors of $A \otimes_k C$ with Hilbert series $1/(1 - t)$. The use of the word parameterises in Theorem 2.1.23 below reflects this.

In particularly nice cases one of the morphisms in the inverse limit structure of the point scheme is an isomorphism. Proposition 3.7(ii) from [7] then implies that all higher degree morphisms are also isomorphisms. Intrepreted in terms of modules, this means that given a truncated point module $M$ of sufficiently great length $d \gg 0$, there exists a unique point module $M'$ such that $M \cong M'/M'_{\geq d}$.

For strongly noetherian c.g. algebras the following theorem shows that the point scheme has a particularly nice form.

**Theorem 2.1.23 ([11, cf. Corollary E4.11]).** Assume that $A$ is a strongly noetherian c.g. algebra over a field $k$. Then the point scheme of $A$ is a projective scheme that parameterises the point modules over $A$. 


Remark 2.1.24. While the term point scheme is misleading in the sense that such an object is not necessarily a scheme, Theorem 2.1.23 shows that the term is justified under certain hypotheses.

All of the algebras we will study in this thesis are strongly noetherian, thus their point schemes are projective schemes.

Let us now consider Rogalski and Zhang’s result [50, Theorem 1.1], describing a canonical map from a strongly noetherian c.g. algebra generated in degree 1 to a twisted homogeneous coordinate ring over the point scheme of the algebra. Theorem 2.1.23 has implications for the relevance of Theorems 1.1.18 and 1.1.19 to a generalisation of Rogalski and Zhang’s result; before even considering a canonical map to a twisted ring as defined in Definition 5.3.3, one should try to discover the structure of the geometric object — if such an object exists — parameterising fat point modules of higher multiplicity. In fact, [11, Theorem E5.1] provides an answer to this question for algebras satisfying a strong homological condition, with the geometric objects shown to be countable unions of projective schemes.

Let us assume now that our algebra \( A \) is strongly noetherian in addition to our other hypotheses. More information about point modules can be uncovered by using the following technique, described in the introduction of [8].

Definition 2.1.25. Let \( A \) be a strongly noetherian c.g. algebra with point scheme \( \Gamma \), and let \( M_p \) be a point module over \( A \) corresponding to a point \( p \in \Gamma \). The shift \( M_p[1] \geq 0 \) is also a point module over \( A \), therefore it corresponds to some point \( p^\sigma \in \Gamma \). This shifting operation induces a scheme automorphism \( \sigma : \Gamma \to \Gamma \) which we call the associated automorphism of the point scheme.

We will now state a result of Shelton and Vancliff concerning the point schemes of certain algebras. It will be useful to us on several occassions, notably in §4.1.2. Any undefined properties in the statement of the result will be defined in §3.2.3.

Theorem 2.1.26 ([54, Theorem 1.4]). Assume that \( k \) is an algebraically closed field for which \( \text{char}(k) \neq 2 \). Let \( A \) be a c.g. \( k \)-algebra with point scheme \( \Gamma \), and suppose that the following are true for \( A \):

(i) it is generated in degree 1 and has Hilbert series \( 1/(1 - t)^4 \);
(ii) it is noetherian and Auslander regular of global dimension 4;

(iii) it is Cohen-Macaulay.

Then the projective scheme $\Gamma_2$ corresponding to the multilinearisations of the defining relations of $A$ is isomorphic to

$$\Gamma_2 = \{(p, p^\sigma) : p \in \Gamma\} \subset \mathbb{P}^3_k \times \mathbb{P}^3_k,$$

(2.1.27)

the graph of $\Gamma$ under the associated automorphism $\sigma$.

**Notation 2.1.28.** Theorem 2.1.26 will be applicable to many of the algebras that we study. We introduce the notation $\pi_i : \mathbb{P}^3_k \times \mathbb{P}^3_k \to \mathbb{P}^3_k$ for $i = 1, 2$ to denote the projection morphism to the $i$'th coordinate. In the setting of the theorem one may therefore write $\pi_1(\Gamma_2) = \Gamma$.

In the language of Definition 2.1.22, Theorem 2.1.26 tells us that the projection morphism $\Gamma_2 \to \Gamma_1$ defines an isomorphism from $\Gamma_2$ to the point scheme $\Gamma$. Translated into a statement about modules, it implies that each truncated point module of length 3 over such an algebra uniquely determines a point module; to study point modules it suffices to study the multilinearisations of the quadratic relations in the algebra.

The point scheme of a c.g. algebra is an important invariant that is preserved by $\mathbb{N}$-graded isomorphisms. Moreover, it is preserved by certain instances of a twisting operation on algebras called Zhang twists. While we will discuss Zhang twists fully in §2.2.2, we define a special class of them here.

**Definition 2.1.29 (cf. [76, pg. 284], Example 2.2.15).** Suppose that $A$ is a c.g. algebra and $\phi$ is an $\mathbb{N}$-graded algebra automorphism of $A$. One can define a new multiplicative structure on $A$ by defining $a \ast_\phi b := a\phi^n(b)$ for all $a \in A_n$ and $b \in A_m$. The algebra $(A, \ast_\phi)$ is called a Zhang twist of $A$ by $\phi$.

If a c.g. algebra $B$ is a Zhang twist of the $A$ as in Definition 2.1.29, then by [76, Theorem 3.1] one has $\text{GrMod}(A) \simeq \text{GrMod}(B)$, hence $\text{qgr}(A) \simeq \text{qgr}(B)$. Thus the geometry encoded by point modules and fat point modules is preserved under such twists.

In general, Zhang twists can involve $G$-gradings for any semigroup $G$, and as Theorem 2.2.19 demonstrates, the cocycle twists in Proposition 1.1.11 can be phrased
as Zhang twists. In that situation, [76, Theorem 3.1] shows that there is an equivalence of categories $\text{GrMod}_G(A) \simeq \text{GrMod}_G(A^{G,\mu})$, where $G$ is the relevant semigroup.

When $G \neq \mathbb{N}$ this equivalence gives relatively little information about the relationship between $qgr(A)$ and $qgr(A^{G,\mu})$.

Our results show that $qgr(A)$ and $qgr(A^{G,\mu})$ can be very different. Let us focus on the 4-dimensional Sklyanin algebra $A(\alpha, \beta, \gamma)$, under the additional assumption that the associated automorphism $\sigma$ has infinite order. All fat point modules over $A(\alpha, \beta, \gamma)$ are known, and by [59, Proposition 7.1] fat point modules constitute all of the irreducible objects in $qgr(A(\alpha, \beta, \gamma))$. In particular:

(i) its points are parameterised by an elliptic curve $E$ and four extra points in $\mathbb{P}^3_k$ [60, Propositions 2.4 and 2.5];

(ii) fat points of all multiplicities were classified by Smith and Staniszkis in [61].

By contrast, Theorem 1.1.18 shows that $A(\alpha, \beta, \gamma)^{G,\mu}$ has infinitely many fat point modules of multiplicity 2 and only 20 point modules, the former valid without the assumption that $|\sigma| = \infty$.

Before moving on we briefly address our method of constructing the fat point modules of multiplicity 2 over $A(\alpha, \beta, \gamma)^{G,\mu}$. Fat point modules over $A(\alpha, \beta, \gamma)$ were realised in [61] as factor modules of line modules (see Definition 2.1.30 with $n = 1$). They also appear as a byproduct of some categorical equivalences described in [71, Proposition 7.5.2].

Our method uses the fact that $kG_\mu \cong M_2(k)$ for the Klein-four group $G$ and some normalised 2-cocycle $\mu$ (see Lemma 3.1.10). This means that $A(\alpha, \beta, \gamma)^{G,\mu}$ is a subring of $M_2(A(\alpha, \beta, \gamma))$ via Construction 2 of the twist. It is then natural to take direct sums of modules over $A(\alpha, \beta, \gamma)$ and consider them as $M_2(A(\alpha, \beta, \gamma))$-modules, before restricting them down to the cocycle twist. For a point module over $A(\alpha, \beta, \gamma)$ corresponding to a point on the elliptic curve $E$, this method produces a fat point module of multiplicity 2 over $A(\alpha, \beta, \gamma)^{G,\mu}$.

Let us now address Question 2.1.13(ii) – what are the noncommutative analogues of lines, planes, etc.? Once again we can look to the commutative case for inspiration, which suggests the following definition.
**Definition 2.1.30 ([35, cf. Definition pg. 51]).** Let $A$ be a noetherian c.g. algebra. A module $M \in \text{grmod}(A)$ is a linear module of dimension $n$ if it is cyclic and has Hilbert series $\frac{1}{1 - t^{n+1}}$.

For $n = 0$ one recovers point modules, while modules in the $n = 1, 2$ cases are referred to as line modules and plane modules respectively. Thus lines and planes in $\text{qgr}(A)$ can be defined as the tails of line and plane modules in $\text{grmod}(A)$ similarly. Another indication that $\text{qgr}(A(\alpha, \beta, \gamma))$ is well-understood is given by Staniszkis’s classification of linear modules of all dimensions in [64].

We saw in Theorem 2.1.23 that the point scheme of an algebra parameterises its point modules under the strongly noetherian hypothesis. Is there an object which plays a similar role for larger linear modules? This is the question addressed by the research in [56]. One of the results in that paper, namely Corollary 1.5 op. cit., shows that there is a scheme $\Omega_{\infty}(A, n)$ whose closed points parameterise the $n$-linear modules over $A$. When $n = 1$ this scheme is called the line scheme of the algebra, while for $n = 0$ one recovers the point scheme.

Now consider the following conditions on an algebra $A$.

**Conditions 2.1.31 ([56, Conditions 2.1-2.3]).** Suppose that $A$ satisfies the following conditions:

(i) $A$ has Hilbert series $H_A(t) = \frac{1}{1 - t^4}$;

(ii) $A$ is a domain;

(iii) any plane module $M$ over $A$ is 3-critical, and any nontrivial $\mathbb{N}$-graded submodule of $M$ also has GK dimension 3.

If $A$ satisfies these conditions then its line scheme will not only be a projective scheme, but can be characterised in several different ways [56, cf. Lemma 2.4]. Furthermore, by Corollary 2.6 op. cit. the irreducible components of the line scheme of an algebra satisfying Conditions 2.1.31 are at least 1-dimensional.

There are some examples in the literature of AS-regular algebras of dimension 4 with a 1-dimensional line scheme; see [74, Proposition 3.5] or the algebras defined in [18, Example 5.1] for example. Some of the algebras that we study later in this thesis will be shown to have a 1-dimensional line scheme (see Propositions 4.2.1 and 6.1.27).
2.1.3 Algebras with a 0-dimensional point scheme

One of the major themes of the papers [74, 55, 16, 66, 18] is the study and construction of AS-regular algebras of dimension 4 with a 0-dimensional point scheme. As Theorem 1.1.18 shows, some examples of cocycle twists that we study can be considered alongside these examples.

The original example of a noncommutative algebra with a 0-dimensional point scheme is given in the unpublished manuscript [70]. Within it, Van den Bergh shows that graded Clifford algebras with ‘generic’ relations have 20 point modules, related in pairs by the shifting automorphism of Definition 2.1.25. These algebras were generalised in [18], with a cocycle twist of such a generalisation being studied in §6.4.

As remarked in several papers, for example in [54, §1.2], an AS-regular algebra of dimension 4 that is generated in degree 1 with Hilbert series $1/(1 - t)^4$ and ‘generic’ relations has a 0-dimensional point scheme. Furthermore, if such an algebra has a 0-dimensional point scheme then it has at most 20 point modules; the precise number depends on the multiplicities of the closed points in the point scheme (see the remarks prior to [21, Definition II.1.7]).

Since we have been unable to find a proof of the latter fact in the literature, we give one below. In the proof we consider certain irreducible projective schemes as projective varieties in order that we may use the notion of degree for such objects, as defined in [25, Chapter I, Definition pg. 52].

**Proposition 2.1.32.** Let $k$ be any algebraically closed field and assume that the $k$-algebra $A = T(V^*)/I$ satisfies conditions (i)-(iii) in Theorem 2.1.26. If the point scheme of $A$ is 0-dimensional then $A$ has 20 point modules counting multiplicity.

**Proof.** By assumption $A$ satisfies the hypotheses of Theorem 2.1.26. That result implies that the point scheme of $A$ is $\Gamma := \pi_1(\Gamma_2)$, where

$$\Gamma_2 \subset \mathbb{P}(V) \times \mathbb{P}(V) = \mathbb{P}_k^2 \times \mathbb{P}_k^3$$

is the scheme determined by the multilinearisations of the quadratic relations of $A$. Furthermore, $\Gamma_2$ is the graph of $\Gamma$ under an automorphism. Combined with the assumption that $\Gamma$ is 0-dimensional, this implies that $\Gamma_2$ must also be 0-dimensional. The closed points of $\Gamma$ parameterise point modules over $A$, thus it suffices to prove that $\Gamma_2$ contains 20 points counting multiplicity.
We may use the Segre embedding to consider $\mathbb{P}^3_k \times \mathbb{P}^3_k$ (and thus $\Gamma_2$) as a closed subscheme of $\mathbb{P}(V \otimes V) = \mathbb{P}^{15}_k$. Note that $\Gamma_2$ consists of precisely those points in $\mathbb{P}^3_k \times \mathbb{P}^3_k$ at which all elements in $I_2$ vanish upon evaluation. One naturally has $I_2^\perp \subset V \otimes V$, in which case $\Gamma_2$ can be described inside $\mathbb{P}^{15}_k$ as the intersection of $\mathbb{P}^3_k \times \mathbb{P}^3_k$ with the projectivisation of $I_2^\perp$, namely $\mathbb{P}(I_2^\perp)$. Thus $\Gamma_2 = (\mathbb{P}^3_k \times \mathbb{P}^3_k) \cap \mathbb{P}(I_2^\perp) \subset \mathbb{P}^{15}_k$.

To see that $\Gamma_2$ consists of 20 points counting multiplicity we can apply Bezout’s Theorem [25, Chapter I, Theorem 7.7]. In the notation of that result we take $H = \mathbb{P}(I_2^\perp)$ and $Y = \mathbb{P}^3_k \times \mathbb{P}^3_k$, which can both be considered as projective varieties. By assumption, $I_2$ is a 6-dimensional $k$-vector space, hence $I_2^\perp \subset V \otimes V$ has dimension 10. It follows that $\mathbb{P}(I_2^\perp) = \mathbb{P}^9_k$, whence it has degree 1. Using [25, Chapter I, Exercise 7.1(b)] one can see that $\mathbb{P}^3_k \times \mathbb{P}^3_k$ has degree $\binom{3+3}{3}$, which equals 20. Bezout’s theorem tells us that the sum of the multiplicities of the points in $\Gamma_2$ is equal to $\deg(\mathbb{P}^3_k \times \mathbb{P}^3_k) \cdot \deg(\mathbb{P}(I_2^\perp))$, which is 20. 

In light of Proposition 2.1.32, Theorem 1.1.18(ii) tells us that the Sklyanin twist $A(\alpha, \beta, \gamma)^{G, \mu}$ has the maximal number of point modules given that its point scheme is 0-dimensional.

The following result shows that certain algebras are determined by the scheme $\Gamma_2$.

**Theorem 2.1.33 ([56, cf. Theorem 4.1]).** Fix a base field $k$ that is algebraically closed and for which char($k$) $\neq 2$. Let $T(V)/I$ be a quadratic algebra on four generators with six defining relations, and let $\Gamma_2 \subset \mathbb{P}^3_k \times \mathbb{P}^3_k$ denote the zero locus of $I_2$ in the sense of Definitions 2.1.21 and 2.1.22. If $\Gamma_2$ is 0-dimensional then

$$I_2 = \{f \in V \otimes V : f|_{\Gamma_2} = 0\}.$$

Remarkably, this result does not require any hypotheses other than a specified number of generators and relations. Applied to our results it implies that the Sklyanin twist $A(\alpha, \beta, \gamma)^{G, \mu}$ is determined up to isomorphism by the 20 points in its point scheme and the associated automorphism, which together describe $\Gamma_2$ for that algebra. We show in Theorem 5.1.12 that $A(\alpha, \beta, \gamma)^{G, \mu}$ is not isomorphic to any of the existing examples in the literature of AS-regular algebras of dimension 4 with 20 point modules.

A similar result to Theorem 2.1.33 was proved for the line scheme of an AS-regular algebra of dimension 4 in [56, Theorem 4.3]. When the line scheme of such an algebra
has dimension 1 its relations can be reconstructed from those functions vanishing on
the line scheme.

Such results highlight the importance of finding examples of algebras that are AS-
regular of dimension 4, have a 0-dimensional point scheme and a 1-dimensional line
scheme, since information in \( qgr(A) \) essentially determines them. In addition to having
a 0-dimensional point scheme, the Sklyanin twist \( A(\alpha, \beta, \gamma)^{G, \mu} \) has a 1-dimensional line
scheme by Proposition 4.2.1.

\section{2.2 Twists of algebras}

In this section we will describe three constructions relating to twisting algebras. The
first two, namely cocycle twists and Zhang twists, involve twisting the multiplicative
structure in an algebra. These objects are the subject of sections §2.2.1 and §2.2.2
respectively. Cocycle twists can be formulated as Zhang twists, as shown in Theorem
2.2.19. A partial converse to this result is given by Proposition 3.1.21 in the next
chapter, which gives a class of Zhang twists that can be phrased as cocycle twists.
The section ends with crossed products being defined in §2.2.3. Once again there
is some intersection between such objects and the twisting constructions previously
introduced.

\subsection{2.2.1 Cocycle twists}

Cocycle twists are a classical construction and the subsequent material can be found
in many places, such as [27, §2.3]. The idea of twisting algebraic structures has been
vastly extended; the recent paper [12] studies cocycle twists in a monoidal category
for example. In this section we expand on the brief introduction to classical cocycle
twists given in Construction 1 of §1.1.1.

We will assume until further notice that \( k \) is an algebraically closed field and \( A \) is an
associative \( k \)-algebra with identity. By \( G \) we will denote a finite group, not necessarily
abelian, for which \( \text{char}(k) \nmid |G| \) and \( A \) admits a \( G \)-graded structure. Recall from
Definition 1.2.1 that this means that there is a direct sum decomposition of \( k \)-vector
spaces \( A = \bigoplus_{g \in G} A_g \), with \( A_g A_h \subset A_{gh} \) for all \( g, h \in G \) and \( 1 \in A_e \).

In Definition 1.1.6 we defined a \textit{normalised 2-cocycle} of \( G \). All 2-cocycles that we
use will be normalised, therefore we make the following definition for the remainder of the thesis.

**Definition 2.2.1 (cf. Definition 1.1.6).** A 2-cocycle of $G$ with values in $k^\times$ is a function $\mu : G \times G \to k^\times$ satisfying the following relations for all $g, h, l \in G$:

\[
\mu(g, h)\mu(gh, l) = \mu(g, hl)\mu(h, l), \quad (2.2.2)
\]

\[
\mu(e, g) = \mu(g, e) = 1. \quad (2.2.3)
\]

Let $Z^2(G, k^\times)$ denote the set of 2-cocycles of $G$ with values in $k^\times$. Under pointwise multiplication $Z^2(G, k^\times)$ forms an abelian group whose identity element is $\mu_e$, where $\mu_e(g, h) = 1$ for all $g, h \in G$.

One can deform the $G$-graded multiplication in $A$ using a 2-cocycle as we saw in Construction 1 of §1.1.1. However, we will now take a more general approach. Let $\mu : G \times G \to k^\times$ be any function satisfying (2.2.3) for all $g \in G$. We define a map $\ast_\mu : A \times A \to A$ as follows. First, for homogeneous elements $a \in A_g$ and $b \in A_h$ define $a \ast_\mu b := \mu(g, h)ab$, where juxtaposition denotes the original multiplication in $A$. This can then be extended by $k$-linearity to a function on the whole of $A \times A$. One obtains a new algebra structure on $A$ with the same identity element, and we denote this algebra by $(A, \ast_\mu)$.

The next proposition shows that condition (2.2.2) in Definition 2.2.1 governs the preservation of associativity under twisting.

**Proposition 2.2.4 ([27, Lemma 2.3.3]).** Let $G$ be a finite group and $A$ be a $G$-graded associative $k$-algebra with identity. Consider a function $\mu : G \times G \to k^\times$ satisfying (2.2.3). Then $(A, \ast_\mu)$ is a $k$-algebra with the same algebra identity element as $A$. Moreover, $(A, \ast_\mu)$ is associative if and only if $\mu$ satisfies (2.2.2).

**Proof.** To see that $(A, \ast_\mu)$ is a $k$-algebra is suffices to check that $k$ is central under $\ast_\mu$. Let $\lambda \in k^\times$. The $G$-grading of $A$ gives a decomposition into $k$-vector spaces, hence $k \subset A_e$ must hold. Thus

\[
\lambda \ast_\mu a = \mu(e, g)\lambda a \quad \text{and} \quad a \ast_\mu \lambda = \mu(g, e)\lambda a. \quad (2.2.5)
\]

When (2.2.3) holds $\lambda$ must remain central under the new multiplication. Moreover, by taking $\lambda = 1_A$ in (2.2.5) it is clear that the algebra identity in $(A, \ast_\mu)$ is the same as that in $A$. 
Now let \( a \in A_g, b \in A_h \) and \( c \in A_l \) for some \( g, h, l \in G \). One has
\[
\begin{align*}
    a * \mu (b * \mu c) &= a * \mu (\mu(h,l)bc) = \mu(h,l)\mu(g,hl)a(bc), \\
    (a * \mu b) * \mu c &= (\mu(g,h)ab) * \mu c = \mu(g,h)\mu(ghl)(ab)c.
\end{align*}
\]
Using the associativity of \( A \) it is clear that \( * \mu \) is associative if and only if (2.2.2) is satisfied.

We gave the prototypical examples of cocycle twists in Example 1.1.8, namely twisted group algebras. Let us recall their definition.

**Example 2.2.6 (cf. [27, §2.3], Example 1.1.8).** Let \( G \) be a finite group and \( k \) a field. The group algebra \( kG \) is a vector space whose basis elements are indexed in a natural way by elements of \( G \), that is, \( kG = \bigoplus_{g \in G} kg \). The multiplication in \( kG \) is given by
\[
(\alpha g)(\beta h) = \alpha \beta (gh),
\]
for all \( \alpha, \beta \in k \) and \( g, h \in G \).

Now let \( A \) be an associative \( k \)-algebra. One can form a group algebra over \( A \) by taking the tensor product of algebras \( AG := A \otimes kG \). The group algebra \( AG \) has a \( G \)-grading given by \( AG = \bigoplus_{g \in G} A \otimes g \), and one can twist this grading using a 2-cocycle. For a 2-cocycle \( \mu \), the algebra \( AG_\mu := (AG, *_\mu) \) is a twisted group algebra. The multiplication in \( AG_\mu \) is given by
\[
(a \otimes g) * \mu (b \otimes h) = \mu(g,h)ab \otimes gh,
\]
for all \( a, b \in A \) and \( g, h \in G \). It is clear that \( AG_\mu = A \otimes kG_\mu \).

A natural question to ask is the following: for which 2-cocycles is \( AG_\mu \) isomorphic to \( AG \)? In order to answer this question let us assume that \( A = k \). Consider a 2-cocycle \( \mu \) for which there exists a function \( \rho : G \to k^\times \) such that for all \( g, h \in G \),
\[
\mu(g,h) = \rho(g)\rho(h)\rho(gh)^{-1}.
\]

Let \( B^2(G, k^\times) \) denote the subgroup of \( Z^2(G, k^\times) \) consisting of all 2-cocycles satisfying (2.2.7). This is the set of 2-coboundaries of \( G \) with coefficients in \( k^\times \). If two 2-cocycles lie in the same coset modulo the coboundaries then we say they are cohomologous.
The next result shows that 2-coboundaries control isomorphisms between twisted group algebras. Although it is stated in [27] for \( k = \mathbb{C} \), the proof can be adapted to work when \( k \) is only assumed to be algebraically closed.

**Theorem 2.2.8 ([27, cf. Theorem 2.3.4]).** The twisted group algebras \( kG_\mu \) and \( kG_\phi \) are isomorphic as \( G \)-graded algebras if and only if \( \mu \) and \( \phi \) are cohomologous. In particular, if \( \mu \) is a coboundary then \( kG_\mu \cong kG \).

By Theorem 2.2.8 the abelian group \( Z^2(G, k^\times) / B^2(G, k^\times) \), which we denote by \( H^2(G, k^\times) \), can be viewed as an object that parameterises isomorphism classes of \( G \)-graded deformations of \( kG \). In fact, when \( k = \mathbb{C} \) this quotient group has a special name.

**Definition 2.2.9 ([27, §2.1]).** The Schur multiplier \( M(G) \) of a finite group \( G \) is the quotient group \( H^2(G, \mathbb{C}^\times) \).

**Remark 2.2.10.** The Schur multiplier of a group \( G \) is also related to central extensions and projective representations of \( G \), see [27, Theorem 1.4.1] for example.

The Schur multiplier of a group \( G \) — and more generally \( H^2(G, k^\times) \) — can be interpreted in terms of group cohomology as in [27, §1.3]. One can use this approach to show that cyclic groups have no nontrivial 2-cocycles in the sense that \( H^2(G, k^\times) \) is isomorphic to the trivial group; for \( k = \mathbb{C} \) this is Proposition 2.1.1 op. cit.. It then follows from the next proposition that there are no nontrivial twists for cyclic groups. The result is standard and is proved in a similar manner to one direction of Theorem 2.2.8, however we have been unable to find a reference for the form as we state it.

**Proposition 2.2.11.** Let \( G \) be a finite group and \( A \) a \( G \)-graded \( k \)-algebra. For a 2-cocycle \( \mu \) that is cohomologous to the trivial 2-cocycle one has an isomorphism of \( k \)-algebras \( (A, \cdot) \cong (A, *_\mu) \), where \( \cdot \) denotes the original multiplicative structure of \( A \).

**Proof.** By assumption there exists some \( \rho : G \to k^\times \) such that

\[
\mu(g, h) = \rho(g) \rho(h) \rho(gh)^{-1},
\]

for all \( g, h \in G \), as in (2.2.7). Define a map \( \varphi : (A, \cdot) \to (A, *_\mu) \) by \( \varphi(a) = \rho(g)^{-1}a \) for all \( a \in A_g \) and extending by \( k \)-linearity. For homogeneous elements \( a \in A_g \) and
$b \in A_h$ one has
\[
\varphi(a) \ast \mu \varphi(b) = \mu(g,h) \rho(g)^{-1} \rho(h)^{-1}ab = \rho(gh)^{-1}ab = \varphi(ab).
\]

Thus $\varphi$ is a $k$-algebra homomorphism, and since the two algebras have the same underlying vector space structure it must in fact be an isomorphism.

Another nice consequence of knowing that 2-cocycles over cyclic groups are trivial is given by the following result of Yamazaki, given as an exercise in [27].

**Proposition 2.2.12 ([27, Exercise 2.13.2]).** Let $P$, $G_1$ and $G_2$ be abelian groups. Then
\[
H^2(G_1 \times G_2, P) \cong H^2(G_1, P) \times H^2(G_2, P) \times \text{Hom}_{\text{grp}}(G_1 \otimes \mathbb{Z} G_2, P)
\]

One can use Proposition 2.2.12 to calculate $H^2(G, k^\times)$ for any finite abelian group. In particular, the proposition implies that the Klein-four group $G = (C_2)^2$ is the smallest group for which $H^2(G, k^\times)$ is nontrivial. Our examples in Chapter 4 show that many interesting phenomena occur for twists involving 2-cocycles over this group.

### 2.2.2 Zhang twists

We now move on to considering Zhang twists, a thorough treatment of which is given in [76]. Throughout §2.2.2 we will retain the assumptions of §2.2.1, except that $G$ can now be any semigroup, primarily to allow for the case $G = \mathbb{N}$.

We will work with $G$-graded $k$-linear automorphisms of $A$. These are $k$-linear maps from $A$ to itself such that the restriction to any graded piece $A_g$ is a vector space isomorphism. As Zhang notes prior to [76, Definition 2.1], $G$-graded $k$-linear automorphisms are not necessarily algebra automorphisms, although in practice twists arising from algebra automorphisms are more commonly studied (see Example 2.2.15).

The main ingredient of a Zhang twist is the following.

**Definition 2.2.13 ([76, Definition 2.1]).** A set $\tau = \{\tau_g : g \in G\}$ of $G$-graded $k$-linear automorphisms of $A$ is called a **twisting system** of $A$ if
\[
\tau_g(\tau_h(z)) = \tau_g(y)\tau_{gh}(z),
\]
for all $g, h, l \in G$ and all $y \in A_h$, $z \in A_l$. 

We proceed by giving an example of perhaps the simplest manner in which a nontrivial twisting system can arise.

**Example 2.2.15 ([76, pg. 284]).** Suppose that $A$ is a c.g. algebra and $f$ is an $\mathbb{N}$-graded algebra automorphism of $A$. Then $\{f^n : n \in \mathbb{N}\}$ is a twisting system of $A$. This is an example of an algebraic twisting system since it arises from a semigroup homomorphism $(\mathbb{N}, +) \to \text{Aut}_{\text{N-\text{alg}}}(A)$ where $n \mapsto f^n$.

As for 2-cocycles, a twisting system can be used to define a new multiplication on the underlying $G$-graded vector space structure of $A$. As the next proposition demonstrates, the condition in (2.2.14) means that associativity is preserved by the new multiplication.

**Proposition 2.2.16 ([76, Proposition and Definition 2.3]).** Let $A$ be a $G$-graded algebra and $\tau$ a twisting system. Then there is a new $G$-graded, associative multiplication $\ast_\tau$ on the underlying $G$-graded $k$-vector space $A = \bigoplus_{g \in G} A_g$, defined by

$$x \ast_\tau y := x\tau_g(y),$$

for all $x \in A_g$ and $y \in A_h$. The element $1_\tau = \tau^{-1}_e(1)$ is the identity element with respect to $\ast_\tau$.

The new algebra we have defined is called the Zhang twist of $A$ by $\tau$ and is denoted by $A^{G,\tau}$. The apparent conflict with this notation also being used in the previous section will be explained shortly. By [76, Proposition 2.4] we can assume without loss of generality that the identity element in an algebra is preserved under a Zhang twist.

Given a $G$-graded right $A$-module there is a natural way to construct a $G$-graded right $A^{G,\tau}$-module from it.

**Definition 2.2.17 ([76, Proposition and Definition 2.6]).** Let $A$ be a $G$-graded algebra and $\tau$ a twisting system with $A^{G,\tau}$ the associated Zhang twist. If $M = \bigoplus_{g \in G} M_g$ is a $G$-graded right $A$-module then there is a graded right $A^{G,\tau}$-module structure on the underlying $G$-graded $k$-vector space structure of $M$, defined by

$$m \ast_\tau z := m\tau_h(z),$$

for all $m \in M_h$ and $z \in A_l$. The graded right $A^{G,\tau}$-module $(M, \ast_\tau)$ is called a twist of the module $M$ by $\tau$, and is denoted by $M^\tau$. 
Before stating some of the main results of Zhang’s paper, we make the following remark. In the context of noncommutative algebraic geometry the $G$-grading used when twisting usually comes from the semigroup $G = \mathbb{N}$, arising from the underlying connected graded structure of the algebra. Although Zhang twists preserve several properties for gradings by general semigroups, when $G = \mathbb{N}$ stronger results can be proved. One such result is the following Morita-type theorem.

**Theorem 2.2.18 ([76, Theorem 3.1])**. Let $A$ and $B$ be two $G$-graded algebras where $G$ is a semigroup. If $B$ is a Zhang twist of the $G$-grading on $A$ then the categories $\text{GrMod}_G(A)$ and $\text{GrMod}_G(B)$ are equivalent.

When such algebras are connected graded and $A_1 \neq 0$, this result becomes an if and only if statement by [76, Theorem 3.5].

We now illustrate how cocycle twists can be formulated as Zhang twists.

**Theorem 2.2.19 ([76, cf. Example 2.9])**. Cocycle twists as described in §2.2.1 can be formulated as Zhang twists.

**Proof.** Let $A$ be a $G$-graded algebra and $\mu$ be a 2-cocycle. Define a twisting system $\tau = \{\tau_g : g \in G\}$ as follows: for all $g, h \in G$ and $y \in A_h$, let $\tau_g(y) := \mu(g, h)y$. Such maps are clearly $k$-linear and one can check that the cocycle condition (2.2.2) implies that (2.2.14) is satisfied. We claim that there is an algebra isomorphism between the Zhang twist $A^{G,\tau}$ and the cocycle twist $A^{G,\mu}$.

To prove this, consider the map which is the identity on the underlying vector space of $A$. For homogeneous elements $x \in A_g$ and $y \in A_h$ we have

$$x \ast_\tau y = x \tau_g(y) = \mu(g, h)xy = x \ast_\mu y.$$ 

The multiplication in the two twists is the same and thus the map is an isomorphism. For cocycle twists of $G$-graded algebras one therefore has an equivalence of categories of graded modules by Theorem 2.2.18.

**2.2.3 Crossed products**

In Theorem 2.2.19 it was shown that cocycle twists of a $G$-graded algebra can be expressed as Zhang twists. In this short section we will define the notion of a crossed
product and see that cocycle twists are related to a special case of their construction.
Viewing cocycle twists in this manner will be useful to us in certain circumstances, allowing us to use results in the literature on crossed products.

The definition of a crossed product is as follows.

**Definition 2.2.20 ([40, §1.5.8]).** Let $R$ be a ring and $G$ a group. Let $S \supset R$ be a ring containing a set of units $\overline{G} = \{\overline{g} : g \in G\}$, isomorphic as a set to $G$. $S$ is said to be a **crossed product of $R$ and $G$** if the following conditions hold:

1. $S$ is a free right $R$-module with basis $\overline{G}$ and $1_G = 1_S$;
2. for all $g_1, g_2 \in G$, $\overline{g_1}R = R\overline{g_1}$ and $\overline{g_1g_2}R = \overline{g_1}\overline{g_2}R$.

Such a ring is often written $S = R * G$.

We will see in Chapter 3 that the group ring $AG$ and the skew group ring $AG_\mu$ play a key role in many proofs concerning the cocycle twist $A^{G,\mu}$. Such objects are a special case of crossed products; the free basis indexed by $G$ is central in $AG_\mu$ rather than just normal as required by condition (ii) in Definition 2.2.20.

### 2.3 Goldie theory

In this section we will describe the results from Goldie theory that will be needed in this thesis.

Artin-Wedderburn theory shows that any semisimple artinian ring is isomorphic to a direct sum of matrix rings over division rings [40, Theorems 0.1.10 and 0.1.11]. Goldie theory answers the question of when a ring has a semisimple artinian classical quotient ring. The classical quotient ring of a ring $R$ is the ring obtained by inverting the set of non-zero regular elements in $R$.

The rings to which Goldie’s theory of noncommutative localisation apply are defined as follows.

**Definition 2.3.1 ([23, cf. pg. 115]).** A ring $R$ is **Goldie** if the following conditions hold for the modules $R_R$ and $R_R$:

1. any direct sum of submodules is finite;
(ii) any ascending chain of annihilators is also finite.

A noetherian ring is easily seen to be Goldie, therefore the next result is applicable to the rings that we study in this thesis.

**Theorem 2.3.2 (Goldie’s Theorem, [23, Theorems 6.15 and 6.18]).** A ring $R$ has a semisimple artinian classical quotient ring if and only if it is semiprime Goldie. Moreover, $R$ has a simple artinian classical quotient ring if and only if it is prime Goldie.

The rings we study will often be graded, and there is a version of Goldie’s theorem for such rings [46, Theorem C.I.1.6]. We will only need the ‘prime’ version of that result, stated as Theorem 2.3.3 below. In the theorem the ring of fractions refers to inverting the non-zero homogeneous regular elements. Any property that is prefixed by gr- has the same definition as in the ungraded case but only applied to graded modules.

**Theorem 2.3.3 (Graded Goldie’s Theorem, [22, cf. Theorem 1]).** Let $G$ be an abelian group and $R$ a $G$-graded, gr-prime, gr-Goldie ring. Then $R$ has a gr-simple, gr-artinian ring of fractions, denoted by $Q_{gr}(R)$. We call $Q_{gr}(R)$ the graded quotient ring of $R$.

We now describe such graded quotient rings explicitly when $G = \mathbb{Z}$, which also encompasses $\mathbb{N}$-graded algebras. By [46, Corollary A.I.4.3 and Theorem A.I.5.8], such a ring is isomorphic to a ring of the form $M_n(D)[z, z^{-1}; \sigma]$, where $D$ is a division ring, $\sigma$ is some automorphism of $D$ and $n \geq 1$. Thus the graded quotient ring of a graded prime ring is a skew polynomial ring over a simple artinian ring.

When $R$ is a domain, $Q_{gr}(R) = D[z, z^{-1}; \sigma]$ for some division ring $D$. This division ring is called the graded division ring of $R$. One could choose another element in $Dz$ to be the skew parameter, in which case the corresponding automorphism is obtained from the previous one by a conjugation map. This is demonstrated by the following calculation. For all $d, d' \in D$ one has

\[ dzd' = d\sigma(d')z = (d\sigma(d')d^{-1})dz. \]

Thus, if one takes $dz$ to be the new skew parameter then $\sigma$ is replaced by $c_d \circ \sigma$ in the skew structure, where $c_d : D \to D$ is defined by $c_d(x) = dx d^{-1}$ for all $x \in D$. In
our case $D$ will often be a field, in which case the conjugation is trivial and one can change the skew parameter without changing the associated automorphism.
Chapter 3

Cocycle twists of automorphism-induced $G$-gradings

In this chapter we will elaborate on Constructions 1 and 2 from §1.1.1 and study them in more detail. These two twisting constructions are shown to be the same in Proposition 3.1.6. In §3.1.2 we then formulate Odesskii’s example (Example 1.1.4) in terms of a cocycle twist. This is followed by §3.1.3, in which we show that some Zhang twists of $N$-gradings can be described as cocycle twists. To end §3.1 we discuss the effect of group automorphisms and choices of duality on twisting in §3.1.4.

In §3.2 we show that many properties are preserved under cocycle twists, for example AS-regularity in Corollary 3.2.28. Our main tool is Proposition 3.2.7, which allows the use of faithful flatness arguments.

The chapter concludes with §3.3, in which we study the interplay between 1-critical modules over an algebra $A$ and a cocycle twist $A^{G,\mu}$. Under some hypotheses, our work demonstrates that point modules over $A$ can be used to construct fat point modules of multiplicity 2 over $A^{G,\mu}$ (see Proposition 3.3.5).

3.1 Constructions of the twists

We begin this section by fixing the base assumptions under which we will work.

Hypotheses 3.1.1 (General case). Let $A$ be a $k$-algebra where $k$ is an algebraically closed field. Assume that a finite abelian group $G$ acts on $A$ by algebra automorphisms,
where char($k$) $\nmid |G|$. Fix an isomorphism between $G$ and its group of characters $G^\vee$, mapping $g \mapsto \chi_g$.

Our primary interest in cocycle twists is to apply them to $\mathbb{N}$-graded algebras. As such, we record the following additional assumptions that will be used when dealing with properties related to $\mathbb{N}$-graded algebras.

**Hypotheses 3.1.2 ($\mathbb{N}$-graded case).** Further to Hypotheses 3.1.1, assume that $A$ is $\mathbb{N}$-graded and $G$ acts on $A$ by $\mathbb{N}$-graded algebra automorphisms, i.e. $G \to \text{Aut}_{\mathbb{N}-\text{alg}}(A)$.

### 3.1.1 Two constructions

The first construction is essentially Odesskii’s twist from [47] in greater generality. Given a 2-cocycle $\mu \in Z^2(G, k^\times)$ we can form the twisted group algebra $A G_{\mu} = A \otimes kG_{\mu}$, as defined in Example 2.2.6. As noted in §2.2.3, this algebra has a crossed product structure.

We will define an action of $G$ on $kG_{\mu}$ by $g^h := \chi_g(h)g$ for all $g, h \in G$ and extending $k$-linearly. To see that this is indeed an action by algebra automorphisms, note that
g^{hk} = \chi_g(hk)g = \chi_g(h)(\chi_g(k)g) = (g^k)^h, \tag{3.1.3} 

and

$$(g \ast_{\mu} h)^k = (\mu(g, h)gh)^k = \mu(g, h)\chi_{gh}(k)gh = \mu(g, h)\chi_g(k)\chi_h(k)gh = g^k \ast_{\mu} h^k.$$

In (3.1.3) we have used the fact that $G$ is abelian.

While this is not the obvious action of $G$ on the twisted group algebra, choosing it will simplify our work. Observe that under this action $kG_{\mu}$ affords the regular representation of $G$, with isotypic components of the form $(kG_{\mu})^{\chi_g} = kg$. We then define a diagonal action of $G$ on the tensor product $A \otimes kG_{\mu}$, where

$$\left( \sum_i a_i \otimes g_i \right)^h = \sum_i a_i^h \otimes g_i^h, \tag{3.1.4}$$

for all $a_i \in A$, $g_i, h \in G$. The algebra in which we are interested is the invariant ring under this action, $(A \otimes kG_{\mu})^G = (AG_{\mu})^G$.

We now describe the second construction, which is a special case of [42, §7.5.1] obtained by taking $H = kG$. We will avoid Hopf algebra terminology and give the construction in some detail.
Let $G$ and $A$ be as in Hypotheses 3.1.1. We must first address how a $G$-grading is induced on $A$ by the action of $G$. Maschke’s Theorem [26, Theorem 1.9] tells us that since $A$ is a $kG$-module it is completely reducible and therefore splits into a possibly infinite direct sum of irreducible submodules, $A = \bigoplus_{i \in I} A_i$. Since $G$ is abelian, each submodule $A_i$ is 1-dimensional, thus $A_i = ka_i$ for some $a_i \in A$.

Having discussed these preliminaries we may now define the $G$-grading on $A$ that is induced by the action of $G$.

**Lemma 3.1.5.** Define $A_g := A^{\chi_g^{-1}}$ for all $g \in G$, where $A^{\chi_g^{-1}}$ is the isotypic component of $A$ corresponding to the character $\chi_g^{-1}$. Then $A = \bigoplus_{g \in G} A_g$ defines a $G$-grading on $A$.

**Proof.** Since $G$ acts by $k$-algebra automorphisms one clearly has $1 \in A_e$. To complete the proof, consider homogeneous elements $a \in A_{g_1}, b \in A_{g_2}$ and $h \in G$, and calculate

$$(ab)^h = a^h b^h = \chi_{g_1}^{-1}(h) a \chi_{g_2}^{-1}(h) b = \chi_{(g_1 g_2)^{-1}}(h) a b,$$

which implies that $ab \in A_{g_1 g_2}$. Thus $A_{g_1} \cdot A_{g_2} \subset A_{g_1 g_2}$ for all $g_1, g_2 \in G$. \qed

We denote the cocycle twist of $A$ by $\mu$ under the induced grading by $A^{G,\mu}$, as in §2.2.1.

The two constructions we have given are in fact the same, as the next proposition shows. We remark that this fact was also noted more generally in [12, §3.4] via the coaction of a group algebra on another algebra.

**Proposition 3.1.6 (cf. [12, Lemma 3.6]).** If the same isomorphism $G \cong G^G$ is used in both constructions, then $A^{G,\mu} \cong (A^G)_\mu$ as $k$-algebras.

**Proof.** Consider the $G$-grading on $A$ defined in Lemma 3.1.5. Since $A^{G,\mu}$ is a deformation of the $G$-graded multiplication on $A$, it is clear that it has the same $G$-grading on the underlying vector space structure it shares with $A$. We define a $k$-algebra homomorphism on $G$-homogeneous elements by

$$\phi : A^{G,\mu} \to (A^G)_\mu, \quad a \in A_g \mapsto a \otimes g,$$

and extend by $k$-linearity. To see that this is well-defined, observe that for all $g, h \in G$ one has

$$A^{\chi_g} \otimes (kG^G)^{\chi_h} = (A \otimes kG^G)^{\chi_{gh}}.$$
under the diagonal action of $G$. Since in (3.1.7) one has $a \in A_g = A^{x_{s^{-1}}}$ and $g \in (kG_{\mu})^{x_g}$, the element $a \otimes g$ is indeed invariant in $AG_{\mu}$.

We now check that this map is also a $k$-algebra homomorphism. It is enough to check for homogeneous elements with respect to the $G$-grading, therefore suppose that $a \in A_g$ and $b \in A_h$. Then

$$
\phi(a)\phi(b) = (a \otimes g)(b \otimes h) = ab \otimes (g *_\mu h) = \mu(g, h)ab \otimes gh = \phi(\mu(g, h)ab) = \phi(a *_\mu b).
$$

Define a map $\psi : (AG_{\mu})^G \to A^{G,\mu}$ by $\psi(a \otimes g) = a$ on pure tensors (where $a \in A_g$ by definition of the grading). This shows that $\phi$ must be an isomorphism.

We end this section with a remark.

**Remark 3.1.8.** The decomposition of $A$ into 1-dimensional $kG$-modules makes it clear that one can always choose a vector space basis of $A$ such that $G$ acts diagonally on it. We will assume from now on that the algebra structure is defined in terms of such a basis, and in particular that the relations of the algebra are written using it. The action of $G$ must preserve the relations of $A$, therefore in a similar manner one can choose a basis for the relations on which $G$ acts diagonally – we will assume that this holds as well.

### 3.1.2 Odesskii’s example as a cocycle twist

Let us recall Example 1.1.4. For a specific choice of algebra, this example encompasses Odesskii’s example from [47], and it is this situation on which we wish to focus.

Let $G$ be the Klein-four group $\langle C_2 \rangle^2 = \langle g_1, g_2 \rangle$ and let $A$ be a 4-dimensional Sklyanin algebra over $k = \mathbb{C}$. Consider the action of $G$ on $A$ by $\mathbb{N}$-graded algebra automorphisms as described on a set of algebra generators for $A$ in (1.1.1). We note that the algebra generators appearing there are not those used in Definition 1.1.15.

To satisfy Hypotheses 3.1.2 we must fix an isomorphism between $G$ and $G^\vee$. The character table of $G$ in (3.1.9) below is labelled to reflect such a choice.

$$
\begin{array}{l|cccc}
\chi_e & e & g_1 & g_2 & g_1g_2 \\
\hline
\chi_{g_1} & 1 & 1 & -1 & -1 \\
\chi_{g_2} & 1 & -1 & 1 & -1 \\
\chi_{g_1g_2} & 1 & -1 & -1 & 1 \\
\end{array}
$$

(3.1.9)
The next lemma is a key result, not only in relation to Odesskii’s example, but also for our work in §3.3.

**Lemma 3.1.10.** Let \( k \) be an algebraically closed field with \( \text{char}(k) \neq 2 \). Consider the 2-cocycle \( \mu \) defined by

\[
\mu(g_p^r g_q^s, g_r^1 g_s^2) := (-1)^{ps} \quad \text{for all} \quad p, q, r, s \in \{0, 1\},
\]

(3.1.11)

the action of \( G \) on \( kG \) defined in §3.1.1 and that on \( M_2(k) \) described in (1.1.2). Then there exists an isomorphism of \( k \)-algebras \( \phi : kG \rightarrow M_2(k) \) such that

\[
\phi((kG \chi_g^e)) = M_2(k)^{\chi_g},
\]

(3.1.12)

for all \( g \in G \).

**Proof.** Consider the map \( \phi : kG \rightarrow M_2(k) \) which sends

\[
e \mapsto \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad g_1 \mapsto \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad g_2 \mapsto \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad g_1 g_2 \mapsto \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\]

(3.1.13)

The multiplication table for the standard vector space basis of \( kG \) is

<table>
<thead>
<tr>
<th>( kG )</th>
<th>( e )</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
<th>( g_1 g_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( e )</td>
<td>( e )</td>
<td>( g_1 )</td>
<td>( g_2 )</td>
<td>( g_1 g_2 )</td>
</tr>
<tr>
<td>( g_1 )</td>
<td>( g_1 )</td>
<td>( e )</td>
<td>( -g_1 g_2 )</td>
<td>( -g_2 )</td>
</tr>
<tr>
<td>( g_2 )</td>
<td>( g_2 )</td>
<td>( g_1 g_2 )</td>
<td>( e )</td>
<td>( g_1 )</td>
</tr>
<tr>
<td>( g_1 g_2 )</td>
<td>( g_1 g_2 )</td>
<td>( g_2 )</td>
<td>( -g_1 )</td>
<td>( -e )</td>
</tr>
</tbody>
</table>

(3.1.14)

One can use (3.1.14) to show that \( \phi \) is a \( k \)-algebra homomorphism. We give an example of the calculations needed:

\[
\phi(g_1 *_\mu g_2) = \phi(-g_1 g_2) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \phi(g_1) \phi(g_2).
\]

The remaining verifications are similar and we omit them. Since the two algebras are 4-dimensional over \( k \) and the matrices in (3.1.13) are linearly independent, \( \phi \) must be an isomorphism.

Recall the action of \( G \) on \( kG \), which was defined by \( g^h := \chi_g(h)g \) for all \( g, h \in G \). Under this action the isotypic component of \( kG \) corresponding to \( \chi_g \) is spanned by
Thus, to complete the proof we must check that \( \phi(g) \) spans \( M_2(k)^{\times_2} \) for all \( g \in G \).

Once again, we omit some of the necessary calculations but give an example to show how to fill in the details.

To see that \( \phi(g_1) \) belongs to \( M_2(k)^{\times_2} \), note that

\[
\begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix}^n = \begin{pmatrix}
-1 & 0 \\
0 & 1
\end{pmatrix} \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix} \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
0 & -1
\end{pmatrix} = \phi(g_1),
\]

Thus \( g_1 \) fixes \( \phi(g_1) \) while the other two non-identity elements of \( G \) act by the scalar -1. But this implies precisely what we wanted to show: \( \phi(g_1) \) belongs to \( M_2(k)^{\times_2} \).

Repeating such calculations for each element of the group implies that \( \phi \) respects the isotypic decompositions of \( kG_\mu \) and \( M_2(k) \).

**Remark 3.1.15.** The 2-cocycle \( \mu \) used in Lemma 3.1.10 is cohomologous to the one which will be used in Lemma 3.1.17. Although we did not prove that \( \mu \) is a 2-cocycle, one can adapt the proof of Lemma 3.1.17 easily.

We can now prove the main result in this section.

**Proposition 3.1.16.** Consider Odesskii’s example from [47, Introduction]: \( A \) is a 4-dimensional Sklyanin algebra for which the Klein four-group \( G \) acts on \( M_2(A) \) by algebra automorphisms. The invariant ring under this action, \( M_2(A)^G \), can be expressed as a cocycle twist \( A^{G,\mu} \) for some 2-cocycle \( \mu \).

**Proof.** As discussed at the beginning of §3.1.2, the example from [47, Introduction] is described in Example 1.1.4 when \( A \) is chosen to be a 4-dimensional Sklyanin algebra.

Under this assumption, we wish to study the algebra \( (A \otimes_k M_2(k))^G \), where \( G \) acts diagonally on the tensor product.

By Lemma 3.1.10, \( kG_\mu \cong M_2(k) \) as a \( k \)-algebra, and moreover this isomorphism respects the action of \( G \) on these algebras; the action on \( kG_\mu \) is that defined in §3.1.1, while the action on \( M_2(k) \) is defined in (1.1.2). The result follows from these observations upon considering the invariant construction of cocycle twists from §3.1.1. \( \square \)
3.1.3 Zhang twists as cocycle twists

We recall the definition of Zhang twists given in Proposition 2.2.16. It will now be shown that — as a partial converse to Theorem 2.2.19 — some Zhang twists can be formulated as cocycle twists.

To do this we require a 2-cocycle of \((C_2)^n\) for any \(n \geq 2\), with such 2-cocycles being described in the following lemma. When \(n = 2\) the 2-cocycle we construct is cohomologous to that appearing in Odesskii’s example in \(\S 3.1.2\).

**Lemma 3.1.17.** Fix an integer \(n \geq 2\) and an algebraically closed field \(k\) of characteristic coprime to \(n\). For \(G = (C_n)^2 = \langle g_1, g_2 \rangle\) and a primitive \(n\)’th root of unity \(\lambda \in k\), the function

\[
\mu(g_1^p g_2^q, g_1^r g_2^s) = \lambda^{qr} \text{ for all } p, q, r, s \in \{0, 1, \ldots, n - 1\},
\]

(3.1.18)
defines a 2-cocycle over \(G\).

**Proof.** We must check the conditions in Definition 2.2.1. First, note that \(\mu\) certainly satisfies (2.2.3), thus we only give the necessary calculations to check that (2.2.2) is satisfied. Consider elements \(g, h, l \in G\) of the form \(g = g_1^p g_2^q, h = g_1^r g_2^s\) and \(l = g_1^t g_2^u\) for some \(p, q, r, s, t, u \in \{0, 1, \ldots, n - 1\}\). We verify that

\[
\mu(g, h)\mu(gh, l) = \lambda^{qr} \mu(g_1^{p+r} g_2^{q+s}, g_1^t g_2^u) = \lambda^{qr+qt+su},
\]

\[
\mu(h, l)\mu(g, hl) = \lambda^{st} \mu(g_1^p g_2^q, g_1^{r+t} g_2^{s+u}) = \lambda^{qr+qt+st}.
\]

This means that \(\mu\) satisfies (2.2.2) and therefore is a 2-cocycle. \(\Box\)

We also need the following lemma, which shows that if the action of \(G\) on \(A\) preserves a grading on \(A\) unrelated to the induced \(G\)-grading, then the twist \(A^{G,\mu}\) will also possess the additional grading. This result will be useful to us primarily when the extra grading is an \(N\)-grading, although it will also be used in \(\S 6.2\) in relation to \(Z^2\)-gradings.

**Lemma 3.1.19.** Suppose that \(A\) has a \(H\)-grading for some group \(H\) and that a finite abelian group \(G\) acts on \(A\) by \(H\)-graded algebra automorphisms. Then any cocycle twist \(A^{G,\mu}\) will admit the same \(H\)-grading as \(A\) on their shared underlying vector space structure.
Proof. We must show that for all \( h_1, h_2 \in H \) and homogeneous elements \( x \in A_{h_1} \) and \( y \in A_{h_2} \) one has \( x * \mu y \in A_{h_1 h_2} \), since then \( A_{h_1}^{G, \mu} \cdot A_{h_2}^{G, \mu} \subset A_{h_1 h_2}^{G, \mu} \). As \( G \) acts on \( A \) by \( H \)-graded algebra automorphisms, one can apply Maschke’s theorem to the \( H \)-graded components of \( A \) under the action of \( G \). This allows us to further assume that \( x \) and \( y \) are homogeneous with respect to the \( G \)-grading, thus \( x \in A_{g_1} \) and \( y \in A_{g_2} \) for some \( g_1, g_2 \in G \). Then

\[
x * \mu y = \mu(g_1, g_2)xy \in A_{h_1 h_2},
\]

which completes the proof. \( \square \)

Remark 3.1.20. One interpretation of this lemma is that the action of \( G \) induces a \((G, H)\)-bigrading on \( A \); the induced \( G \)-grading is compatible with the pre-existing \( H \)-grading. To apply Lemma 3.1.19 under Hypotheses 3.1.2, one can consider an \( \mathbb{N} \)-grading as a \( \mathbb{Z} \)-grading whose negative components are all zero.

We now assume until the end of §3.1.3 that \( A \) is a c.g. and f.g. algebra, although not necessarily in degree 1.

In the following proposition — which is the main result of §3.1.3 — we consider an algebraic twisting system as defined in Example 2.2.15.

Proposition 3.1.21. Let \( \phi \) be an \( \mathbb{N} \)-graded algebra automorphism of \( A \) which has finite order. Denote the associated twisting system by \( \tau = \{ \tau_n := \phi^n : n \in \mathbb{N} \} \). Then there exists a finite abelian group \( G \) and a 2-cocycle \( \mu \) for which:

(i) the group \( G \) acts on \( A \) by \( \mathbb{N} \)-graded algebra automorphisms;

(ii) the Zhang twist \( A_{\mathbb{N}, \tau} \) is isomorphic to \( A^{G, \mu} \) as an \((\mathbb{N}, G)\)-bigraded \( k \)-algebra.

Proof. Let \( G = (C_n)^2 = \langle g_1, g_2 \rangle \) and \( \mu \) be the 2-cocycle of \( G \) from Lemma 3.1.17. Our aim is to write the Zhang twist as a cocycle twist involving this data.

Fix a primitive \( n \)'th root of unity \( \lambda \in k \). Let \( g_1 \) act on \( A \) by \( \phi \) and \( g_2 \) act on homogeneous elements by scalar multiplication by \( \lambda \), thus \( a^{g_2} = \lambda^m a \) for all \( a \in A_m \). This extends naturally to an action on the whole of \( A \). These two actions commute and combine to give a graded action of \( G \) on \( A \). Once we have chosen an isomorphism \( G \cong G' \), this action will induce an \((\mathbb{N}, G)\)-bigrading on \( A \) by Lemma 3.1.19 and Remark 3.1.20. For \( 0 \leq i, j \leq n - 1 \) we will let \( \chi_{g_1, g_2} \) denote the character for which
\[ \chi_{g_1^r g_2^s}(g_1^r g_2^s) = \lambda^{r+s} \] for all \( 0 \leq r, s \leq n - 1 \). It is an easy check to confirm that this defines an isomorphism \( G \cong G' \).

To prove the result it suffices to show that the multiplications in the two twists are the same on homogeneous elements with respect to the \((\mathbb{N}, G)\)-bigrading on \( A \). Assume therefore that \( a \in A_{m_1 g_1^p g_2^q} \) and \( b \in A_{m_2 g_1^r g_2^s} \) for some \( 0 \leq p, q, r, s \leq n - 1 \) and \( m_1, m_2 \in \mathbb{N} \). One can assume that \( q = n - m_1 \) and \( s = n - m_2 \) by definition of the action of \( g_2 \) and the chosen isomorphism \( G \cong G' \). Under the Zhang twist multiplication one has

\[
a *_\tau b = a r_{m_1}(b) = a \phi^{n-q}(b) = a g_{n-q} = \chi_{g_1^{q-r} g_2^{n-s}}(g_1^{n-q})ab = \lambda^{qr}ab.
\]

On the other hand, in the cocycle twist we have the multiplication

\[
a *_\mu b = \mu(g_1^p g_2^q, g_1^r g_2^s)ab = \lambda^{qr}ab.
\]

Thus \( A^{N, \tau} \cong A^{G, \mu} \) as \((\mathbb{N}, G)\)-bigraded \( k \)-algebras.

Proposition 3.1.21 says that \( A^{G, \mu} \) is a Zhang twist of both the \(\mathbb{N}\)- and \( G \)-graded structures on \( A \). Thus by Theorem 2.2.18 there are equivalences of categories

\[
\text{GrMod}(A^{G, \mu}) \simeq \text{GrMod}(A) \quad \text{and} \quad \text{GrMod}_G(A^{G, \mu}) \simeq \text{GrMod}_G(A).
\]

Henceforth we will primarily use the notation \( A^{G, \mu} \) for a cocycle twist. On occasions we will write \((AG^\mu)^G\) for a cocycle twist if we wish to emphasise the invariant construction. Having two different constructions of the twist will be advantageous, since in some places it will be preferable to use one instead of the other.

### 3.1.4 Twisting the \( G \)-grading by an automorphism

In this section we illustrate how seemingly different actions can give rise to isomorphic twists.

We begin with a lemma which relates the action of a group automorphism on two different objects; on the graded structure of an algebra and on a 2-cocycle over the group. Such actions are presumably well-known, but we have not been able to find a reference.
Lemma 3.1.22. Let $G$ be a finite abelian group and $A = \bigoplus_{g \in G} A_g$ a $G$-graded $k$-algebra. For a group automorphism $\sigma$ one can define a new $G$-grading on $A$ by $A_\sigma := \bigoplus_{g \in G} B_g$, where $B_g = A_{\sigma(g)}$. Moreover, for a 2-cocycle $\mu$ the cocycle twist $(A_\sigma, \ast_\mu)$ is isomorphic as a $k$-algebra to $(A, \ast_{\mu(\sigma^{-1})})$, where $\mu(\sigma^{-1})$ is the 2-cocycle defined by

\[
\mu(\sigma^{-1})(g, h) := \mu(\sigma^{-1}(g), \sigma^{-1}(h)),
\]

for all $g, h \in G$.

Proof. Since $\sigma$ is a group automorphism it follows that the decomposition $A_\sigma = \bigoplus B_g$ is a $G$-grading and that $\mu(\sigma^{-1})$ as defined in (3.1.23) is a 2-cocycle of $G$.

In the twist $(A_\sigma, \ast_\mu)$ consider homogeneous elements $a \in B_g$ and $b \in B_h$. Under the graded structure in $(A, \ast_{\mu(\sigma^{-1})})$ one has $a \in A_{\sigma(g)}$ and $b \in A_{\sigma(h)}$. Writing the multiplication of $a$ and $b$ in $(A_\sigma, \ast_\mu)$ gives

\[
a \ast_\mu b = \mu(g, h)ab = \mu(\sigma^{-1}(\sigma(g), \sigma(h)))ab.
\]

Notice that the right-hand side of (3.1.24) is precisely the multiplication $a \ast_{\mu(\sigma^{-1})} b$ in $(A, \ast_{\mu(\sigma^{-1})})$. This is sufficient to complete the proof.

We will use Lemma 3.1.22 in combination with Proposition 2.2.11 in §4.1.1, where cocycle twists related to different gradings are shown to be isomorphic.

We now show that the choice of isomorphism $G \cong G^\vee$ is not totally benign, but that its consequences can be explained using Lemma 3.1.22. Let us use the notation $(A, \phi, \mu)$ for a triple consisting of an algebra, an isomorphism $G \rightarrow G^\vee$, and a 2-cocycle respectively. When $G$ acts on $A$ by algebra automorphisms each such triple can be naturally associated to a cocycle twist.

Proposition 3.1.25. Let $G$ act on $A$ by algebra automorphisms. Let $\phi$ and $\rho$ be isomorphisms $G \cong G^\vee$ and $\mu$ be a 2-cocycle. Then there exists an automorphism of $G$, $\tau$ say, such that the cocycle twists corresponding to the triples $(A, \phi, \mu)$ and $(A, \rho, \mu(\tau^{-1}))$ are isomorphic as $k$-algebras.

Proof. Given $\phi$, we will identify $\rho$ with an automorphism of $G$ as follows. Firstly, there exists an automorphism $\psi : G^\vee \rightarrow G^\vee$ such that $\phi = \psi \circ \rho$. Suppose we have an
element $x \in A_g$, where the grading is determined under the duality given by $\phi$. This means that for all $h \in G$,

$$x^h = \phi(g)^{-1}(h)x = \psi(\rho(g))^{-1}(h)x.$$  

Since all maps involved are isomorphisms, for all $g \in G$ there exists $k_g \in G$ such that $\psi(\rho(g)) = \rho(k_g)$. We claim that the map $\tau : g \mapsto k_g$ defines an isomorphism of $G$. To see this, note that for all $g, h \in G$ one has

$$\rho(k_{gh}) = \psi(\rho(gh)) = \psi(\rho(g))\psi(\rho(h)) = \rho(k_g)\rho(k_h).$$

As $\rho$ and $\psi$ are isomorphisms, it follows that $\tau$ is a homomorphism and bijective as claimed. Under the duality isomorphism $\rho$ one has $x \in A_{k_g}$, since

$$x^h = \psi(\rho(g))^{-1}(h)x = \rho(k_g)^{-1}(h)x,$$  \hspace{1cm} (3.1.26)

for all $h \in G$.

We are now in a position to show that for homogeneous elements the two twists give the same multiplication, from which the result follows. Suppose that $x \in A_g$ and $y \in A_h$ for some $g, h \in G$ under the duality given by $\phi$. Thus $x \star_{\mu} y = \mu(g, h)xy$ in $(A, \phi, \mu)$. Under the duality given by $\rho$ one has $x \in A_{k_g}$ by (3.1.26), and in a similar manner $y \in A_{k_h}$. Thus in $(A, \rho, \mu^{(\tau^{-1})})$ the multiplication is

$$x \star_{\mu^{(\tau^{-1})}} y = \mu^{(\tau^{-1})}(k_g, k_h)xy = \mu(\tau^{-1}(k_g), \tau^{-1}(k_h))xy = \mu(g, h)xy,$$

which completes the proof. \qed

### 3.2 Preservation of properties

In this section we prove that many properties are preserved by the twists defined in §3.1. A table giving a summary of our results can be found in Appendix C. We begin with some basic results and then prove Proposition 3.2.7, which allows us to use faithful flatness arguments; these will be our main tools when dealing with more advanced properties such as AS-regularity in §3.2.1.

Most results will use either Hypotheses 3.1.1 or Hypotheses 3.1.2, with this being made clear in the statement of each result. Under the former, more general hypotheses,
the fact that a cocycle twist can be formulated as a Zhang twist means that certain properties are preserved under twisting, as we saw in Proposition 1.1.9. However, the stronger results from [76] in this vein are only valid when the grading being twisted is an \( N \)-grading, and this only occurs as a degenerate case for us (see Proposition 3.1.21).

Our first result is a useful lemma regarding the behaviour of regular and normal elements under a twist. Although this result is not stated explicitly in [76], its proof is essentially contained in the proof of Proposition 2.2(1) op. cit.. Nevertheless, since it will be used several times later in the thesis we state it in a manner that will be most useful for our purposes and give a proof.

Before stating it we make the following definition: an element \( a \in A \) is **right regular** if whenever \( ab = 0 \) for some \( b \in A \), then \( b = 0 \). There is an analogous definition for being left regular, with a regular element satisfying both conditions.

**Lemma 3.2.1 ([76, cf. Proposition 2.2(1)])**. Assume Hypotheses 3.1.1. Any element \( a \in A \) that is homogeneous with respect to the \( G \)-grading is regular (normal) in \( A \) if and only if it is regular (normal) in \( A^{G,\mu} \).

**Proof.** Suppose that \( a \in A_g \) is regular in \( A \), but not in \( A^{G,\mu} \). There must exist some \( b \in A^{G,\mu} \) such that \( a *_{\mu} b = 0 \). We can further assume that \( b \) is homogeneous with respect to the \( G \)-grading on \( A \). However, this implies that \( \mu(g,h)ab = 0 \) for some \( h \in G \) by definition of the new multiplication, which contradicts the regularity of \( a \) in \( A \). The proof of the other direction is identical.

An element \( a \in A_g \) is normal if and only if for all \( G \)-homogeneous elements \( b \in A_h \) we have \( ba = ab' \) for some \( b' \in A_h \). The latter statement is equivalent to \( b *_{\mu} a = a *_{\mu} b' \) in the twist, i.e. \( a \) is normal with respect to the new multiplication also. \( \square \)

We now prove a lemma concerning the behaviour of \( G \)-graded ideals under a cocycle twist.

**Lemma 3.2.2.** Assume Hypotheses 3.1.1. Let \( I \) be a \( G \)-graded ideal of \( A \), with a homogeneous generating set \( \{ f_i \}_{i \in I} \). Then \( I \) remains an ideal in \( A^{G,\mu} \), and moreover it is still generated by \( \{ f_i \}_{i \in I} \) with respect to the new multiplication.

**Proof.** That \( I \) is still an ideal in the twist is proved in [43, Proposition 3.1(2)]. To complete the proof it suffices to deal with the case that \( I = (f) \) for some homogeneous
element $f \in A_g$. Suppose that $a \in A$ with homogeneous decomposition $a = \sum_{h \in G} a_h$. One has

$$fa = f \ast_{\mu} \left( \sum_{h \in G} \frac{a_h}{\mu(g, h)} \right) \quad \text{and} \quad a f = \left( \sum_{h \in G} \frac{a_h}{\mu(h, g)} \right) \ast_{\mu} f,$$

which proves the result.

**Remark 3.2.3.** It is clear from the proof of Lemma 3.2.2 that the statement is also true for one-sided ideals.

Our next result is related to a remark in [47] in which Odesskii asserts that the algebra in his example — which we studied in §3.1.2 — has the same Hilbert series as the 4-dimensional Sklyanin algebra of which it is a twist. We state our result for general cocycle twists.

**Lemma 3.2.4.** Assume Hypotheses 3.1.2. Then the Hilbert series of $A$ is preserved under twisting, that is $H_A(t) = H_{A^G, \mu}(t)$.

**Proof.** By Lemma 3.1.19, $A^G, \mu$ possesses the same N-graded structure as $A$, thus the dimensions of the graded components are the same for both.

The following result of Montgomery is particularly useful in the graded context of our examples, although it holds under more general hypotheses.

**Lemma 3.2.5 ([43, cf. Proposition 3.1(1)]).** Assume Hypotheses 3.1.1. Then $A$ is f.g. as a $k$-algebra if and only if $A^G, \mu$ is too.

**Remark 3.2.6.** By consulting the proof of this result in [43], one can see that a generating set for $A^G, \mu$ can be obtained as follows: take a generating set of $A$ and find a vector space $V$ which contains this generating set and is preserved by the action of $G$. Then $A^G, \mu$ will be generated by $V$ under the new multiplication on the shared underlying vector space.

In most of our examples we will assume that, in addition to Hypotheses 3.1.2, $A$ is a c.g. algebra that is generated in degree 1. In that case we can conclude using Lemma 3.2.5 that $A^G, \mu$ is also generated in degree 1. A basis of $V$ which generates both $A$ and $A^G, \mu$ as algebras (under their respective multiplications) and on which $G$ acts diagonally will be called a *diagonal basis*. 
In the next proposition — which will be crucial for our subsequent results — it will be useful to consider the invariant construction of the twist. While its consequences regarding faithful flatness are used in many results, its information on bimodule structures is particularly useful in relation to global dimension (see Proposition 3.2.18).

Before stating the result, we recall the concept of twisting a module by an automorphism. Let $A$ be an algebra and $\phi$ be an algebra automorphism. For a right $A$-module $M$, one can define a new right $A$-module $M^\phi$ through the multiplication $m \ast_\phi a = m\phi(a)$ for all $a \in A$, $m \in M$. This can be recovered from Definition 2.2.17 by using a trivial grading.

One can twist both sides of an $(A, A)$-bimodule in this manner simultaneously. Suppose that $A$ is graded and $AM_A$ is a graded bimodule that is free of rank 1 on both sides. By considering the action of homogeneous elements on the left free generator $m$, we can see that $a \cdot m = m \cdot \phi(a)$ for all $a \in A_n$, where $\phi$ is some $\mathbb{N}$-graded algebra automorphism. Such a bimodule therefore has the form $\text{id} A^\phi$, that is, an $(A, A)$-bimodule that is twisted on one side.

**Proposition 3.2.7.** Assume Hypotheses 3.1.1. As an $(A^G, \mu, A^G, \mu)$-bimodule there is a decomposition

$$AG\mu \cong \bigoplus_{g \in G} \text{id}(A^G, \mu)^{\phi_g},$$

(3.2.8)

for some automorphisms $\phi_g$ of $A^G, \mu$, with $\phi_e = \text{id}$. Each summand is free of rank 1 as a left and right $A^G, \mu$-module. Consequently, $AG\mu$ is a faithfully flat extension of $A^G, \mu$ on both the left and the right. Similarly, $A(AG\mu)$ and $(AG\mu)_A$ are free modules of finite rank, thus $AG\mu$ is a faithfully flat extension of $A$ on both the left and the right.

**Proof.** We will proceed as in the proof of the main theorem of [57]. Let $AG\mu = \bigoplus_{g \in G} M^x_g$ be the isotypic decomposition of $AG\mu$ under the action of $G$. Observe that $A^G, \mu = M^x_e$ and $M^x_gM^x_h = M^x_{gh}$ for all $g, h \in G$, since $G$ acts by algebra automorphisms. This means that each isotypic component $M^x_g$ has an $(A^G, \mu, A^G, \mu)$-bimodule structure.

The isotypic component $M^x_g$ contains the element $1 \otimes g$. An arbitrary element in this component is a sum of pure tensors of the form $a \otimes h$ for some $a \in A_{g^{-1}h} = A^{\mu^{-1}h}$. Thus $a \otimes g^{-1}h \in A^G, \mu$ and therefore

$$a \otimes h = \left( \frac{a \otimes g^{-1}h}{\mu(g^{-1}h, g)} \right) \cdot (1 \otimes g) = (1 \otimes g) \cdot \left( \frac{a \otimes g^{-1}h}{\mu(g, g^{-1}h)} \right).$$
Thus $M^\chi$ is cyclic as a left or a right $A^{G,\mu}$-module. Note that $1 \otimes g$ is regular in $A^G$, therefore by Lemma 3.2.1 it is also regular in $A_{G,\mu}$. This proves that $M^\chi$ is a free $A^{G,\mu}$-module of rank 1 on both the left and the right.

By the discussion prior to the statement of the proposition, we know that the bimodule generated by $1 \otimes g$ is isomorphic to $\text{id}(A_{G,\mu})\phi_g$ for some algebra automorphism $\phi_g$. To describe $\phi_g$ it suffices to look at the left action of a homogeneous element in $A^{G,\mu}$ on $1 \otimes g$, which can be taken to be a free generator for the left $A_{G,\mu}$-module structure. Consider a homogeneous element $a \otimes h \in A_{G,\mu}^h$. One has

$$(a \otimes h) \cdot (1 \otimes g) = \mu(h, g)a \otimes hg = (1 \otimes g) \cdot \frac{\mu(h, g)}{\mu(g, h)}(a \otimes h).$$

Define a map $\phi_g : A^{G,\mu} \to A^{G,\mu}$ by $a \otimes h \mapsto \frac{\mu(h, g)}{\mu(g, h)}(a \otimes h)$ on homogeneous elements and extending $k$-linearly. To see that this is a $G$-graded automorphism, consider homogeneous elements $a \otimes h \in A_{G,\mu}^h$ and $b \otimes l \in A_{G,\mu}^l$. Then

$$\phi_g(a \otimes h) \phi_g(b \otimes l) = \frac{\mu(h, g)\mu(l, g)\mu(h, l)}{\mu(g, h)\mu(g, l)}(ab \otimes hl). \quad (3.2.9)$$

On the other hand one can use (2.2.2) to see that

$$\phi_g(\mu(h, l)(ab \otimes hl)) = \frac{\mu(hl, g)\mu(h, l)}{\mu(g, hl)}(ab \otimes hl) = \frac{\mu(h, lg)\mu(l, g)\mu(h, l)}{\mu(g, h)\mu(gh, l)}(ab \otimes hl). \quad (3.2.10)$$

Observe that $\frac{\mu(h, lg)}{\mu(gh, l)} = \frac{\mu(h, g)}{\mu(g, l)}$, which follows from $G$ being abelian together with another use of (2.2.2). Substituting this expression into (3.2.10) produces the expression in (3.2.9). It is clear that $\phi_g$ is injective, therefore it must be a $G$-graded automorphism of $A^{G,\mu}$ as claimed.

The result is trivial for $A$ by the definition of $A_{G,\mu}$.  

We now state the definition of a property which generalises that of being strongly noetherian, which was defined in Definition 2.1.12.

**Definition 3.2.11 ([4, §4]).** Let $A$ be a noetherian $R$-algebra. $A$ is *universally noetherian* if for any $R$-algebras $R'$ the following conditions are satisfied:

(i) if $R'$ is right noetherian then so is $A \otimes_R R'$;

(ii) if $R'$ is left noetherian then so is $A \otimes_R R'$. 
One can replace the word universal in the following corollary with strongly — or indeed omit it completely — without changing the veracity of the statement. It is a generalisation (in some sense) of [43, Proposition 3.1(3)], where the preservation of being noetherian is proved in the Hopf algebra setting (see [76, Proposition 5.1] also).

**Corollary 3.2.12.** Assume Hypotheses 3.1.1. Then $A$ is universally noetherian if and only if $A^{G,\mu}$ is.

**Proof.** We make no distinction between left and right since the proof is identical. Assume that $A$ is universally noetherian. Then $AG_{\mu}$ is a f.g. $A$-module by the proof of Proposition 3.2.7, hence by [4, Proposition 4.1(1a)] $AG_{\mu}$ is also universally noetherian. Using Proposition 3.2.7 again, the extension $A^{G,\mu} \hookrightarrow AG_{\mu}$ is faithfully flat on both sides, therefore we can apply [4, Proposition 4.1(2a)] to reach the desired conclusion.

In the other direction we can use the same argument but with $AG_{\mu}$ replaced with $A^{G,\mu}G_{\mu^{-1}}$; Proposition 3.2.7 tells us that $A^{G,\mu}G_{\mu^{-1}}$ is a faithfully flat extension of both $A^{G,\mu}$ and of $A$. □

### 3.2.1 AS-regularity

The aim of this section is to prove that the AS-regular property is preserved under cocycle twists. As was discussed in §2.1, this property is very important in relation to a geometric theory of noncommutative algebras. Before giving its definition we must first define the AS-Gorenstein property.

**Definition 3.2.13 ([3, §0]).** An algebra $A$ is said to be *AS-Gorenstein* (of global dimension $d$) if it is connected graded and satisfies the condition

$$\text{Ext}_A^i(k, A) = \begin{cases} k & \text{if } i = d, \\ 0 & \text{if } i \neq d, \end{cases}$$

when $k$ and $A$ are considered as left $\mathbb{N}$-graded $A$-modules.

One can calculate this particular Ext group in either $\text{Mod}(A)$ or in $\text{GrMod}(A)$; since $A$ and $k$ are f.g. modules, the discussion in [34, §1.4] shows that the two Ext groups in question are the same.

We can now give the definition of an AS-regular algebra.
Definition 3.2.14 ([3, §0]). Let \( d \in \mathbb{N} \). A connected graded \( k \)-algebra \( A \) is said to be \textit{AS-regular of dimension} \( d \) if the following conditions are satisfied:

(i) \( A \) has finite GK dimension;

(ii) \( \operatorname{gldim} A = d \);

(iii) \( A \) is AS-Gorenstein.

Remark 3.2.15. Note that condition (ii) means that the left and right global dimensions of \( A \) agree and equal \( d \) (see Definition 1.2.10). The phrase ‘\( A \) has finite global dimension’ will therefore be used to encapsulate this.

Under Hypotheses 3.1.2, Proposition 3.2.4 implies that \( A \) and \( A^{G,\mu} \) have the same Hilbert series. In particular, this means that their GK dimensions are equal. Whilst we will mostly be concerned with \( \mathbb{N} \)-graded algebras in this section, we can prove that condition (i) of Definition 3.2.14 is preserved in the ungraded case, where one does not have recourse to Hilbert series arguments.

Proposition 3.2.16. Under Hypotheses 3.1.1, \( \operatorname{GKdim} A = \operatorname{GKdim} A^{G,\mu} \).

Proof. By Proposition 3.2.7, \( AG_{\mu} \) is a f.g. module over \( A \) and \( A^{G,\mu} \) on both sides. Applying [30, Proposition 5.5] twice, first to \( A \subset AG_{\mu} \), then \( A^{G,\mu} \subset AG_{\mu} \), proves the result. \( \square \)

Let us move on to global dimension. For the purposes of this section, we only need to show that finite global dimension is preserved under cocycle twists. However, we will prove the more general result that left and right global dimension are preserved, regardless of whether they are equal or not. The algebras we will consider are all noetherian, in which case left and right global dimensions coincide [40, §7.1.11].

We will need the following technical result to compare the global dimension of \( A^{G,\mu} \) with that of the twisted group algebra \( AG_{\mu} \). There is an analogous version for left modules.

Theorem 3.2.17 ([40, Theorem 7.2.8(i)]). Let \( R, S \) be rings with \( R \subset S \) such that \( R \) is an \((R,R)\)-bimodule direct summand of \( S \). Then

\[
\operatorname{rgldim} R \leq \operatorname{rgldim} S + \operatorname{pdim} S_R.
\]
Without further ado, we show that left and right global dimension are preserved under cocycle twists.

**Proposition 3.2.18.** Assume Hypotheses 3.1.1. One has \( \text{rgldim } A = \text{rgldim } A^{G,\mu} \) and \( \text{lgldim } A = \text{lgldim } A^{G,\mu} \).

**Proof.** We will give the proof for right global dimension, from which a left-sided proof can easily be derived. Recall from §2.2.3 that \( AG_\mu \) has the structure of a crossed product. We can therefore apply [40, Theorem 7.5.6(iii)] to conclude that \( \text{rgldim } A = \text{rgldim } AG_\mu \). By Proposition 3.2.7 we know that \( A^{G,\mu} \) is an \( (A^{G,\mu}, A^{G,\mu}) \)-bimodule direct summand of \( AG_\mu \). We may therefore apply Theorem 3.2.17, which tells us that

\[
\text{rgldim } A^{G,\mu} \leq \text{rgldim } AG_\mu + \text{pdim } (AG_\mu)_{AC,\mu} = \text{rgldim } AG_\mu.
\] (3.2.19)

Here \( \text{pdim } (AG_\mu)_{AC,\mu} = 0 \) since the module is free by Proposition 3.2.7. We have proved that \( \text{rgldim } A^{G,\mu} \leq \text{rgldim } A \).

Now we repeat the argument with the roles of \( A \) and \( A^{G,\mu} \) reversed, considering them as subrings of \( A^{G,\mu}G_{\mu^{-1}} \). One obtains the opposite inequality, which proves the result. \( \square \)

We have addressed two of the conditions necessary to be AS-regular without any assumption regarding an \( \mathbb{N} \)-grading. However, we must now assume that \( A \) is c.g. and that \( G \) acts by \( \mathbb{N} \)-graded algebra automorphisms.

Our main tool for criterion (iii) in Definition 3.2.14 will be a result of Brown and Levasseur for left modules. We also state a version of their result for right modules which can be proved in an analogous manner.

**Proposition 3.2.20 ([15, cf. Proposition 1.6]).** Let \( R \) and \( S \) be rings and \( R \to S \) a ring homomorphism such that \( S \) is flat as a left and right \( R \)-module.

(i) Let \( X \) be an \( (R, R) \)-bimodule such that the \( (R, S) \)-bimodule \( X \otimes_R S \) is an \( (S, S) \)-bimodule. Then for every f.g. left \( R \)-module \( M \) and all \( i \geq 0 \), there are isomorphisms of right \( S \)-modules,

\[
\text{Ext}_R^i(M, X) \otimes_R S \cong \text{Ext}_S^i(S \otimes_R M, X \otimes_R S).
\]
(ii) Similarly, suppose that $X$ is an $(R, R)$-bimodule such that the $(S, R)$-bimodule $S \otimes_R X$ is an $(S, S)$-bimodule. Then for every f.g. right $R$-module $M$ and all $i \geq 0$, there are isomorphisms of left $S$-modules,

$$S \otimes_R \text{Ext}_R^i(M, X) \cong \text{Ext}_S^i(M \otimes_R S, S \otimes_R X).$$

**Remark 3.2.21.** For some of our applications of Proposition 3.2.20 we will take $R = X$. In that case $X \otimes_R S \cong S$ as an $(R, S)$-bimodule, from which $X \otimes_R S$ inherits a natural $(S, S)$-bimodule structure.

Before stating the result regarding the AS-Gorenstein property, we need a preliminary lemma.

**Lemma 3.2.22.** In addition to Hypotheses 3.1.2, assume that $A$ is a c.g. algebra. As right $AG_\mu$-modules we have isomorphisms

$$k \otimes_A AG_\mu \cong k \otimes_{AG_\mu} AG_\mu \cong kG_\mu.$$

As left $AG_\mu$-modules we have isomorphisms

$$AG_\mu \otimes_A k \cong AG_\mu \otimes_{AG_\mu} k \cong kG_\mu.$$

**Proof.** Under the $\mathbb{N}$-grading on $AG_\mu$ one has $A_{\geq 1} \cdot AG_\mu = (AG_\mu)_{\geq 1}$. Thus

$$k \otimes_A AG_\mu \cong \frac{A}{A_{\geq 1}} \otimes_A AG_\mu \cong \frac{AG_\mu}{A_{\geq 1} \cdot AG_\mu} = \frac{AG_\mu}{(AG_\mu)_{\geq 1}} \cong kG_\mu.$$

To complete the proof we must first show that the following equality holds:

$$(A^{G_\mu}_{\geq 1} \cdot AG_\mu = (AG_\mu)_{\geq 1}). \quad (3.2.23)$$

Clearly $(A^{G_\mu}_{\geq 1} \cdot AG_\mu \subseteq (AG_\mu)_{\geq 1}$. To prove the opposite inclusion, observe that the action of $G$ on $AG_\mu$ in (3.1.4) respects its $\mathbb{N}$-graded structure under our hypotheses. Remark 3.1.20 then tells us that $AG_\mu$ is endowed with an $(\mathbb{N}, G)$-bigrading. By linearity it therefore suffices to consider a bihomogeneous element $a \otimes g \in (AG_\mu)_{(n,h)}$ for some $g, h \in G$ and integer $n \geq 1$. Then $a \otimes gh^{-1} \in (AG_\mu)_{(n,e)} \subseteq A^{G_\mu}_{\geq 1}$, and thus

$$\frac{1}{\mu(gh^{-1}, h)}(a \otimes gh^{-1})(1 \otimes h) = a \otimes g,$$

which proves that $(A^{G_\mu}_{\geq 1} \cdot AG_\mu \supseteq (AG_\mu)_{\geq 1}$. One can then use (3.2.23) to see that

$$k \otimes_{AG_\mu} AG_\mu \cong \frac{AG_\mu}{(AG_\mu)_{\geq 1}} \otimes_{AG_\mu} AG_\mu \cong \frac{AG_\mu}{(AG_\mu)_{\geq 1} \cdot AG_\mu} = \frac{AG_\mu}{(AG_\mu)_{\geq 1}} \cong kG_\mu.$$

We omit the proof of the statement for left $AG_\mu$-modules. \qed
CHAPTER 3. COCYCLE TWISTS

This lemma can be interpreted as saying that under the \((\mathbb{N}, G)\)-bigrading on \(AG_\mu\), the subalgebra consisting of elements that have degree zero is the twisted group algebra \(kG_\mu\).

**Proposition 3.2.24.** Assume in addition to Hypotheses 3.1.2 that \(A\) is a c.g. algebra. Then \(A\) is AS-Gorenstein of global dimension \(d\) if and only if \(A^{G,\mu}\) shares this property.

We will give the proof in the only if direction when \(k\) and \(A\) are considered as left \(A\)-modules. The proof in the opposite direction is identical by untwisting, while the proof for right modules is almost identical to that below; the only difference is that it requires the use of Proposition 3.2.20(ii) rather than part (i) of that result.

**Proof of Proposition 3.2.24.** We wish to apply Proposition 3.2.20(i) with \(R = X = A\), \(S = AG_\mu\) and \(M = k\). To see that the hypotheses of that result are satisfied, observe that \(A \subset AG_\mu\) is flat by Proposition 3.2.7 and recall Remark 3.2.21. Applying Proposition 3.2.20(i) gives

\[
\Ext^i_A(k, A) \otimes_A AG_\mu \cong \Ext^i_{AG_\mu}(AG_\mu \otimes_A k, A \otimes_A AG_\mu) \cong \Ext^i_{AG_\mu}(kG_\mu, AG_\mu), \quad (3.2.25)
\]

by using Lemma 3.2.22. Since \(A\) is AS-Gorenstein of global dimension \(d\) we know that the left hand side is non-zero only for \(i = d\). For this value of \(i\) it is equal to \(k \otimes_A AG_\mu \cong kG_\mu\) using Lemma 3.2.22 once again.

We would now like to apply Proposition 3.2.20(i) a second time, using \(R = X = A^{G,\mu}\), \(S = AG_\mu\) and \(M = k\). To see that these data satisfy the hypotheses of that proposition we may apply the same argument as used earlier in the proof, mutatis mutandis. Applying Proposition 3.2.20(i) we obtain

\[
\Ext^i_{A^{G,\mu}}(k, A^{G,\mu}) \otimes_{A^{G,\mu}} AG_\mu \cong \Ext^i_{AG_\mu}(AG_\mu \otimes_{A^{G,\mu}} k, A^{G,\mu} \otimes_{A^{G,\mu}} AG_\mu) \\
\cong \Ext^i_{AG_\mu}(kG_\mu, AG_\mu). \quad (3.2.26)
\]

Combining the information from (3.2.25) and (3.2.26) gives

\[
\Ext^i_{A^{G,\mu}}(k, A^{G,\mu}) \otimes_{A^{G,\mu}} AG_\mu \cong \begin{cases} 
  kG_\mu & \text{if } i = d, \\
  0 & \text{if } i \neq d.
\end{cases}
\]

Since \(A^{G,\mu} \subset AG_\mu\) is a faithfully flat extension on the left, \(\Ext^i_{A^{G,\mu}}(k, A^{G,\mu})\) must vanish in all degrees for which \(i \neq d\). When \(i = d\) we have

\[
\Ext^d_{A^{G,\mu}}(k, A^{G,\mu}) \otimes_{A^{G,\mu}} AG_\mu \cong kG_\mu, \quad (3.2.27)
\]
as right $A_{G,\mu}$-modules.

Recall from §1.2.2 that $\text{Ext}_{A_{G,\mu}}^i(k, A_{G,\mu})$ is a $\mathbb{Z}$-graded group since $k$ and $A_{G,\mu}$ are f.g. $\mathbb{Z}$-graded left $A_{G,\mu}$-modules. This $\mathbb{Z}$-grading is compatible with the right $A_{G,\mu}$-module structure, in which case the graded module structure on $\text{Ext}_{A_{G,\mu}}^i(k, A_{G,\mu})$ allows us to complete the proof as follows. One may use the $(A_{G,\mu}, A_{G,\mu})$-bimodule structure of $A_{G,\mu}$ described in Proposition 3.2.7 to see that upon restricting the isomorphism in (3.2.27) to $A_{G,\mu}$, one obtains

$$\bigoplus_{g \in G} \text{Ext}_{A_{G,\mu}}^d(k, A_{G,\mu}) \phi_g \cong (kG_{\mu})_{A_{G,\mu}}.$$  

By considering the $G$-graded components of this isomorphism and noting that $\phi_e$ is the identity, one obtains the isomorphism of right $A_{G,\mu}$-modules $\text{Ext}_{A_{G,\mu}}^d(k, A_{G,\mu}) \cong k$, which proves the result. \hfill $\Box$

**Corollary 3.2.28.** Assume in addition to Hypotheses 3.1.2 that $A$ is a c.g. algebra. Then $A$ is AS-regular if and only if $A_{G,\mu}$ is. Moreover, if $A$ has global and GK dimension less than or equal to 4, then $A$ is a domain if and only if $A_{G,\mu}$ is a domain.

**Proof.** The statement about AS-regularity follows from Lemma 3.2.4 and Propositions 3.2.18 and 3.2.24. The second part of the corollary follows from [8, Theorem 3.9]. \hfill $\Box$

**Remark 3.2.29.** Remark 5.1.6 will illustrate that being a domain is not preserved in general by cocycle twists. This should be expected since cocycle twists are Zhang twists by Theorem 2.2.19; such twists preserve being a domain when $G$ is an ordered semigroup but not in general (see [76, §5] and Proposition 5.2 op. cit. in particular). One should contrast this with Lemma 3.2.1, which shows that regular homogeneous elements remain regular under twisting.

### 3.2.2 The Koszul property

Our next result will be to show that the Koszul property is preserved under cocycle twists. This property is often studied in relation to quadratic algebras as defined in Definition 1.2.4, although it can be defined for more general algebras too. Whilst we will cite [13] for any definitions, we suggest [29] as a good introduction to the subject.

Recall from §1.2.2 that for $M, N \in \text{grmod}(A)$ the cohomology group $\text{Ext}_{A}^i(M, N)$ is $\mathbb{Z}$-graded. We use this idea to define a Koszul algebra.
Definition 3.2.30 ([13, cf. Proposition 2.1.3]). A c.g. \( k \)-algebra is Koszul if and only if for all \( i \geq 0 \) the \( \mathbb{Z} \)-graded components of \( \text{Ext}^i_A(k, k) \) vanish in all degrees other than degree \( i \).

Proposition 3.2.31. In addition to Hypotheses 3.1.2 assume that \( A \) is a quadratic algebra over \( k \). Then \( A \) is Koszul if and only \( A^{G, \mu} \) is.

Proof. We wish to apply Proposition 3.2.20(i) with \( R = A, S = AG_\mu, X = A k \) and \( M = A k \). To do so we must check that the hypotheses of that result are satisfied. Observe that \( A \subset AG_\mu \) is flat by Proposition 3.2.7, while \( X \otimes_R S = k G_\mu \) by Lemma 3.2.22, whence it has a natural \( (AG_\mu, AG_\mu) \)-bimodule structure. We may therefore apply Proposition 3.2.20(i), in which case one has

\[
\text{Ext}^i_A(k, k) \otimes_A AG_\mu \cong \text{Ext}^i_{AG_\mu}(AG_\mu \otimes_A k \otimes_A AG_\mu)
\cong \text{Ext}^i_{AG_\mu}(k G_\mu, k G_\mu).
\]

(3.2.32)

Note that Lemma 3.2.22 has been used to pass from the first line of (3.2.32) to the second.

Now set \( R = A^{G, \mu}, S = AG_\mu, X = A^{G, \mu} k_{A^{G, \mu}} \) and \( M = A^{G, \mu} k \). One can use the same argument as earlier in the proof, mutatis mutandis, to see that these data also satisfy the hypotheses of Proposition 3.2.20(i). Applying that result we obtain

\[
\text{Ext}^i_{A^{G, \mu}}(k, k) \otimes_{A^{G, \mu}} AG_\mu \cong \text{Ext}^i_{AG_\mu}(AG_\mu \otimes_{A^{G, \mu}} k \otimes_{A^{G, \mu}} AG_\mu)
\cong \text{Ext}^i_{AG_\mu}(k G_\mu, k G_\mu),
\]

(3.2.33)

where we have used Lemma 3.2.22 once again.

The \( \mathbb{Z} \)-grading on \( \text{Ext}^i_A(k, k) \) and \( \text{Ext}^i_{A^{G, \mu}}(k, k) \) is compatible with their right \( A \)- and \( A^{G, \mu} \)-module structures respectively. Thus the tensor products \( \text{Ext}^i_A(k, k) \otimes_A AG_\mu \) and \( \text{Ext}^i_{A^{G, \mu}}(k, k) \otimes_{A^{G, \mu}} AG_\mu \) are naturally \( \mathbb{Z} \)-graded right \( AG_\mu \)-modules. The \( \mathbb{Z} \)-grading on the cohomology group \( \text{Ext}^i_{AG_\mu}(k G_\mu, k G_\mu) \) is also compatible with its right \( AG_\mu \)-module structure. Moreover, one can see from the proof of Proposition 3.2.20(i) (from [15, Proposition 1.6]) that the isomorphisms in (3.2.32) and (3.2.33) respect these \( \mathbb{Z} \)-graded structures. We may therefore conclude that there is an isomorphism

\[
\text{Ext}^i_A(k, k) \otimes_A AG_\mu \cong \text{Ext}^i_{A^{G, \mu}}(k, k) \otimes_{A^{G, \mu}} AG_\mu
\]

(3.2.34)

of \( \mathbb{Z} \)-graded right \( AG_\mu \)-modules.
Using the free module structures of $A(AG_{\mu})$ and $AG_{\mu}(AG_{\mu})$ described in Proposition 3.2.7, we may express the isomorphism in (3.2.34) as
\[ \bigoplus_{[G]} \text{Ext}^i_A(k,k) \cong \bigoplus_{[G]} \text{Ext}^i_{AG_{\mu}}(k,k), \] (3.2.35)
at the level of vector spaces. Furthermore, since $AG_{\mu}$ is an $\mathbb{N}$-graded left module over $A$ and over $A^{G,\mu}$, the isomorphism in (3.2.35) respects the $\mathbb{Z}$-graded structure.

Since $A$ is Koszul, we know that the $\mathbb{Z}$-graded components of the left hand side of (3.2.35) vanish in all degrees other than degree $i$. It follows that $\text{Ext}^i_{AG_{\mu}}(k,k)$ must also vanish in all degrees other than degree $i$, hence $A^{G,\mu}$ must be Koszul.

Let us now define the Koszul dual of a c.g. algebra with quadratic relations.

**Definition 3.2.36 ([13, cf. Definition 2.8.1]).** Let $A = T(V)/(R)$ be a quadratic algebra over $k$. The Koszul dual of $A$ is the $k$-algebra $A^! := T(V^*)/(R^\perp)$. Here $R^\perp \subset V^* \otimes V^*$ is the space of functions which vanish on the quadratic relations of $A$.

If $x \in V$ then we will denote by $\overline{x}$ the element in $V^*$ that vanishes away from the 1-dimensional space spanned by $x$ and for which $\overline{x}(x) = 1$.

Our next aim is to show that taking the Koszul dual of an algebra and applying a cocycle twist almost commute with each other. To achieve this aim we first need to define a graded action of $G$ on the Koszul dual given a graded action on $A$. Such an action can be defined on generators by $\overline{x}^g = \overline{x^g}$ for all $g \in G$ and $\overline{x} \in V^*$. This action induces a $G$-grading on $A^!$ in the manner of §3.1.1; we claim that if $x \in A_g$ then $\overline{x} \in A_g^!$. Indeed, observe that for all $h \in G$ we have $\overline{x}^h = \overline{x^h} = \chi_{g^{-1}}(h)\overline{x}$.

We are now in a position to prove the result.

**Proposition 3.2.37.** In addition to Hypotheses 3.1.2, assume that $A$ is a quadratic algebra over $k$ that is Koszul. Then there is an isomorphism of $k$-algebras
\[ (A^!)^{G,\mu^{-1}} \cong (A^{G,\mu})^!. \] (3.2.38)

**Proof.** We first fix our notation. Let $V = \text{span}_k(x_0, \ldots, x_n)$ be a diagonal basis of generators of $A$, where $x_i \in A_{g_i}$ for some $g_i \in G$. We will denote the generators of the other algebras involved by
\[ (A^!, \overline{x}_i), \quad ((A^!)^{G,\mu^{-1}}, y_i), \quad (A^{G,\mu}, v_i), \quad \text{and} \quad ((A^{G,\mu})^!, \overline{v}_i). \]
Although twists have the same underlying vector space structure, the new generators allow us to write the twisted multiplication by juxtaposition. Thus
\[ v_i v_j = x_i \ast \mu x_j = \mu(g_i, g_j) x_i x_j \quad \text{and} \quad y_i y_j = \overline{x_i} \ast \mu^{-1} \overline{x_j} = \frac{1}{\mu(g_i, g_j)} \overline{x_i} \overline{x_j}. \] (3.2.39)

Consider the map \( \phi : (A^!)^{G, \mu^{-1}} \to (A^{G, \mu})^! \) sending \( y_i \mapsto v_i \). Note that
\[ \overline{v_i v_j}(v_k v_l) = \begin{cases} 1 & \text{if } (k, l) = (i, j), \\ 0 & \text{otherwise}. \end{cases} \]
One can regard elements of both \((A^!)^{G, \mu^{-1}}\) and \((A^{G, \mu})^!\) as functions on the underlying vector space of \( A \) by untangling the twists involved. Using (3.2.39) we can interpret \( \overline{v_i v_j} \) as follows:
\[ \overline{v_i v_j}(x_k x_l) = \begin{cases} \frac{1}{\mu(g_i, g_j)} & \text{if } (k, l) = (i, j), \\ 0 & \text{otherwise}. \end{cases} \]

By (3.2.39) one can also conclude that \( \overline{v_i v_j} = \frac{1}{\mu(g_i, g_j)} \overline{v_i v_j} = y_i y_j \). This expression implies that the relations in both \((A^!)^{G, \mu^{-1}}\) and \((A^{G, \mu})^!\) are controlled by those in \( A^! \), therefore \( \phi \) is both well-defined and a surjection.

Since \( A \) is Koszul, the Hilbert series of \( A^! \) depends only on the Hilbert series of \( A \); the precise relationship between their Hilbert series was first given in [20, §4, Theorem]. By Proposition 3.2.31 the same is true of the Hilbert series of \((A^{G, \mu})^!\) in relation to that of \( A^{G, \mu} \). In combination with Lemma 3.2.4, this shows that the two algebras in (3.2.38) must have the same Hilbert series. Thus the map we have defined is an isomorphism, which completes the proof.

For an application of this proposition, see §5.4.

3.2.3 The Cohen-Macaulay property and Auslander regularity

In this section we will prove that several more homological properties of rings are preserved under cocycle twists. Their definitions can be stated in the graded situation, however we state them — and prove their preservation — in full generality.

The definitions that follow can all be found in [35, §1.2]. The first concept that we need is the notion of the grade of a module. The grade of a f.g. left or right \( A \)-module
$M$ is defined to be the value
\[
j_A(M) = \inf\{i : \Ext_A^i(M, A) \neq 0\} \in \mathbb{N} \cup \{+\infty\}.
\]

**Definition 3.2.40.** A ring $A$ is said to satisfy the *Cohen-Macaulay property* or be *Cohen-Macaulay* if for all non-zero f.g. $A$-modules $M$, one has
\[
\GKdim M + j_A(M) = \GKdim A.
\]

The *Auslander condition* also uses the notion of the grade of a module; it is satisfied by ring $A$ if for every f.g. left or right module $M$, all $i \geq 0$ and every $A$-submodule $N$ of $\Ext_A^i(M, A)$, one has $j_A(N) \geq i$.

**Definition 3.2.41.** A ring $A$ is said to be *Auslander-Gorenstein* if in addition to satisfying the Auslander condition it has finite left and right injective dimension. It is said to be *Auslander regular* if in addition to satisfying the Auslander condition it has finite global dimension.

Before proceeding, recall that Remark 3.2.15 applies to our usage of the phrase finite global dimension.

The following result shows that the properties defined in Definitions 3.2.40 and 3.2.41 are preserved under a cocycle twist.

**Proposition 3.2.42.** In addition to Hypotheses 3.1.1, assume that $A$ is noetherian. Then $A$ has one of the following properties if and only if $A^{G,\mu}$ does as well:

(i) it is Cohen-Macaulay;

(ii) it is Auslander-Gorenstein;

(iii) it is Auslander regular.

**Proof.** (i) Assume that $A$ is Cohen-Macaulay. We first show that $AG_{\mu}$ shares this property. As we saw in Proposition 3.2.16, $\GKdim A = \GKdim AG_{\mu} = \GKdim A^{G,\mu}$. Let $M$ be a f.g right $AG_{\mu}$-module. It must also be f.g. as an $A$-module since the extension $A \subset AG_{\mu}$ is finite by Proposition 3.2.7. By [1, Lemma 5.4] it is clear that the grades of $M_{AG_{\mu}}$ and $M_A$ are equal. One can then apply [37, Lemma 1.6] to conclude that $\GKdim M_{AG_{\mu}} = \GKdim M_A$. Piecing this together, we find that
\[
\GKdim M_{AG_{\mu}} + j_{AG_{\mu}}(M) = \GKdim M_A + j_A(M) = \GKdim A
\]
\[= \GKdim A^{G,\mu}, \tag{3.2.43}\]
and therefore $AG_\mu$ is Cohen-Macaulay.

Now let $M$ be a f.g. right $A^{G,\mu}$-module. By applying Proposition 3.2.20(ii) with $R = X = A^{G,\mu}$ and $S = AG_\mu$ we obtain

$$ AG_\mu \otimes_{A^{G,\mu}} \text{Ext}^i_{A^{G,\mu}} (M, A^{G,\mu}) \cong \text{Ext}^i_{A^{G,\mu}} (M \otimes_{A^{G,\mu}} AG_\mu, AG_\mu). \quad (3.2.44) $$

When combined with faithful flatness of the extension $A^{G,\mu} \subset AG_\mu$ (by Proposition 3.2.7), this implies that

$$ j_{A^{G,\mu}}(M) = j_{AG_\mu}(M \otimes_{A^{G,\mu}} AG_\mu). $$

If we can show that $\text{GKdim } M_{A^{G,\mu}} = \text{GKdim } (M \otimes_{A^{G,\mu}} AG_\mu)_{AG_\mu}$ then the result follows from an equality like that in (3.2.43). By faithful flatness of the extension $A^{G,\mu} \subset AG_\mu$, $M$ is contained in $M \otimes_{A^{G,\mu}} AG_\mu$. Therefore by the definition of GK dimension one has

$$ \text{GKdim } M_{A^{G,\mu}} \leq \text{GKdim } (M \otimes_{A^{G,\mu}} AG_\mu)_{AG_\mu}. \quad (3.2.45) $$

By [30, Proposition 5.6] one has the inequality

$$ \text{GKdim } M_{A^{G,\mu}} \geq \text{GKdim } (M \otimes_{A^{G,\mu}} AG_\mu)_{AG_\mu}. \quad (3.2.46) $$

Applying [37, Lemma 1.6] to $M \otimes_{A^{G,\mu}} AG_\mu$ allows one to combine the inequalities in (3.2.45) and (3.2.46), from which the preservation of the Cohen-Macaulay property under cocycle twists follows.

(ii) Using [75, Proposition 3.9(i)] one can see that if $A$ satisfies the Auslander condition then so must $AG_\mu$. The twist $A^{G,\mu}$ then satisfies the Auslander condition by [68, Theorem 2.2(iv)], since the only hypothesis needed is that the extension be flat – this is true by Proposition 3.2.7.

It remains to show that finite left and right injective dimension are preserved. Consider the $G$-grading on $AG_\mu$ for which $(AG_\mu)_g = A \otimes g$ for all $g \in G$. Under this grading $AG_\mu$ is a strongly $G$-graded ring, thus one can apply [45, Corollary 2.7] with $R = N = AG_\mu$ and $\sigma = e$. That result implies that

$$ \text{idim } AG_\mu AG_\mu = \text{idim } (AG_\mu)_e (AG_\mu)_e = \text{idim } AA. $$

A right-sided analogue of Năstăsescu’s result shows that the same is also true for right injective dimension.
Now consider the $G$-grading on $AG_\mu$ under which $(AG_\mu)_g = A^{G,\mu}(1 \otimes g)$ for all $g \in G$. This $G$-grading is induced by the diagonal action of $G$ on $AG_\mu$. It is clear that $AG_\mu$ is a strongly $G$-graded ring under this grading as well. One can therefore apply [45, Corollary 2.7] with this new $G$-grading on $R = N = AG_\mu$, together with $\sigma = \epsilon$, to see that

$$\text{idim } AG_\mu AG_\mu = \text{idim } (AG_\mu)_\epsilon (AG_\mu)_\epsilon = \text{idim } A^{G,\epsilon} A^{G,\mu}.$$ 

An analogous argument, used in conjunction with a right-sided analogue of the corollary of Năstăescu, proves that $AG_\mu$ and $A^{G,\mu}$ also have equal right injective dimensions. This completes the proof.

(iii) We saw in the proof of (ii) that the Auslander condition is preserved. One can then see from Proposition 3.2.18 that the global dimensions of $A$ and $A^{G,\mu}$ are equal, which completes the proof.

3.3 Modules under twisting

In this section we explore the interplay between modules over $A$ and those over a cocycle twist $A^{G,\mu}$. Our ultimate aim is to apply the results we obtain to the algebras studied in Chapter 4. Let us define the hypotheses that we will work under for the duration of this section.

Hypotheses 3.3.1. Let $k$ be an algebraically closed with char$(k) \neq 2$. Assume that $A$ is a $k$-algebra that satisfies the hypotheses of Theorem 2.1.26, with degree 1 generators $x_0, x_1, x_2$ and $x_3$. Let $G = \langle g_1, g_2 \rangle$ be the Klein four-group, which acts on $A$ by $N$-graded algebra automorphisms. Furthermore, assume that the action of $G$ on $A_1$ affords the regular representation, inducing the $G$-grading on generators:

$$x_0 \in A_\epsilon, \quad x_1 \in A_{g_1}, \quad x_2 \in A_{g_2}, \quad x_3 \in A_{g_1g_2}.$$ 

(3.3.2)

Finally, assume that $\mu$ is the 2-cocycle of $G$ defined by $\mu(g_1^p g_2^q, g_1^r g_2^s) = (-1)^{ps}$ for all $p, q, r, s \in \{0, 1\}$.

Recall that $kG_\mu \cong M_2(k)$ for the group $G$ and 2-cocycle $\mu$ by Lemma 3.1.10. Under Hypotheses 3.3.1 one therefore has a cocycle twist $A^{G,\mu}$ that embeds inside $M_2(A) \cong A \otimes M_2(k)$. The following result describes the generators of the twist under this matrix embedding.
Lemma 3.3.3. The degree 1 generators of $A^{G,\mu}$, denoted by $v_0, v_1, v_2$ and $v_3$, are given by the following matrices in $M_2(A)$:

$$
v_0 = \begin{pmatrix} x_0 & 0 \\ 0 & x_0 \end{pmatrix}, \quad v_1 = \begin{pmatrix} x_1 & 0 \\ 0 & -x_1 \end{pmatrix}, \quad v_2 = \begin{pmatrix} 0 & x_2 \\ x_2 & 0 \end{pmatrix}, \quad v_3 = \begin{pmatrix} 0 & -x_3 \\ x_3 & 0 \end{pmatrix}. \tag{3.3.4}
$$

Proof. Consider the embedding $A^{G,\mu} \hookrightarrow A \otimes kG$ from Proposition 3.1.6. A homogeneous element $x \in A_g$ is sent to $x \otimes g$. An isomorphism $kG_{\mu} \cong M_2(k)$ was described in (3.1.13). By Lemma 3.1.10 this isomorphism respects the isotypic components of each algebra under their respective $G$-actions. One can pair up the generators $x_i$ with matrices in (3.1.13) using the grading in (3.3.2). The result follows upon using the isomorphism $M_2(A) \cong A \otimes M_2(k)$.

Let us now introduce some notation for point modules over $A$. Under Hypotheses 3.3.1 one may apply Theorem 2.1.26 to conclude that point modules over $A$ are parameterised by the point scheme $\Gamma \subset \mathbb{P}^3_k$. Furthermore, the shifting operation on point modules is controlled by a scheme automorphism $\sigma$.

We will denote the point module corresponding to a point $p = (p_0, p_1, p_2, p_3) \in \Gamma$ by $M_p = \bigoplus_{j \in \mathbb{N}} km^p_j$. For the action of the generators of $A$ on $M_p$ we will use the notation $m^p_j \cdot x_i = \alpha^p_{j,i} m^p_{j+1}$, where $\alpha^p_{j,i} \in k$. By standard point module theory one has $M_p[j]_{\geq 0} \cong M_{\sigma^j(p)}$ for all $j \in \mathbb{N}$. The scalar $\alpha^p_{j,i}$ is therefore determined by the $(i+1)$'th coordinate of $\sigma^j(p)$, thus $\alpha^p_{0,i} = p_i$ for $i = 0, 1, 2, 3$ in particular.

For a point $p \in \Gamma$ it is clear that $M^2_p$ is an $\mathbb{N}$-graded right $M_2(A)$-module with Hilbert series $2/(1 - t)$, whose action is given by matrix multiplication on the right. It is natural to restrict such a module to the subring $A^{G,\mu}$, whose generators act by the matrices in (3.3.4). We can prove the following proposition about such modules.

Proposition 3.3.5. Suppose that at least three coordinates of $p \in \Gamma$ are non-zero. Then $M^2_p$ is a fat point module over $A^{G,\mu}$ of multiplicity 2.

Proof. We must show that $M^2_p$ is 1-critical and generated in degree 0; let us proceed by proving the latter statement. Let $N$ denote the submodule generated by $(M^2_p)_0$. We prove by induction that $(M^2_p)_j \subset N$ for all $j \geq 0$, where the base case $j = 0$ is clear. Suppose that $(M^2_p)_j \subset N$ for some $j \geq 0$. Since $M_p[j]_{\geq 0} \cong M_{\sigma^j(p)}$, the action of the generators of $A$ on $m^p_j$ is given by the coordinates of $\sigma^j(p)$. At least one generator
does not annihilate $m_j^p$, in which case letting the corresponding generator of $A^{G,\mu}$ act on $(m_j^p, 0)$ and $(0, m_j^p)$ shows that $(M_j^p, 0)$ shows that $(M_j^p, 0) \subset N$. By induction, $N = M_j^2$ and so $M_j^2$ is generated in degree 0.

To prove that $M_j^2$ is 1-critical it is sufficient to show that any cyclic $\mathbb{N}$-graded submodule has finite codimension. Consider the submodule generated by an element $(m_j^p, \lambda m_j^p) \in M_j^2$, where $\lambda \in k^\times$. We will show that $(m_j^p, 0)$ and $(0, m_j^p)$ belong to the submodule. Since $M_j^2[j + 1]_{\geq 0} \cong M_j^2_{\sigma(j+1)(p)}$, the argument of the previous paragraph implies that these two elements generate $M_j^2$ in high degree, in which case the submodule generated by $(m_j^p, \lambda m_j^p)$ must have finite codimension.

By assumption $\alpha_{j,i}^p \neq 0$ for at least three of the generators. This means that either $\alpha_{j,0}^p, \alpha_{j,1}^p \neq 0$ or $\alpha_{j,2}^p, \alpha_{j,3}^p \neq 0$. In the former case $x_0$ and $x_1$ do not annihilate $m_j^p$ and thus

$$(m_j^p, \lambda m_j^p) \cdot \left(v_0 + \frac{\alpha_{j,0}^p}{\alpha_{j,1}^p} v_1\right) = (2\alpha_{j,0}^p m_j^p, 0),$$

$$(m_j^p, \lambda m_j^p) \cdot \left(v_0 - \frac{\alpha_{j,0}^p}{\alpha_{j,1}^p} v_1\right) = (0, 2\lambda \alpha_{j,0}^p m_j^p).$$

On the other hand, if $\alpha_{j,2}, \alpha_{j,3} \neq 0$ then $x_2$ and $x_3$ do not annihilate $m_j^p$ and so

$$(m_j^p, \lambda m_j^p) \cdot \left(v_2 + \frac{\alpha_{j,2}^p}{\alpha_{j,3}^p} v_3\right) = (2\lambda \alpha_{j,3}^p m_j^p, 0),$$

$$(m_j^p, \lambda m_j^p) \cdot \left(v_2 - \frac{\alpha_{j,2}^p}{\alpha_{j,3}^p} v_3\right) = (0, 2\alpha_{j,2}^p m_j^p).$$

These equations prove that the submodule generated by $(m_j^p, \lambda m_j^p)$ has finite codimension in $M_j^2$.

It remains to show that the submodules generated by either $(m_j^p, 0)$ or $(0, m_j^p)$ have finite codimension. We give the argument for $(m_j^p, 0)$, the argument for $(0, m_j^p)$ being similar. By assumption either $\alpha_{j,0}^p, \alpha_{j,2}^p \neq 0$ or $\alpha_{j,1}^p, \alpha_{j,3}^p \neq 0$. If $\alpha_{j,0}^p, \alpha_{j,2}^p \neq 0$ then one has

$$(m_j^p, 0) \cdot v_0 = (\alpha_{j,0}^p m_j^p, 0) \quad \text{and} \quad (m_j^p, 0) \cdot v_2 = (0, \alpha_{j,2}^p m_j^p),$$

while if $\alpha_{j,1}^p, \alpha_{j,3}^p \neq 0$ one has

$$(m_j^p, 0) \cdot v_1 = (\alpha_{j,1}^p m_j^p, 0) \quad \text{and} \quad (m_j^p, 0) \cdot v_3 = (0, -\alpha_{j,3}^p m_j^p).$$

Once again, this is sufficient to show the submodule generated by $(m_j^p, 0)$ has finite codimension.
CHAPTER 3. COCYCLE TWISTS

There is a natural action of $G$ on point modules of $A$, which we now describe. Since $G$ acts on $A$ by $\mathbb{N}$-graded algebra automorphisms, one can use Definition 2.2.17 to twist such a module by the action of a particular element of the group. Explicitly, for a point module $M$ and $g \in G$, define a new $A$-module $M^g$ by the multiplication $m \cdot_g a = ma^g$ for all $m \in M$ and $a \in A$. The underlying $\mathbb{N}$-graded vector space structure of $M$ remains unchanged and therefore $M^g$ still has the same Hilbert series as a point module. Moreover, $g$ acts by an automorphism and so the twisted module remains cyclic, therefore $M^g$ must also be a point module.

This action on point modules induces an action of $G$ on $\Gamma$: for all $g \in G$, $p \in \Gamma$, define $p^g$ to be the point $q \in \Gamma$ for which $M_q \simeq (M_p)^g$. Before stating a result concerning this action, let us introduce some notation.

**Notation 3.3.6.** Let $I$ be a right ideal in an algebra $A$, on which a finite group $G$ acts by algebra automorphisms. Then for all $g \in G$ we define $g(I) := \{a^g : a \in I\}$.

**Lemma 3.3.7.** Assume Hypotheses 3.3.1. Then the group $G$ acts on a point $p = (p_0, p_1, p_2, p_3) \in \Gamma$ in the following manner:

$$
p^e = p, \quad p^{g_1} = (p_0, p_1, -p_2, -p_3), \quad p^{g_2} = (p_0, -p_1, p_2, -p_3), \quad p^{g_1, g_2} = (p_0, -p_1, -p_2, p_3).
$$

In particular, this action preserves the condition on a point having at least three non-zero coordinates.

**Proof.** Consider the point module $M_p = A/I_p$, where $I_p$ is a right ideal. For an element $g \in G$ we claim that $(M_p)^g \simeq A/g^{-1}(I_p)$. To see this, recall that $(M_p)^g$ has the same underlying $\mathbb{N}$-graded vector space structure as $M_p$. Thus we may consider the map $\varphi : (M_p)^g \to A/g^{-1}(I_p)$ defined by $a + I_p \mapsto a^{g^{-1}} + g^{-1}(I_p)$ for $a \in A$. This map is well-defined on the coset structures involved and preserves the $\mathbb{N}$-graded vector space structures, thus it remains to check that it is an isomorphism of right $A$-modules. For $a, b \in A$ one has

$$
\varphi((a + I_p) \cdot_g b) = \varphi(\varphi(ab^g + I_p)) = (a^{g^{-1}} + g^{-1}(I_p))b = a^{g^{-1}}b + g^{-1}(I_p),
$$

$$
\varphi((a + I_p)b) = (a^{g^{-1}} + g^{-1}(I_p))b = a^{g^{-1}}b + g^{-1}(I_p).
$$

Thus $\varphi$ is a homomorphism of $\mathbb{N}$-graded right $A$-modules. As $G$ acts by automorphisms, the modules $(M_p)^g$ and $A/g^{-1}(I_p)$ have the same Hilbert series. Consequently, $\varphi$ is an isomorphism.
The right ideal $I_p$ is generated by the degree 1 elements

$$p_0 x_1 - p_1 x_0, \quad p_0 x_2 - p_2 x_0, \quad p_0 x_3 - p_3 x_0. \quad (3.3.9)$$

The isomorphism $(M_p)^g \cong A/g^{-1}(I_p)$ and Lemma 3.2.2 indicate that the behaviour of the three generators in (3.3.9) under the action of $g^{-1}$ govern $p^g$. The result is clear when $g = e$ since the identity acts trivially. We give a proof for $g = g_1$, with the remaining two cases being similar. Noting that $g_1$ has order 2, one has

$$\begin{align*}
(p_0 x_1 - p_1 x_0)^{g_1} &= p_0 x_1^{g_1} - p_1 x_0^{g_1} = p_0 x_1 - p_1 x_0, \\
(p_0 x_2 - p_2 x_0)^{g_1} &= p_0 x_2^{g_1} - p_2 x_0^{g_1} = -p_0 x_2 - p_2 x_0, \\
(p_0 x_3 - p_3 x_0)^{g_1} &= p_0 x_3^{g_1} - p_1 x_3^{g_1} = -p_0 x_3 - p_3 x_0. \\
\end{align*} \quad (3.3.10)$$

The right ideal generated by the three elements on the right-hand side of (3.3.10) corresponds to the point $q = (p_0, p_1, -p_2, -p_3)$. Thus $p^{g_1} = q$ as in the statement of the lemma.

In Proposition 3.3.5 we constructed fat point modules over the twist $A^{G, \mu}$. One can repeat the same trick, using the embedding of $A = (A^{G, \mu})^G, \mu$ inside $M_2(A^{G, \mu})$ to prove the following result.

**Proposition 3.3.11.** Consider $M^2_p$, a fat point module over $A^{G, \mu}$ constructed in Proposition 3.3.5. The direct sum $(M^2_p)^2$ is an $\mathbb{N}$-graded right $M_2(A^{G, \mu})$-module. On restriction to a module over the subalgebra $A$, one has a decomposition of $\mathbb{N}$-graded right $A$-modules

$$(M^2_p)^2 \cong \bigoplus_{g \in G} M_p^g. \quad (3.3.12)$$

**Proof.** The fat point module $M^2_p$ was obtained by restricting the $M_2(A)$-module $M^4_p$ to $A^{G, \mu}$. Thus $(M^2_p)^2$ can be considered as the $M_4(A)$-module $M^4_p$, which becomes an $M_2(A^{G, \mu})$-module upon restriction. One can then regard $(M^2_p)^2$ as an $A$-module by restricting a second time, with the action on homogeneous pieces given by $4 \times 4$ matrices.

Indeed, one can write the action of the generators of $A$ on $(M^2_p)^2$ explicitly by unravelling the composite embedding of $A$ into $M_4(A)$. Let us use the notation $m^p_j \cdot x_i = \alpha^p_j m^p_{j+1}$ — which was introduced before Proposition 3.3.5 — for the action of the
generators of $A$ on the point module $M_p$. For all $j \in \mathbb{N}$ and $c_l \in k$, the action of the generators of $A$ on $(M_p^2)^2$ is given by

$$(c_0m_j^p, c_1m_j^p, c_2m_j^p, c_3m_j^p) \cdot x_i := (c_0m_{j+1}^p, c_1m_{j+1}^p, c_2m_{j+1}^p, c_3m_{j+1}^p) \cdot Q_i,$$

where

$$Q_0 = \begin{pmatrix} \alpha_{j,0}^p & 0 & 0 & 0 \\ 0 & \alpha_{j,0}^p & 0 & 0 \\ 0 & 0 & \alpha_{j,0}^p & 0 \\ 0 & 0 & 0 & \alpha_{j,0}^p \end{pmatrix}, \quad Q_1 = \begin{pmatrix} \alpha_{j,1}^p & 0 & 0 & 0 \\ 0 & -\alpha_{j,1}^p & 0 & 0 \\ 0 & 0 & -\alpha_{j,1}^p & 0 \\ 0 & 0 & 0 & \alpha_{j,1}^p \end{pmatrix},$$

$$Q_2 = \begin{pmatrix} 0 & 0 & 0 & \alpha_{j,2}^p \\ 0 & 0 & \alpha_{j,2}^p & 0 \\ 0 & \alpha_{j,2}^p & 0 & 0 \\ \alpha_{j,2}^p & 0 & 0 & 0 \end{pmatrix}, \quad Q_3 = \begin{pmatrix} 0 & 0 & 0 & \alpha_{j,3}^p \\ 0 & 0 & -\alpha_{j,3}^p & 0 \\ 0 & -\alpha_{j,3}^p & 0 & 0 \\ \alpha_{j,3}^p & 0 & 0 & 0 \end{pmatrix}. \quad (3.3.13)$$

One can see from the matrices in (3.3.13) that there is a decomposition of $A$-modules

$$(M_p^2)^2 = (M_p, 0, 0, M_p) \oplus (0, M_p, M_p, 0). \quad (3.3.14)$$

We claim that the decomposition in the statement of the proposition is then given by the isomorphisms of right $A$-modules

$$(M_p, 0, 0, M_p) \cong (m_0, 0, 0, m_0)A \oplus (m_0, 0, 0, -m_0)A \cong M_p \oplus M_{p^0},$$

$$(0, M_p, M_p, 0) \cong (0, m_0, m_0, 0)A \oplus (0, m_0, -m_0, 0)A \cong M_{p^2} \oplus M_{p^3}. \quad (3.3.15)$$

To see this, note that the submodules

$$(m_0, 0, 0, m_0)A, \ (m_0, 0, 0, -m_0)A, \ (0, m_0, m_0, 0)A \text{ and } (0, m_0, -m_0, 0)A$$

certainly have the correct Hilbert series to be point modules and are cyclic. By calculating which degree 1 elements of $A$ annihilate them, one can see that these cyclic submodules are indeed isomorphic to the point modules indicated in (3.3.15). \[\square\]

Proposition 3.3.11 allows us to determine the isomorphisms in grmod$(A^{G,\mu})$ between the fat point modules constructed in Proposition 3.3.5.

**Corollary 3.3.16.** The only isomorphisms in grmod$(A^{G,\mu})$ between the fat point modules over $A^{G,\mu}$ described in Proposition 3.3.5 are of the form $M_p^2 \cong M_p^{g\alpha}$ for all $g \in G$. 

Proof. To see that $M^2_p \cong M^2_{p^g}$ holds for all $g \in G$, we first use the final part of Lemma 3.3.7: if $p \in \Gamma$ has three non-zero coordinates then so does $p^g$ for all $g \in G$. Thus one can construct $M^2_{p^g}$ as in Proposition 3.3.5 for any $g \in G$. The isomorphisms are governed by the matrices in (3.1.13):

(i) $M^2_p \cong M^2_{p^{g_1}}$ via right multiplication by $\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$;

(ii) $M^2_p \cong M^2_{p^{g_2}}$ via right multiplication by $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$;

(iii) $M^2_p \cong M^2_{p^{g_1g_2}}$ via right multiplication by $\begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$.

Suppose now that $p, q \in \Gamma$ both have at least three non-zero coordinates and their associated fat point modules are isomorphic, thus $M^2_p \cong M^2_q$. By Proposition 3.3.11, we can take direct sums of these fat point modules and consider them as right $M^2(A^G, \mu)$-modules. On restricting them down to the subalgebra $A$ we obtain via (3.3.12) the following isomorphism:

$$\bigoplus_{g \in G} M^2_{p^{g}} \cong \bigoplus_{g \in G} M^2_{q^{g}}. \tag{3.3.17}$$

Both modules in (3.3.17) are f.g. $\mathbb{N}$-graded modules of GK dimension 1. By [58, Proposition 1.5] the factors in a critical composition series of such a module are, when considered in high degree, unique up to permutation and isomorphism. In our case this implies that we must have $\pi(M^2_q) \cong \pi(M^2_p)$ for some $g \in G$. Thus there exists some $n \in \mathbb{N}$ such that $M^2_q[n] \cong M^2_p[n]$ in grmod($A$). But $M^2_q[n] \cong M^2_{q^n}$ for any point in $\Gamma$, in which case one has an isomorphism in grmod($A$) of the form $M^2_{q^n} \cong M^2_{(p^g)^n}$. Since point modules over $A$ are parameterised up to isomorphism by the closed points of $\Gamma$, we may conclude that $q^n = (p^g)^n$. As $\sigma$ is an automorphism it follows that $q = p^g$. \qed

To end this section we recap the ideas we have used. For $G$ and $\mu$ as in Hypotheses 3.3.1 we can play the following game: take a 1-critical $A$-module $M$ and consider $M^2$ as a module over $A^G, \mu \cong M_2(A)^G$. This module has GK dimension 1 and, by replacing it with $M^2_{\geq n}$ for some $n \in \mathbb{N}$ if necessary, has a critical composition series in which each composition factor is also 1-critical. This technique provides an effective way of
discovering 1-critical modules over a cocycle twist $A^{G,\mu}$ given knowledge of those over $A$. 
Chapter 4

Twists of Sklyanin algebras

In this chapter we will consider twists of 4-dimensional Sklyanin algebras. Such algebras can be presented as the quotient of the free $k$-algebra $k\{x_0, x_1, x_2, x_3\}$ by the ideal generated by the relations:

\begin{align*}
f_1 &:= [x_0, x_1] - \alpha [x_2, x_3]_+, \quad f_2 := [x_0, x_1]_+ - [x_2, x_3], \\
f_3 &:= [x_0, x_2] - \beta [x_3, x_1]_+, \quad f_4 := [x_0, x_2]_+ - [x_3, x_1], \\
f_5 &:= [x_0, x_3] - \gamma [x_1, x_2]_+, \quad f_6 := [x_0, x_3]_+ - [x_1, x_2],
\end{align*}

(4.0.1)

where $\alpha, \beta, \gamma \in k$ satisfy

\begin{equation}
\alpha + \beta + \gamma + \alpha\beta\gamma = 0 \quad \text{and} \quad \{\alpha, \beta, \gamma\} \cap \{0, \pm 1\} = \emptyset.
\end{equation}

(4.0.2)

As noted in [60, Equation 1.1.1], the first condition in (4.0.2) can be rewritten as

\begin{equation}
(\alpha + 1)(\beta + 1)(\gamma + 1) = (1 - \alpha)(1 - \beta)(1 - \gamma),
\end{equation}

(4.0.3)

and this form will be useful in some of our computations. The relations in (4.0.1) were first given in [60, Equation 0.2.2].

Many properties of the algebra $A(\alpha, \beta, \gamma)$ are controlled by an elliptic curve $E \subset \mathbb{P}_k^3$ defined by the following elements in $k[y_0, y_1, y_2, y_3]$, the homogeneous coordinate ring of $\mathbb{P}_k^3$ [60, Proposition 2.4]:

\begin{equation}
y_0^2 + y_1^2 + y_2^2 + y_3^2, \quad y_3 - \left(\frac{1 - \gamma}{1 + \alpha}\right) y_1^2 + \left(\frac{1 + \beta}{1 - \beta}\right) y_1^2
\end{equation}

One can consider the algebra defined by the relations (4.0.1) for any $\alpha, \beta, \gamma \in k$ satisfying (4.0.2), where $k$ is an algebraically closed field with $\text{char}(k) \neq 2$. Such algebras
will be referred to as 4-dimensional Sklyanin algebras and be denoted by \( A(\alpha, \beta, \gamma) \)
(or simply \( A \) if we can omit the parameters without ambiguity). The characteristic assumption on \( k \) will be made throughout this chapter and the next. Since the group that will be used in these chapters has order 4, the hypothesis that \( \text{char}(k) \nmid |G| \) which was used in Chapter 3 will always hold.

Before beginning our study of twists of such algebras we make some general remarks pertaining to the notation we will use for elements in cocycle twists. Our notation will be like that used in the proof of Proposition 3.2.37: for the remaining chapters (apart from §6.5) we will denote the generators of the algebra that we wish to twist by \( x_i \). If such generators are not acted on diagonally by the group then we will use the notation \( w_i \) for a diagonal basis of the generating space. Despite the fact that \( A \) and \( A^G,\mu \) share the same underlying \( k \)-vector space structure, we will denote the corresponding generators of the twist by \( v_i \) to avoid confusion and allow us to write the twisted multiplication as juxtaposition. Thus if \( x_i \in A_g \) and \( x_j \in A_h \) for some \( g, h \in G \), then \( v_i v_j = x_i \ast_\mu x_j = \mu(g, h)x_i x_j \).

### 4.1 Properties of the twist

Although there are other twists of the 4-dimensional Sklyanin algebra — as discussed in §4.1.1 and Remark 4.1.12 — the one that we will focus our attention upon is the following. Consider the isomorphism between \( G = (C_2)^2 = \langle g_1, g_2 \rangle \) and its dual \( G^\vee \) given by the character table (3.1.9). Define an action of the generators of \( G \) on those of \( A(\alpha, \beta, \gamma) \) by

\[
x_i^{g_1} = x_0, \quad x_i^{g_1} = x_1, \quad x_i^{g_1} = -x_2, \quad x_i^{g_1} = -x_3 \quad \text{and} \quad x_i^{g_2} = (-1)^i x_i, \quad (4.1.1)
\]

for \( i = 0, 1, 2, 3 \). The generators of \( A(\alpha, \beta, \gamma) \) are acted on diagonally and therefore are homogeneous with respect to the induced \( G \)-grading, lying in the following components:

\[
x_0 \in A(\alpha, \beta, \gamma)_e, \quad x_1 \in A(\alpha, \beta, \gamma)_{g_1}, \quad x_2 \in A(\alpha, \beta, \gamma)_{g_2}, \quad x_3 \in A(\alpha, \beta, \gamma)_{g_1 g_2}. \quad (4.1.2)
\]

The action in (4.1.1) is not the same as that used in the example studied in §3.1.2. Nevertheless, we will show in Proposition 4.1.17 that Odesskii’s original example is isomorphic to an algebra in the same family as that which we study.
The next lemma describes the relations of the algebra that we will primarily focus our attention on. We will use the 2-cocycle that is used here throughout the rest of the thesis.

**Lemma 4.1.3.** Let $\mu$ be the 2-cocycle of $G$ defined in (3.1.11). Then the algebra $A(\alpha, \beta, \gamma)^G_\mu$ is the quotient of the free $k$-algebra $k\{v_0, v_1, v_2, v_3\}$ by the ideal generated by the following six quadratic relations:

\[
\begin{align*}
    f_1^\mu &:= [v_0, v_1] - \alpha [v_2, v_3], \quad f_2^\mu := [v_0, v_1]_+ - [v_2, v_3]_+, \\
    f_3^\mu &:= [v_0, v_2] - \beta [v_3, v_1], \quad f_4^\mu := [v_0, v_2]_+ - [v_3, v_1]_+, \\
    f_5^\mu &:= [v_0, v_3] + \gamma [v_1, v_2], \quad f_6^\mu := [v_0, v_3]_+ + [v_1, v_2]_+.
\end{align*}
\]

**(Proof.** We begin by computing how the defining relations of $A(\alpha, \beta, \gamma)$ from (4.0.1) behave under the twist:

\[
\begin{align*}
0 &= x_0x_1 - x_1x_0 - \alpha x_2x_3 - \alpha x_3x_2 \\
&= \frac{x_0 *_{\mu} x_1}{\mu(e, g_1)} - \frac{x_1 *_{\mu} x_0}{\mu(g_1, e)} - \alpha \frac{x_2 *_{\mu} x_3}{\mu(g_2, g_1g_2)} - \alpha \frac{x_3 *_{\mu} x_2}{\mu(g_1g_2, g_2)} \\
&= x_0 *_{\mu} x_1 - x_1 *_{\mu} x_0 - \alpha x_2 *_{\mu} x_3 + \alpha x_3 *_{\mu} x_2, \\
0 &= x_0x_1 + x_1x_0 - x_2x_3 + x_3x_2 \\
&= \frac{x_0 *_{\mu} x_1}{\mu(e, g_1)} + \frac{x_1 *_{\mu} x_0}{\mu(g_1, e)} - \frac{x_2 *_{\mu} x_3}{\mu(g_2, g_1g_2)} + \frac{x_3 *_{\mu} x_2}{\mu(g_1g_2, g_2)} \\
&= x_0 *_{\mu} x_1 + x_1 *_{\mu} x_0 - x_2 *_{\mu} x_3 - x_3 *_{\mu} x_2, \\
0 &= x_0x_2 - x_2x_0 - \beta x_3x_1 - \beta x_1x_3 \\
&= \frac{x_0 *_{\mu} x_2}{\mu(e, g_2)} - \frac{x_2 *_{\mu} x_0}{\mu(g_2, e)} - \beta \frac{x_3 *_{\mu} x_1}{\mu(g_1g_2, g_1)} - \beta \frac{x_1 *_{\mu} x_3}{\mu(g_1g_2, g_2)} \\
&= x_0 *_{\mu} x_2 - x_2 *_{\mu} x_0 - \beta x_3 *_{\mu} x_1 + \beta x_1 *_{\mu} x_3, \\
0 &= x_0x_2 + x_2x_0 - x_3x_1 + x_1x_3 \\
&= \frac{x_0 *_{\mu} x_2}{\mu(e, g_2)} + \frac{x_2 *_{\mu} x_0}{\mu(g_2, e)} - \frac{x_3 *_{\mu} x_1}{\mu(g_1g_2, g_1)} + \frac{x_1 *_{\mu} x_3}{\mu(g_1g_2, g_2)} \\
&= x_0 *_{\mu} x_2 + x_2 *_{\mu} x_0 - x_3 *_{\mu} x_1 - x_1 *_{\mu} x_3, \\
0 &= x_0x_3 - x_3x_0 - \gamma x_1x_2 - \gamma x_2x_1 \\
&= \frac{x_0 *_{\mu} x_3}{\mu(e, g_1g_2)} - \frac{x_3 *_{\mu} x_0}{\mu(g_1g_2, e)} - \gamma \frac{x_1 *_{\mu} x_2}{\mu(g_1, g_2)} - \gamma \frac{x_2 *_{\mu} x_1}{\mu(g_2, g_1)} \\
&= x_0 *_{\mu} x_3 - x_3 *_{\mu} x_0 + \gamma x_1 *_{\mu} x_2 - \gamma x_2 *_{\mu} x_1, \\
0 &= x_0x_3 + x_3x_0 - x_1x_2 + x_2x_1.
\end{align*}
\]
= \frac{x_0 * \mu x_3}{\mu(e, g_1 g_2)} + \frac{x_3 * \mu x_0}{\mu(g_1 g_2, e)} - \frac{x_1 * \mu x_2}{\mu(g_1, g_2)} + \frac{x_2 * \mu x_1}{\mu(g_2, g_1)}

= x_0 * \mu x_3 + x_3 * \mu x_0 + x_1 * \mu x_2 + x_2 * \mu x_1.

Recall our remarks regarding notation for cocycle twists at the beginning of Chapter 4; rewriting the relations above in terms of the new generators $v_i$ produces the relations in (4.1.4). By regarding $A(\alpha, \beta, \gamma)^{G, \mu}$ as a twist of the presentation of $A(\alpha, \beta, \gamma)$ by the relations in (4.0.1), one can use Lemma 3.2.2 to see that the ideal of relations in the twist is generated by the relations in (4.1.4).

Notice that $A(\alpha, \beta, \gamma)$ has a generating set which is homogeneous with respect to the $G$-grading by (4.1.2). Thus Remark 3.2.5 implies that $A(\alpha, \beta, \gamma)^{G, \mu}$ is generated as an algebra by the same generating set, hence by the $v_i$.

\textbf{Remark 4.1.5.} In §4.1.1 we will show that the study of a whole family of cocycle twists can be reduced to studying the algebra defined by the relations in (4.1.4).

By virtue of being a cocycle twist, we immediately get the following result.

\textbf{Theorem 4.1.6.} Assume that the parameter triple $(\alpha, \beta, \gamma)$ satisfies (4.0.2). Then the algebra $A(\alpha, \beta, \gamma)^{G, \mu}$ is f.g. in degree 1 and has the following properties:

(i) it is a universally noetherian domain;

(ii) it has Hilbert series $1/(1 - t)^4$;

(iii) it is AS-regular of global dimension 4;

(iv) it is Auslander regular;

(v) it satisfies the Cohen-Macaulay property;

(vi) it is Koszul.

\textbf{Proof.} Note that $A(\alpha, \beta, \gamma)^{G, \mu}$ is f.g. in degree 1 by Lemma 4.1.3. We proceed by showing that part of (i) holds. By [4, Corollary 4.12], $A(\alpha, \beta, \gamma)$ is universally noetherian. Using Corollary 3.2.12 shows that the same is true for $A(\alpha, \beta, \gamma)^{G, \mu}$.

By [60, Thm 5.5] and [35, Corollary 1.9], $A(\alpha, \beta, \gamma)$ has the properties stated in (ii)-(vi). We can then use Lemma 3.2.4 (for (ii)), Corollary 3.2.28 and Proposition 3.2.18 (for (iii)), Proposition 3.2.42 (for (iv) and (v)) and Proposition 3.2.31 (for (vi)).
to show that $A(\alpha, \beta, \gamma)^{G, \mu}$ also has the respective properties. To complete the proof one can use [8, Theorem 3.9] to conclude that $A(\alpha, \beta, \gamma)^{G, \mu}$ is a domain.

\[\square\]

Remark 4.1.7. In fact Theorem 4.1.6 is valid for any parameter triple $(\alpha, \beta, \gamma)$ that is not of the form $(-1, 1, \gamma)$, $(\alpha, -1, 1)$ or $(1, \beta, -1)$. For those three triples the associated 4-dimensional Sklyanin algebra is not a domain, while for the remaining triples not covered by the theorem one obtains an iterated Ore extension over $k$ (see [60, §1]).

We leave the proof of the outstanding cases to the reader.

4.1.1 Permuting the $G$-action

Our aim in this section is to determine the behaviour of some other twists of $A(\alpha, \beta, \gamma)$. We will show that such twists are isomorphic up to a change of parameters to the algebra whose relations are given in (4.1.4).

Proposition 4.1.8. Let $G$ be the Klein-four group and $(\alpha, \beta, \gamma)$ a parameter triple satisfying (4.0.2). There are 24 actions of $G$ on $A(\alpha, \beta, \gamma)$ by $\mathbb{N}$-graded algebra automorphisms for which the following hold:

(i) $G$ acts diagonally on the generators $x_0, x_1, x_2$ and $x_3$;

(ii) the action of $G$ on $A(\alpha, \beta, \gamma)_1$ affords the regular representation.

For any such action of $G$, consider the twist of the induced $G$-grading on $A(\alpha, \beta, \gamma)$ by the 2-cocycle $\mu$ from Lemma 4.1.3. The algebra obtained is isomorphic to the twist studied in that lemma up to a change of parameters which still satisfy (4.0.2).

Proof. In the previous section we studied the action on $A(\alpha, \beta, \gamma)$ corresponding to the grading

\[x_0 \in A(\alpha, \beta, \gamma)_e, \ x_1 \in A(\alpha, \beta, \gamma)_{g_1}, \ x_2 \in A(\alpha, \beta, \gamma)_{g_2}, \ x_3 \in A(\alpha, \beta, \gamma)_{g_1g_2}.\tag{4.1.9}\]

We identify each $G$-graded component of $A$ with the corresponding index of the generator it contains in (4.1.9). In this manner, any other grading corresponding to an action of $G$ affording the regular representation gives rise to a permutation in the symmetric group $S_4$. For example, the action which induces the grading

\[x_1 \in A(\alpha, \beta, \gamma)_e, \ x_0 \in A(\alpha, \beta, \gamma)_{g_1}, \ x_3 \in A(\alpha, \beta, \gamma)_{g_2}, \ x_2 \in A(\alpha, \beta, \gamma)_{g_1g_2}.\]
corresponds to the permutation (01)(23). It is trivial to check using the relations in (4.0.1) that each permutation in $S_4$ corresponds to a genuine $G$-grading.

The action which induces the grading in (4.1.9) corresponds to the identity permutation, hence for this proof only the associated twist will be denoted $A(\alpha, \beta, \gamma)^{G,\mu; (id)}$. Our aim can therefore be reformulated as trying to understand $A(\alpha, \beta, \gamma)^{G,\mu; \sigma}$ for other permutations $\sigma \in S_4$.

Let us now assume that any $G$-grading is one of the 24 arising from an action of $G$ on the generators by the regular representation. The automorphism group of $G$ is isomorphic to $S_3$, which acts by permuting the order 2 elements. We will use the convention that products of permutations are applied from right to left.

Notice that two $G$-gradings are twists of each other by an automorphism of $G$ if and only if the components of their $G$-gradings corresponding to $e$ are equal. This is a consequence of the automorphism group of $G$ being isomorphic to $S_3$. Recast in terms of permutations, we obtain a partition of $S_4$ by the subsets

$$H_j = \{ \sigma \in S_4 : \sigma^{-1}(0) = j \} \text{ for } j = 0, 1, 2, 3.$$ 

Let us choose the identity map and the transpositions $(0j)$ for $j = 1, 2, 3$ as representatives of these subsets.

We now show that the action of $\text{Aut}_{\text{grp}}(G)$ on 2-cocycles of $G$ is trivial. To do this we first identify the subgroup of $S_4$ given by

$$H_0 = \{(id), (12), (23), (13), (123), (132)\},$$

with $\text{Aut}_{\text{grp}}(G)$. The identification we use arises naturally from our prior identification of elements of $G$ with the set $\{0, 1, 2, 3\}$ using (4.1.9).

Observe that the following table describes for each permutation $\sigma \in H_0$ how the 2-cocycles $\mu$ and $\mu^{(\sigma^{-1})}$ are cohomologous via the function $\rho : G \rightarrow \mathbb{k}^\times$, where $i$ denotes a primitive 4th root of unity in $\mathbb{k}$:

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$\rho(e)$</th>
<th>$\rho(g_1)$</th>
<th>$\rho(g_2)$</th>
<th>$\rho(g_1g_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(12)</td>
<td>1</td>
<td>$-1$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(13)</td>
<td>1</td>
<td>$i$</td>
<td>1</td>
<td>$i$</td>
</tr>
<tr>
<td>(23)</td>
<td>1</td>
<td>1</td>
<td>$i$</td>
<td>$i$</td>
</tr>
<tr>
<td>(123)</td>
<td>1</td>
<td>$i$</td>
<td>$-1$</td>
<td>$i$</td>
</tr>
<tr>
<td>(132)</td>
<td>1</td>
<td>1</td>
<td>$i$</td>
<td>$-i$</td>
</tr>
</tbody>
</table>
Now consider \( \sigma \in H_j \). We already know that the \( G \)-grading associated to \( \sigma \) is obtained from that associated to \((0j)\) by twisting the grading by an automorphism of \( G \). But (4.1.11) shows that the action of \( \text{Aut}_{\text{grp}}(G) \) on 2-cocycles is trivial. We may conclude by Lemma 3.1.22 that the twists \( A(\alpha, \beta, \gamma)^{G,\mu;\sigma} \) and \( A(\alpha, \beta, \gamma)^{G,\mu;(0j)} \) are twists of the same \( G \)-grading by cohomologous 2-cocycles. By Proposition 2.2.11 it follows that these algebras are isomorphic.

To complete the proof we describe the changes of parameters needed to show that the three algebras of the form \( A(\alpha, \beta, \gamma)^{G,\mu;(0j)} \) belong to the family \( A(\alpha', \beta', \gamma')^{G,\mu;(id)} \) for some \((\alpha', \beta', \gamma')\) satisfying (4.0.2).

For the permutation \((01)\), one can use the rescaling
\[
(v_0, v_1, v_2, v_3) \mapsto \left( v_0, \frac{i}{\sqrt{\beta \gamma}} v_1, -\frac{1}{\sqrt{\gamma}} v_2, -\frac{i}{\sqrt{\beta}} v_3 \right),
\]
to show that there is an isomorphism of \( \mathbb{N} \)-graded \( k \)-algebras
\[
A(\alpha, \beta, \gamma)^{G,\mu;(01)} \cong A\left( \alpha, \frac{1}{\beta}, \frac{1}{\gamma} \right)^{G,\mu;(id)}.
\]

Similarly, for \((02)\) there is an isomorphism of \( \mathbb{N} \)-graded \( k \)-algebras
\[
A(\alpha, \beta, \gamma)^{G,\mu;(02)} \cong A\left( \frac{1}{\alpha}, \beta, \frac{1}{\gamma} \right)^{G,\mu;(id)},
\]
given by the rescaling
\[
(v_0, v_1, v_2, v_3) \mapsto \left( v_0, \frac{i}{\sqrt{\gamma}} v_1, \frac{i}{\sqrt{\alpha \gamma}} v_2, \frac{1}{\sqrt{\alpha}} v_3 \right).
\]

Likewise, for \((03)\) there is an isomorphism of \( \mathbb{N} \)-graded \( k \)-algebras
\[
A(\alpha, \beta, \gamma)^{G,\mu;(03)} \cong A\left( \frac{1}{\alpha}, \frac{1}{\beta}, \gamma \right)^{G,\mu;(id)},
\]
given by the rescaling
\[
(v_0, v_1, v_2, v_3) \mapsto \left( v_0, \frac{i}{\sqrt{\beta}} v_1, \frac{1}{\sqrt{\alpha}} v_2, \frac{i}{\sqrt{\alpha \beta}} v_3 \right).
\]

If the parameters \((\alpha, \beta, \gamma)\) satisfy (4.0.2) then so does the triple obtained by negation, permutation, or taking the reciprocal of two of the three parameters. This completes the proof. \( \square \)
Remark 4.1.12. There are of course other actions of $G$ on $A(\alpha, \beta, \gamma)$. For example, we could consider the action inducing the grading

$$x_0, x_1 \in A(\alpha, \beta, \gamma)_{g_1}, \quad x_2, x_3 \in A(\alpha, \beta, \gamma)_{g_1g_2}.$$ 

The cocycle twist of this grading by $\mu$ is a Zhang twist of $A(\alpha, \beta, \gamma)$ by the automorphism by which $g_1$ acts. This is an artefact of $g_2$ acting by scalar multiplication, which brings to mind the proof of Proposition 3.1.21; we defined a group action where one generator acted by scalar multiplication in order to recover a Zhang twist as a cocycle twist.

Proposition 4.1.8 implies that our study of $A(\alpha, \beta, \gamma)^{G,\mu}((id)$ encompasses 24 twists up to an allowable change of parameters. Thus, from the beginning of §4.1.2 onwards, the notation $A^{G,\mu}$ will refer to that twist.

We now address the question of whether Odesskii’s example from §3.1.2 is isomorphic to one of the twists we have just analysed. We therefore assume that $k = \mathbb{C}$ for the rest of §4.1.1. Recall that in Proposition 3.1.16 it was shown that Odesskii’s example can be formulated as a cocycle twist.

We will use results of Staniszkis and Smith from [61]. Although the primary focus of their paper is to classify the finite-dimensional simple $A$-modules, they also describe the $\mathbb{N}$-graded automorphism group of $A$, denoted $\text{Aut}_{\mathbb{N}_{\text{alg}}}(A)$, which we describe below. For this purpose it is useful to consider the associated elliptic curve $E$ as the quotient group $\mathbb{C}/\Lambda$, where $\Lambda$ is an integer lattice in $\mathbb{C}$ generated by a complex number $\nu$ such that $\text{im}(\nu) \neq 0$ (see the section on elliptic functions in [25, Chapter IV, pgs. 326-329]).

Following [60, §2.10], let us introduce the following holomorphic functions on $\mathbb{C}$ associated to the lattice $\Lambda$. That such theta functions are related to the Sklyanin algebra associated to $E$ is clear from (4.1.16) below.

**Definition 4.1.13.** For $a, b \in \{0, 1\}$ define $\Theta_{ab} : \mathbb{C} \to \mathbb{C}$ to be a holomorphic function satisfying the relations

$$\Theta_{ab}(z + 1) = (-1)^a \Theta_{ab}(z), \quad \Theta_{ab}(z + \nu) = \exp(-\pi i \nu - 2\pi iz - \pi i b) \Theta_{ab}(z), \quad (4.1.14)$$

for all $z \in \mathbb{C}$.

Let the automorphism associated to the point scheme of $A$ be translation by the point $\tau \in E$. It is shown in [61, Theorem 2.2] that apart from one exceptional case
there is a short exact sequence of groups

\[ 1 \rightarrow \mathbb{C}^\times \rightarrow \text{Aut}_{\text{alg}}(A) \rightarrow E_4 \rightarrow 0, \]  

(4.1.15)

where \( E_4 \) denotes the 4-torsion on \( E \). When \( E \) is regarded as a lattice, such torsion can easily be described as the 16 cosets of the form \( \frac{n}{4} + \frac{m}{4} \tau + \Lambda \) for \( n, m \in \{0, 1, 2, 3\} \). By [25, Chapter IV, Theorem 4.16], \( E_4 \) is isomorphic as a group to \( (\mathbb{Z}/4\mathbb{Z})^2 \). For any \( n \in \mathbb{N} \) the automorphism associated to \( \lambda \in \mathbb{C}^\times \) acts on \( A_n \) by scalar multiplication by \( \lambda^n \).

The exceptional case mentioned above occurs when \( |\tau| = 3 \) and \( E \) has a special form. In that case there is still an exact sequence like in (4.1.15), but with \( E_4 \) replaced with \( E_4 \times (\mathbb{Z}/3\mathbb{Z}) \) (see [61, Theorem 2.2(c)]). As we are mainly interested in the situation when \( \tau \) has infinite order, we will not consider this case.

On pg. 64 op. cit. some automorphisms of \( A \) are given which are labelled by the generators of \( E_4 \), and one can in fact associate all points in \( E_4 \) with automorphisms. The exact sequence in (4.1.15) is non-split because the composition of automorphisms parameterised by \( E_4 \) only respects the addition on \( E \) coming from their corresponding points up to scalar automorphism.

By taking compositions of the automorphisms corresponding to the two generators of \( E_4 \) (which are exhibited on [61, pg. 64]), we can recover all of the automorphisms parameterised by \( E_4 \) up to scalar. This is enough for our purposes: to prove Proposition 4.1.17 we will only need to know whether certain automorphisms act diagonally on the generators, thus working up to scalar is sufficient.

Some of the automorphisms exhibited in Smith and Staniszkwis’s paper can be written in terms of the theta functions introduced above in Definition 4.1.13. The parameters in the relations (4.0.1) can be written in terms of those functions as follows:

\[
\alpha = \left( \frac{\Theta_{11}(\tau)\Theta_{00}(\tau)}{\Theta_{01}(\tau)\Theta_{10}(\tau)} \right)^2, \quad \beta = -\left( \frac{\Theta_{11}(\tau)\Theta_{01}(\tau)}{\Theta_{00}(\tau)\Theta_{10}(\tau)} \right)^2, \quad \gamma = -\left( \frac{\Theta_{11}(\tau)\Theta_{10}(\tau)}{\Theta_{00}(\tau)\Theta_{01}(\tau)} \right)^2.
\]  

(4.1.16)

Using these expressions, one can rewrite the automorphisms in terms of the new parameters, as we now illustrate. Consider the automorphism corresponding to \( \frac{1}{4} + \frac{1}{4} \nu \in E_4 \), which sends

\[
(X_{11}, X_{00}, X_{01}, X_{10}) \mapsto \left( \frac{\Theta_{11}(\tau)}{\Theta_{00}(\tau)} X_{00}, i \frac{\Theta_{00}(\tau)}{\Theta_{11}(\tau)} X_{11}, \frac{\Theta_{01}(\tau)}{\Theta_{10}(\tau)} X_{10}, -i \frac{\Theta_{10}(\tau)}{\Theta_{01}(\tau)} X_{01} \right).
\]
Using the identification \((X_{11}, X_{00}, X_{01}, X_{10}) = (x_0, x_1, x_2, x_3)\) and (4.1.16), we can rewrite this as

\[
(x_0, x_1, x_2, x_3) \mapsto \left( (\beta \gamma)^{\frac{1}{4}} x_1, i(\beta \gamma)^{-\frac{1}{4}} x_0, \left( \frac{\beta}{\gamma} \right)^{\frac{1}{4}} x_3, -i \left( \frac{\beta}{\gamma} \right)^{-\frac{1}{4}} x_2 \right).
\]

We now prove that Odesskii’s twist must be one that we have previously encountered.

**Proposition 4.1.17.** Suppose that \(|\tau| = \infty\). The example of Odesskii in §3.1.2 is isomorphic to an algebra with relations (4.1.4) for some choice of parameters \((\alpha', \beta', \gamma')\) satisfying (4.0.2).

**Proof.** Note that the algebra being twisted in Odesskii’s example, \(A(\alpha, \beta, \gamma)\) say, must correspond to parameters satisfying (4.0.2) due to its construction using a smooth elliptic curve. Smith and Stafford’s work in [60] shows that the Sklyanin algebra is only ‘elliptic’ in this sense under the restriction on parameters.

The action in Odesskii’s example — which was described in (1.1.1) — affords the regular representation when restricted to the degree 1 generators. We will show that the action of \(G\) on \(A\) in this example is by automorphisms that are diagonal in the new basis (for which the relations are given by (4.0.1)). In that case, the induced \(G\)-grading on \(A\) will be one of the 24 considered Proposition 4.1.8. That result implies that the twist must be isomorphic to \(A(\alpha', \beta', \gamma')^{G,\mu}\) for some choice of parameters satisfying the required condition. It is therefore sufficient to show that all automorphisms of order 2 act diagonally on our generators.

We are not in the exceptional case, hence there is an exact sequence as given in (4.1.15). Let \(\rho \in \text{Aut}_{\mathbb{N}\text{-alg}}(A)\) have order 2. As discussed prior to the proposition, there exists \(\lambda \in \mathbb{C}^\times\) and one of the automorphisms parameterised by \(E_4, \phi\) say, such that \(\lambda \rho = \phi\). Since \(\lambda\) commutes with all automorphisms, one has \(\phi^2 = \lambda^2 \in \mathbb{C}^\times\).

Knowing the automorphisms parameterised by \(E_4\) up to scalar allows us to conclude that the only such automorphisms whose square is a scalar automorphism are those corresponding to the 2-torsion points. It can be seen from [61, pg. 64]) that such automorphisms act diagonally on the generators, from which we can conclude that \(\rho\) must also act diagonally on them. As was shown in the previous paragraph, this is sufficient to prove the result.

\(\square\)
4.1.2 The point scheme

We now begin to study the point scheme of $A(\alpha, \beta, \gamma)^{G,\mu}$, which we will denote by $\Gamma$. Our ultimate aim is to prove the following result.

**Theorem 4.1.18 (cf. Theorem 4.2.20).** Suppose that $A(\alpha, \beta, \gamma)$ is associated to the elliptic curve $E$ and automorphism $\sigma$, which has infinite order. Then the point scheme $\Gamma$ of $A(\alpha, \beta, \gamma)^{G,\mu}$ consists of 20 points.

The proof of this result will appear later as Theorem 4.2.20. The delay is needed because the proof uses the interplay between 1-critical modules over $A(\alpha, \beta, \gamma)$ and $A(\alpha, \beta, \gamma)^{G,\mu}$ – this is studied in §4.2.

Let us begin by recalling to the reader’s attention Theorem 2.1.26, regarding the multilinearisations of the quadratic relations in certain algebras.

**Lemma 4.1.19.** Consider the multilinearisations of the relations of $A(\alpha, \beta, \gamma)^{G,\mu}$ given in (4.1.4):

\[
\begin{align*}
  m_1 &:= v_{01}v_{12} - v_{11}v_{02} - \alpha v_{21}v_{32} + \alpha v_{31}v_{22}, \\
  m_2 &:= v_{01}v_{12} + v_{11}v_{02} - v_{21}v_{32} - v_{31}v_{22}, \\
  m_3 &:= v_{01}v_{22} - v_{21}v_{02} + \beta v_{11}v_{32} - \beta v_{31}v_{12}, \\
  m_4 &:= v_{01}v_{22} + v_{21}v_{02} - v_{31}v_{12} - v_{11}v_{32}, \\
  m_5 &:= v_{01}v_{32} - v_{31}v_{02} + \gamma v_{11}v_{22} - \gamma v_{21}v_{12}, \\
  m_6 &:= v_{01}v_{32} + v_{31}v_{02} + v_{11}v_{22} + v_{21}v_{12}.
\end{align*}
\]

(4.1.20)

The closed subscheme $\Gamma_2 \subset \mathbb{P}_k^3 \times \mathbb{P}_k^3$ determined by the equations in (4.1.20) is isomorphic to the graph of the point scheme $\Gamma$ under a scheme automorphism $\phi$. Furthermore, the closed points of $\Gamma$ parameterise point modules over $A(\alpha, \beta, \gamma)^{G,\mu}$.

**Proof.** One can use Theorem 4.1.6 to see that $A(\alpha, \beta, \gamma)^{G,\mu}$ satisfies the hypotheses of Theorem 2.1.26, from which the result follows. \qed

We will often study $\Gamma_2$, since it incorporates information about both the point scheme and the associated automorphism. Lemma 4.1.19 allows us to write

\[
\Gamma_2 = \{ q = (p, p^\phi) \in \mathbb{P}_k^3 \times \mathbb{P}_k^3 : m_i(q) = 0 \text{ for } i = 1, \ldots, 6 \}.
\]

(4.1.21)

Our next result exhibits 20 closed points of the scheme $\Gamma_2$. Under some additional hypotheses, such points will be shown in Theorem 4.2.20 to compose all of the closed
points of $\Gamma_2$. Let us introduce the following notation for certain points in $\mathbb{P}_k^3$ prior to stating the result:

$$e_0 := (1, 0, 0, 0), \ e_1 := (0, 1, 0, 0), \ e_2 := (0, 0, 1, 0), \ e_3 := (0, 0, 0, 1)$$  \hspace{1cm} (4.1.22)

**Lemma 4.1.23.** The scheme $\Gamma_2$ contains the closed points $(e_j, e_j)$ for $j = 0, 1, 2, 3$, as well as the following 16 points, where $i^2 = -1$:

$$((1, \pm i, \pm i, 1), (1, \pm i, \mp i, 1)), \ ((1, \pm i, \mp i, -1), (1, \pm i, \mp i, -1)),$$

$$\left(1, -\left(\beta \gamma\right)^{-\frac{1}{2}}, \mp \gamma^{-\frac{1}{2}}, \mp \beta^{-\frac{1}{2}}\right), \left(1, -\left(\beta \gamma\right)^{-\frac{1}{2}}, \pm \gamma^{-\frac{1}{2}}, \pm \beta^{-\frac{1}{2}}\right),$$

$$\left(1, -\left(\beta \gamma\right)^{-\frac{1}{2}}, \pm \gamma^{-\frac{1}{2}}, \mp \beta^{-\frac{1}{2}}\right), \left(1, -\left(\beta \gamma\right)^{-\frac{1}{2}}, \mp \gamma^{-\frac{1}{2}}, \pm \beta^{-\frac{1}{2}}\right),$$

$$\left(1, \pm i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}\right), \left(1, \mp i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}\right),$$

$$\left(1, \mp i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}\right), \left(1, \pm i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}\right),$$

$$\left(1, \pm i \gamma^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}, -i (\alpha \beta)^{-\frac{1}{2}}\right), \left(1, \mp i \gamma^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}, -i (\alpha \beta)^{-\frac{1}{2}}\right).$$  \hspace{1cm} (4.1.24)

In particular, $\Gamma = \pi_1(\Gamma_2)$ contains at least 20 points.

**Proof.** It is easy to see that $(e_j, e_j) \in \Gamma_2$ for $j = 0, 1, 2, 3$, since these points satisfy the multilinearisations in (4.1.20). A routine verification — using (4.0.2) where necessary — confirms that the points in (4.1.24) also satisfy the equations in (4.1.20), and therefore belong to $\Gamma_2$.

To see that the 20 points are distinct, note that by (4.1.21) it suffices to show that the points in $\Gamma$ are distinct. Our assumptions on $\alpha, \beta, \gamma$ from (4.0.2) imply that $e_j \notin \Gamma'$ for $j = 0, 1, 2, 3$. It is easy to partition $\Gamma'$ into four sets of order 4 based on which pair from the parameters $\alpha, \beta, \gamma$ (if any) is needed to describe the coordinates of the point:

$$\{1, \pm i, \pm i, 1\}, \quad \{1, -(\beta \gamma)^{-\frac{1}{2}}, \mp \gamma^{-\frac{1}{2}}, \pm \beta^{-\frac{1}{2}}\}, \quad \{1, (\beta \gamma)^{-\frac{1}{2}}, \mp \gamma^{-\frac{1}{2}}, \pm \beta^{-\frac{1}{2}}\},$$

$$\{1, -(\beta \gamma)^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}\}, \quad \{1, (\beta \gamma)^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}\},$$

$$\left\{1, \pm i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}\right\}, \quad \left\{1, \mp i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}\right\},$$

$$\left\{1, \mp i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \pm i \alpha^{-\frac{1}{2}}\right\}, \quad \left\{1, \pm i \gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, \mp i \alpha^{-\frac{1}{2}}\right\}. $$  \hspace{1cm} (4.1.25)

The points in each set are clearly distinct and differ from each other only by multiplying two of their coordinates by -1. Now consider the following function $\mathbb{P}_k^3 \to k$, \hspace{1cm}
which sends

$$(a, b, c, d) \mapsto \left( \frac{ab}{cd}, \frac{ac}{bd}, \frac{ad}{bc} \right)$$

where $a, b, c, d \in k$, $abcd \neq 0$.

This function takes a different value on each of the four sets in (4.1.25), as the following table shows (again we use the assumptions from (4.0.2) on the parameters):

<table>
<thead>
<tr>
<th>Representative</th>
<th>$(\frac{ab}{cd}, \frac{ac}{bd}, \frac{ad}{bc})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(1, i, i, 1)$</td>
<td>$(1, 1, -1)$</td>
</tr>
<tr>
<td>$(-1, \beta, -\gamma, \alpha)$</td>
<td>$(-1, -\beta, -\gamma)$</td>
</tr>
<tr>
<td>$(\alpha, -1, \gamma)$</td>
<td>$(\alpha, -1, \gamma)$</td>
</tr>
<tr>
<td>$(-\alpha, \beta, 1)$</td>
<td>$(-\alpha, \beta, 1)$</td>
</tr>
</tbody>
</table>

This shows that the four sets in (4.1.25) are disjoint, from which the result follows.

\[\square\]

**Remark 4.1.26.** The points in (4.1.24) were discovered through the use of computer calculations for specific parameter choices. The solutions obtained indicated the general form of the points stated above.

We now introduce some new notation.

**Notation 4.1.27.** Recall the definition of $\pi_1$ given in Notation 2.1.28. Define $\Gamma'$ to be the set of points $\pi_1(q)$ for $q$ in (4.1.24). Thus $|\Gamma'| = 16$, with Lemma 4.1.23 implying that $\Gamma' \cup \{e_0, e_1, e_2, e_3\} \subset \Gamma$.

Whilst we have not yet proved that the 20 points in Lemma 4.1.23 constitute the whole of $\Gamma_2$, we can still find the order of $\phi$.

**Lemma 4.1.28.** The scheme automorphism $\phi$ has order 2. In particular, it fixes 8 of the points given in Lemma 4.1.23.

**Proof.** We will exploit some of the observations made after [74, Definition 1.4] with regard to graded skew Clifford algebras, which remain valid in our situation. Notice that the multilinearisations in (4.1.20) are invariant under the map $v_{i_1} \leftrightarrow v_{i_2}$. Thus $\Gamma_2$ is invariant under the automorphism which switches components of the ambient space $\mathbb{P}^3_k \times \mathbb{P}^3_k$. 


Combining this observation with the description of $\Gamma_2$ in (4.1.21), we conclude that $(p, p^\phi) \in \Gamma_2$ if and only if $(p^\phi, p) \in \Gamma_2$. But $\Gamma_2$ is the graph of $\Gamma$ under the automorphism $\phi$, hence we must have $p = p^{\phi^2}$. Consequently, $\phi$ has order at most 2.

It is clear by observation that 8 of the points in $\Gamma$ exhibited in Lemma 4.1.23 are fixed by $\phi$, including those of the form $e_j$. The remaining 12 points of $\Gamma$ that we have given each have order 2 under this automorphism. Consequently, $\phi$ has order 2.

We end this section by remarking that the conclusion of Lemma 4.1.28 is surprising, since generically the associated automorphism of the point scheme of $A(\alpha, \beta, \gamma)$ will have infinite order.

### 4.2 Modules over the twist

In this section we study modules over $A(\alpha, \beta, \gamma)^G, \mu$, which will be denoted by $A^{G,\mu}$ when it is possible to omit the parameters. Our first result does not fit neatly into one of the sections that follows, thus we state it here. It concerns the dimension of the line scheme of $A^{G,\mu}$ – we will use the formulation of the line scheme that is used in [56, Lemma 2.5].

**Proposition 4.2.1.** Assume that $\text{char}(k) = 0$. Then the line scheme of $A(\alpha, \beta, \gamma)^{G,\mu}$ is 1-dimensional for generic parameters.

**Proof.** A relation in $A^{G,\mu}$ can be written in the form $\sum_{i=1}^6 t_i f_i^\mu$ for some scalars $t_i \in k$. The line scheme of $A^{G,\mu}$ is the locus $(t_1, \ldots, t_6) \in \mathbb{P}_k^6$ for which the matrix

$$
\begin{pmatrix}
0 & t_1 + t_2 & t_3 + t_4 & t_5 + t_6 \\
t_2 - t_1 & 0 & \gamma t_5 + t_6 & \beta t_3 - t_4 \\
t_4 - t_3 & t_6 - \gamma t_5 & 0 & -\alpha t_1 - t_2 \\
t_6 - t_5 & -\beta t_3 - t_4 & \alpha t_1 - t_2 & 0
\end{pmatrix}
$$

has rank less than 3 by [56, Lemma 2.5]. The Macaulay2 code given by Code B.1.1 in Appendix B.1 shows that this scheme is indeed 1-dimensional. Of course, this code is only valid in characteristic 0 and for generic parameters, hence our assumptions. \qed
4.2.1 Point modules and their annihilators

We already know the existence of 20 isomorphism classes of point modules through their parameterisation by $\Gamma$ (see Notation 4.1.27). We study the point modules corresponding to these 20 points, although some of our results hold for a general point module. Since we show that there are no further point modules up to isomorphism in Theorem 4.2.20, such considerations will eventually prove superfluous.

Let us first describe the behaviour of point modules of $A^G_{\mu}$ under the twisting operation. To avoid confusion we introduce the following notation.

**Notation 4.2.2.** Point modules over $A$ will be denoted by $M_p$, while those over $A^G_{\mu}$ will be denoted by $\tilde{M}_p$.

**Proposition 4.2.3.** Let $\tilde{M}_p = A^G_{\mu} / I_p$ denote the point module corresponding to the point $p \in \Gamma$. If $p$ is fixed by $\phi$ then $I_p$ is a two-sided ideal and $\tilde{M}_p \cong \tilde{M}_p[1]_{\geq 0}$. If $p^\phi \neq p$ then we have isomorphisms $\tilde{M}_{p^\phi} \cong \tilde{M}_p[1]_{\geq 0}$ and $\tilde{M}_p \cong \tilde{M}_{p^\phi}[1]_{\geq 0}$.

**Proof.** Since $\phi$ has order 2, this is a consequence of Theorem 2.1.26 and Definition 2.1.25. \hfill \Box

We will now consider the annihilators of these modules. Our first observation is that all such ideals are prime; point modules are 1-critical and therefore by [8, Proposition 2.30(vi)] their annihilators are prime ideals.

For a point module $\tilde{M}_p$ with $p \in \Gamma$, one has

$$\text{Ann}_{A^G_{\mu}}(\tilde{M}_p) = \bigcap_{n \in \mathbb{N}} \text{Ann}_{A^G_{\mu}}(\tilde{M}_p)_n.$$ 

Suppose that $p$ is fixed by $\phi$. The annihilator of each graded piece of $\tilde{M}_p$ is the same, since it is isomorphic to its shifts by Proposition 4.2.3. Thus the annihilator of such a point module is precisely the defining ideal of the point module, which is two-sided by the same result.

On the other hand, the annihilator of the point modules which have order 2 under the shift is $\text{Ann}_{A^G_{\mu}}(\tilde{M}_p)_0 \cap \text{Ann}_{A^G_{\mu}}(\tilde{M}_p)_1$. By Proposition 4.2.3 the annihilator of such a module is $I_p \cap I_{p^\phi}$. In particular, this means that this intersection of right ideals is a two-sided ideal.
From now until the beginning of §4.2.2 let us assume that \( p \) has order 2 under \( \phi \).

We would like to determine the answers to the following two questions:

**Questions 4.2.4.**

(i) What is the Hilbert series of \( I_p \cap I_{p^\phi} \)?

(ii) Can generators for this ideal be found?

In order to answer Question 4.2.4(i), we will use the isomorphism of vector spaces

\[
\frac{I_p}{I_p \cap I_{p^\phi}} \cong \frac{I_p + I_{p^\phi}}{I_{p^\phi}}.
\]  
(4.2.5)

This allows us to prove the following lemma.

**Lemma 4.2.6.** Let \( p \in \Gamma \) be a point such that \( p^\phi \not= p \). Then \( I_p + I_{p^\phi} \) contains two elements of degree 1 and has codimension 2 inside \( A^{G,\mu}_G \) in all higher degrees.

**Proof.** Since \((I_p)_1\) and \((I_{p^\phi})_1\) both have codimension 1 inside \( A^{G,\mu}_G \), if \( A^{G,\mu}_G \not\subset I_p + I_{p^\phi} \) then we would have \( I_p = I_{p^\phi} \), which is a contradiction. Thus \( A^{G,\mu}_G \subset I_p + I_{p^\phi} \). By Theorem 4.1.6, \( A^{G,\mu}_G \) is generated in degree 1, thus \( A^{G,\mu}_G \geq 1 = I_p + I_{p^\phi} \).

Using this information together with (4.2.5) allows us to obtain the following relation of Hilbert series:

\[
H_{I_p \cap I_{p^\phi}}(t) = H_{I_p}(t) + H_{I_{p^\phi}}(t) - H_{A^{G,\mu}_{\geq 1}}(t) = 2 \left( \frac{1}{(1 - t)^4} - \frac{1}{(1 - t)} \right) - \left( \frac{1}{(1 - t)^4} - 1 \right) = \frac{1 - (1 - t)^3(1 + t)}{(1 - t)^4}.
\]

Thus \( H_{A^{G,\mu}/(I_p \cap I_{p^\phi})} = \frac{1 + t}{1 + t} \). Consequently, the ideal \( I_p \cap I_{p^\phi} \) has codimension 2 in all degrees greater than 0, which proves the result.

We can now describe the generators of the intersection \( I_p \cap I_{p^\phi} \), thus providing an answer to Question 4.2.4(ii).

**Proposition 4.2.7.** Let \( p \in \Gamma' \) be a point for which \( p^\phi \not= p \). Then \( I_p \cap I_{p^\phi} \) is generated as a two-sided ideal by two degree 1 elements. The generators of this ideal for each of the 6 orbits of order 2 are given respectively by:

(i) \((rs v_0 + v_1, r v_3 - s v_2)\) for \( r = \gamma^{-\frac{1}{2}}, \ s = \pm \beta^{-\frac{1}{2}} \);

(ii) \((rs v_0 + v_2, s v_1 - r v_3)\) for \( r = i \gamma^{-\frac{1}{2}}, \ s = \pm i \alpha^{-\frac{1}{2}} \);

(iii) \((rs v_0 - v_3, r v_2 + s v_1)\) for \( r = -\beta^{-\frac{1}{2}}, \ s = \pm i \alpha^{-\frac{1}{2}} \).
Moreover, the factor ring $A^G/\mathcal{I}_p \cap \mathcal{I}_p\phi$ is isomorphic to the quotient of a skew polynomial ring by a central regular element of degree 2.

**Proof.** One can see that $(\mathcal{I}_p \cap \mathcal{I}_p\phi)_1$ certainly contains the two elements given in the statement of the proposition in each case. We will factor out the two-sided ideal generated by these two elements and show that the factor ring obtained has the Hilbert series $1 + \frac{t}{1 - t}$. By Lemma 4.2.6, this is sufficient to prove the result.

Let us first consider case (i). It is clear that the factor ring is generated as an algebra by $v_0$ and $v_2$. The relations of $A^G$ can be rewritten in terms of these two elements; the relations $f_i^\mu$ for $i = 1, 3, 5$ lie in the ideal $(rs v_0 + v_1, rv_3 - sv_2)$, while the remaining relations can be rewritten in the following manner:

$$f_2^\mu \rightsquigarrow r s v_0^2 + \frac{s}{r} v_2^2, \quad f_4^\mu \rightsquigarrow (1 + s^2)[v_0, v_2]_+, \quad f_6^\mu \rightsquigarrow \left(\frac{1}{r} - r\right)[v_0, v_2]_+.$$  

Note that any cancellation involving $r$ and $s$ needed to determine these ‘new’ relations does not depend on the sign of the scalar $s$, hence is valid for both choices.

Since $\beta \neq 0, -1$ and $\gamma^2 \neq 1$, we must have

$$\frac{A^G}{(rs v_0 + v_1, rv_3 - sv_2)} \cong \frac{k\{v_0, v_2\}}{(v_0 v_2 + v_2 v_0, v_0^2 + \gamma v_1^2)},$$

as $k$-algebras. This is a factor ring of the quantum plane $k_{-1}[v_0, v_2]$ by the ideal generated by a central regular element of degree 2. Such a ring has Hilbert series $(1 + t)/(1 - t)$, therefore the annihilator must be generated by the two elements as claimed.

The remainder of the proof comprises the same argument repeated in the other cases. In case (ii) the factor ring obtained by factoring out the two-sided ideal generated by $rs v_0 + v_2$ and $sv_1 - rv_3$ is generated as an algebra by $v_0$ and $v_1$. The relations of $A^G$ can be rewritten in terms of the two algebra generators; as in case (i), the relations $f_i^\mu$ for $i = 1, 3, 5$ lie in the ideal $(rs v_0 + v_2, sv_1 - rv_3)$, while the others can be rewritten as follows:

$$f_2^\mu \rightsquigarrow (1 + s^2)[v_0, v_1]_+, \quad f_4^\mu \rightsquigarrow rs v_0^2 + \frac{s}{r} v_1^2, \quad f_6^\mu \rightsquigarrow \left(\frac{1}{r} + r\right)[v_0, v_1]_+.$$  

Since $\alpha \neq 0, 1$ and $\gamma^2 \neq 1$, we must have

$$\frac{A^G}{(rs v_0 + v_2, sv_1 - rv_3)} \cong \frac{k\{v_0, v_1\}}{(v_0 v_1 + v_1 v_0, v_0^2 - \gamma v_1^2)},$$
as \( k \)-algebras. Once again, the factor ring is a factor of a skew polynomial ring by a central regular element of degree 2 and has the correct Hilbert series.

Moving on to case (iii), the factor ring obtained by factoring out the two-sided ideal generated by \( rs v_0 - v_3 \) and \( rv_2 + sv_1 \) is generated as an algebra by \( v_0 \) and \( v_1 \). Rewriting the relations of \( A^{G,\mu} \) in terms of the two algebra generators we find that the relations \( f_i^\mu \) for \( i = 1, 3, 5 \) lie in the ideal \( (rs v_0 - v_3, rv_2 + sv_1) \), while the remaining relations can be transformed to the forms given below:

\[
f_2^\mu \rightsquigarrow (1 - s^2)[v_0, v_1]_+, \quad f_4^\mu \rightsquigarrow \left( r - \frac{1}{r} \right) [v_0, v_1]_+, \quad f_6^\mu \rightsquigarrow rsv_0^2 + \frac{s}{r}v_2^2.
\]

Since \( \alpha \neq 0, -1 \) and \( \beta^2 \neq 1 \), we have an isomorphism of \( k \)-algebras

\[
\frac{A^{G,\mu}}{(rs v_0 - v_3, rv_2 + sv_1)} \cong \frac{k\{v_0, v_1\}}{(v_0v_1 + v_1v_0, v_0^2 + \beta v_1^2)}.
\]

As in the previous cases, this factor ring is a quotient of a skew polynomial ring by a central regular element of degree 2. The factor ring therefore has the correct Hilbert series, which completes the proof.

The Hilbert series of these factor rings — after removing the degree 0 piece — is that of a fat point module of multiplicity 2. Despite this, one can see that they are not 1-critical as modules over \( A^{G,\mu} \) because they have GK dimension 1 factor modules, namely the point modules \( \tilde{M}_p \) and \( \tilde{M}_{p^p} \).

### 4.2.2 Fat point modules of multiplicity 2

Our aim in this section is to apply the results from §3.3 to \( A \) and \( A^{G,\mu} \). To see that both of these algebras satisfy Hypotheses 3.3.1 one can use Theorem 4.1.6, as well as noting that the action of \( G \) on \( A^{G,\mu} \) is chosen to be that which induces the \( G \)-grading inherited from \( A \).

Before giving our first result we recap some of the geometry associated to \( A \). We recall that the parameters associated to \( A \) satisfy (4.0.2), with the following information depending upon this fact. As proved in [60, Propositions 2.4 and 2.5], the point modules over \( A \) are parameterised by points on a smooth elliptic curve \( E \subset \mathbb{P}^3_k \) and four extra points \( e_j \) as in (4.1.22). In [60, Corollary 2.8] it is shown that the automorphism associated to the point scheme fixes the four exceptional points and is given by a translation \( \sigma \) on \( E \).
In order to apply the machinery of §3.3 we need to following result.

**Lemma 4.2.8.** For all \( p \in E \) at least three coordinates of \( p \) are non-zero. Furthermore, the action of \( G \) on the point scheme of \( A \) restricts to \( E \).

**Proof.** Assume that \( p = (p_0, p_1, p_2, p_3) \in E \). We will use [60, Proposition 2.5], which describes the homogeneous coordinate ring of \( E \):

\[
k[y_0, y_1, y_2, y_3] = \left( y_0^2 + y_1^2 + y_2^2 + y_3^2, y_1^2 + (1 - \gamma) y_2^2 + \left( \frac{1 + \gamma}{1 + \alpha} \right) y_3^2 \right).
\]

(4.2.9)

The action of \( G \) on the point scheme of \( A \) is described prior to Lemma 3.3.7, see (3.3.8) in particular. It is clear from that equation and (4.2.9) above that if \( p \in E \) then \( p^g \in E \) for all \( g \in G \).

Let us now prove the other part of the result. Since \( e_j \notin E \) for \( j = 0, 1, 2, 3 \) we can assume that at least two coordinates of \( p \) are non-zero. If there were two non-zero entries, \( p_l \) and \( p_m \) say, then the equations defining \( E \) would reduce to the form

\[
p_l^2 + p_m^2 = \lambda p_m^2 = 0,
\]

for some \( \lambda \in k \). The only solution when \( \lambda \neq 1 \) is \( p_l = p_m = 0 \), which results in a contradiction. If \( \lambda = 1 \) then either \( \frac{1 - \gamma}{1 + \alpha} = 1 \) or \( \frac{1 + \gamma}{1 - \beta} = 1 \) or \( \frac{1 - \gamma}{1 + \alpha} = \frac{1 + \gamma}{1 - \beta} \).

If \( \frac{1 - \gamma}{1 + \alpha} = 1 \) then one has \( \alpha = -\gamma \), in which case \( \beta = 0 \) or \( \gamma = \pm 1 \), contradicting (4.0.2). Similarly, if \( \frac{1 + \gamma}{1 - \beta} = 1 \) then \( \beta = -\gamma \), whereupon \( \alpha = 0 \) or \( \gamma = \pm 1 \). Once again, such parameters are not permitted by (4.0.2). Finally, assume that \( \frac{1 - \gamma}{1 + \alpha} = \frac{1 + \gamma}{1 - \beta} \). In this case one has \((1 - \beta)(1 - \gamma) = (1 + \alpha)(1 + \gamma)\), which can be rearranged to \( \alpha = -\beta \) by using (4.0.3). This forces \( \gamma = 0 \) or \( \beta = \pm 1 \), contradicting (4.0.2) again.

The parameterisation described in the following result also has a geometric interpretation, as can be seen from Proposition 5.3.27.

**Proposition 4.2.10.** \( A^{G,\mu} \) has a family of fat point modules of multiplicity 2 parameterised up to isomorphism by the \( G \)-orbits of \( E \).

**Proof.** Let \( p \in E \). By Lemma 4.2.8 at least three coordinates of \( p \) are non-zero and the action of \( G \) on the point scheme preserves \( E \). Thus one may apply Proposition 3.3.5 to obtain a fat point module \( M_p^2 \) over \( A^{G,\mu} \). By Corollary 3.3.16 the only isomorphisms between such modules in grmod\((A^{G,\mu})\) are of the form \( M_p^2 \cong M_{p^g}^2 \) for \( g \in G \).
Remarks 4.2.11. (i) In fact, there are no further isomorphisms between the corresponding fat points in $\text{qgr}(A^G,\mu)$, although we will only prove this in Corollary 5.3.7.

(ii) If one tries to apply the construction of Proposition 3.3.5 to the point modules $M_{e_j}$, one does not obtain any fat point modules. In fact, the right $M_2(A)$-module $\tilde{M}_{e_j}^2$ becomes isomorphic to the direct sum $\tilde{M}_{e_j}^2$ upon restriction to $A^G,\mu$.

We will use $[p]$ to denote the $G$-orbit of a point $p \in \mathbb{P}^3_k$, when necessary it will be made clear whether this point lies on $E$ or in $\Gamma$, where $\Gamma$ is the point scheme of $A^G,\mu$. This notation allows us to define for all $p \in E$ the right $A^G,\mu$-module $\tilde{F}[p] := M_p^2$; Proposition 4.2.10 implies that this is well-defined and furthermore this notation is in harmony with that introduced in Notation 4.2.2.

Our next aim is to reverse the process of Proposition 4.2.10 by taking direct sums of point modules over $A^G,\mu$. Before doing so we need to introduce some preliminary material, including the following result regarding the action of $G$ on the point scheme $\Gamma$.

Lemma 4.2.12. Consider $\Gamma' \cup \{e_0, e_1, e_2, e_3\}$, which is contained in the point scheme $\Gamma$. Under the action of $G$ on $\Gamma$ described prior to Lemma 3.3.7, $\Gamma' \cup \{e_0, e_1, e_2, e_3\}$ decomposes as the union of 8 $G$-orbits:

- **Singleton orbits:** $[e_0]$, $[e_1]$, $[e_2]$, $[e_3]$.
- **Order 4 orbits:**
  \[
  \begin{align*}
  &\left(1, (\beta\gamma)^{-\frac{1}{2}}, -\gamma^{-\frac{1}{2}}, \beta^{-\frac{1}{2}}\right), \left(1, i\gamma^{-\frac{1}{2}}, (\alpha\gamma)^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}\right), \\
  &\left(1, \beta^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}, i(\alpha\beta)^{-\frac{1}{2}}\right), \left[(1, i, i, 1)\right].
  \end{align*}
  \] (4.2.13)

Furthermore, if $[p]$ is an order 4 orbit in (4.2.13) then there exists $h \in G$ such that $(p^g)^\phi = (p^h)^b$ for all $g \in G$. That is, the restriction of $\phi$ to each orbit of order 4 coincides with the action of a particular element of $G$.

Proof. One can use (3.3.8) to verify that the orbits under the action of $G$ are as stated in (4.2.13).

Let us now address the second part of the statement of the lemma. Since $[(1, i, i, 1)]$ is fixed pointwise by $\phi$, it is clear that for $p \in [(1, i, i, 1)]$ one has $p^\phi = p^e$. Thus the identity element is associated to this orbit. For representatives of the remaining three...
orbits of order 4, we exhibit in (4.2.14) the group element associated to their orbit:

\[
\begin{align*}
(1, (\beta \gamma)^{-\frac{1}{2}}, -\gamma^{-\frac{1}{2}}, \beta^{-\frac{1}{2}}) & = (1, (\beta \gamma)^{-\frac{1}{2}}, -\gamma^{-\frac{1}{2}}, \beta^{-\frac{1}{2}})^{g_1}, \\
(1, i\gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}) & = (1, i\gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}})^{g_2}, \\
(1, \beta^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}, i(\alpha \beta)^{-\frac{1}{2}}) & = (1, \beta^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}, i(\alpha \beta)^{-\frac{1}{2}})^{g_1g_2}.
\end{align*}
\]

One can see that there is a 1-1 correspondence between elements of \(G\) and order 4 orbits of \(\Gamma\) that we have discovered so far.

Assume now that \(\sigma\), the associated automorphism of the point scheme of \(A\), has infinite order. In [61], Smith and Staniszkis classify fat point modules of all multiplicities over \(A\) under this assumption on \(\sigma\). Their classification is a by-product of their work classifying the finite-dimensional simple \(A\)-modules. As the final remark in §4 op. cit. states, their work shows that there are four non-isomorphic fat point modules of each multiplicity \(m \geq 2\). These modules can be denoted by \(F(\omega^{\sigma^{-m-1}})\) for some 2-torsion point \(\omega \in E_2\). This notation is natural since \(F(\omega^{m-1})\) arises as the quotient of any line module \(M_{p,q}\) associated to points \(p, q \in E\) such that \(p + q = \omega^{m-1}\).

Let us now state a result relating point modules over \(A^{G,\mu}\) with fat point modules of multiplicity 2 over \(A\). Beforehand, recall from Notation 4.2.2 that we use tildes to denote point modules over \(A^{G,\mu}\).

**Proposition 4.2.15.** Consider \(A\) as the invariant subring \(M_2(A^{G,\mu})^G\). Four isomorphism classes of fat point modules of multiplicity 2 over \(A\) arise as the restriction of modules of the form \(\widetilde{M}_p^2\), where \(\widetilde{M}_p\) is a point module over \(A^{G,\mu}\). When \(|\sigma| = \infty\) one recovers in this manner all four fat point modules of multiplicity 2 over \(A\).

**Proof.** We remark that \(A^{G,\mu}\) satisfies Hypotheses 3.3.1, in which case we have the tools of §3.3 at our disposal. Consider the 16 points in \(\Gamma'\), which arise from the projection to the first coordinate of those in (4.1.24). By our assumption on scalars from (4.0.2), each of these points has at least three non-zero coordinates. Thus by Proposition 3.3.5 one can construct 16 fat point modules of multiplicity 2 over \(A\), of the form \(\widetilde{M}_p^2\).

The 16 points we are considering are partitioned into the four \(G\)-orbits described in (4.2.13). Thus by Corollary 3.3.16 there are precisely four isomorphism classes of such fat point modules. When \(|\sigma| = \infty\), the work in [61] shows that there are precisely four isomorphism classes of fat point modules of multiplicity 2. Thus, under
that hypothesis we recover each of these classes using the construction of Proposition 3.3.5.

**Remark 4.2.16.** Applying the construction of Proposition 3.3.5 to the point modules \( \tilde{M}_{e_j} \) produces behaviour like that explained in Remarks 4.2.11(ii). The right \( M_2(A^{G,\mu}) \)-module \( \tilde{M}_{e_j}^2 \) becomes isomorphic to the direct sum \( M_{2,\mu}^e \) upon restriction to \( A \).

Let \( p \in \Gamma' \). Proposition 4.2.15 allows us to associate a 2-torsion point \( \omega_p \) with \( p \). Thus \( F(\omega_p) \) denotes the fat point module over \( A \) which is isomorphic to the restriction of the \( M_2(A^{G,\mu}) \)-module \( \tilde{M}_{p^\phi}^2 \) for all \( g \in G \).

**Corollary 4.2.17.** Assume that \( |\sigma| = \infty \) and let \( p \in \Gamma' \) have order 2 under \( \phi \). When regarded as a right \( A \)-module by restriction, the \( M_2(A^{G,\mu}) \)-module \( (N_p[1]_{\geq 0})^2 \) has a critical composition series of length 2. Both of the composition factors are isomorphic to the fat point module \( F(\omega_p) \).

**Proof.** Consider the following chain of \( M_2(A^{G,\mu}) \)-submodules of \( (N_p[1]_{\geq 0})^2 \):

\[
(N_p[1]_{\geq 0})^2 = \left( \left( \frac{A^{G,\mu}}{I_p \cap I_p^\phi} \right)[1]_{\geq 0} \right)^2 \supseteq \left( \left( \frac{I_p}{I_p \cap I_p^\phi} \right)[1]_{\geq 0} \right)^2 \supseteq 0. \tag{4.2.18}
\]

Recall from the proof of Lemma 4.2.6 that \( A_{\geq 1}^{G,\mu} = I_p + I_p^\phi \). Using this fact and the second isomorphism theorem for modules, the middle term in (4.2.18) can be rewritten as follows:

\[
\left( \left( \frac{I_p}{I_p \cap I_p^\phi} \right)[1]_{\geq 0} \right)^2 \cong \left( \left( \frac{I_p + I_p^\phi}{I_p^\phi} \right)[1]_{\geq 0} \right)^2 = \left( \left( \frac{A_{\geq 1}^{G,\mu}}{I_p^\phi} \right)[1]_{\geq 0} \right)^2.
\]

By Proposition 4.2.3 this module is isomorphic to \( \tilde{M}_{p^\phi}^2 \) as a right \( M_2(A^{G,\mu}) \)-module. The other factor of the chain of submodules in (4.2.18) can be seen to be isomorphic to \( \tilde{M}_{p^\phi}^2 \), by using the third isomorphism theorem and Proposition 4.2.3 once again. Lemma 4.2.12 implies that \( p^\phi \in [p] \), since \( p^\phi = p^g \) for the group element \( g \) associated to the orbit \( [p] \).

One can therefore use Proposition 4.2.15 to conclude that, on restriction to modules over \( A \), both of the factors of the chain in (4.2.18) are isomorphic to a fat point module.
of the form $F(\omega_{[p]}^\sigma)$. Thus the chain in (4.2.18) is a critical composition series for $(N_p[1]_{\geq 0})^2$ of length 2.

We have seen in Propositions 4.2.10 and 4.2.15 that by taking direct sums of point modules over $A$ and $A^{G,\mu}$ we can recover fat point modules of multiplicity 2 over the other algebra. The next result shows that this relationship is reciprocal – direct sums of fat point modules over one algebra decompose as direct sums of point modules on restriction to the other algebra.

**Proposition 4.2.19.** Assume that $|\sigma| = \infty$.

(i) Let $p \in E$ and $\omega \in E_2$. On restriction to a module over $A = M_2(A^{G,\mu})^G$, one has $(\tilde{F}_{[p]})^2 \cong \bigoplus_{g \in G} M_{p^g}$.

(ii) Now let $p \in \Gamma'$. The $M_2(A)$-module $F(\omega_{[p]}^\sigma)^2$ is isomorphic upon restriction to $A^{G,\mu}$ to the direct sum $\bigoplus_{g \in G} \widetilde{M}_{p^g}$. In this manner one recovers all 16 point modules of $A^{G,\mu}$ associated to points in $\Gamma'$.

**Proof.** One can prove both (i) and (ii) by a direct application of Proposition 3.3.11. We elaborate the argument with respect to the final statement of (ii). This holds because each $G$-orbit $[p] \subset \Gamma'$ corresponds uniquely to a fat point module $F(\omega_{[p]}^\sigma)^2$ over $A$ by Proposition 4.2.15. Proposition 3.3.11 then implies that taking a direct sum of this fat point module and restricting returns the $A^{G,\mu}$-module $\bigoplus_{g \in G} \widetilde{M}_{p^g}$. $\square$

We can now prove that the point scheme of $A^{G,\mu}$ consists of precisely 20 points.

**Theorem 4.2.20.** Assume that $|\sigma| = \infty$. Then $\Gamma$, the point scheme of $A^{G,\mu}$, has the form

$$\Gamma = \Gamma' \cup \{e_0, e_1, e_2, e_3\}.$$  

Thus $\Gamma$ contains 20 points, each of which has multiplicity 1.

**Proof.** Suppose that $\widetilde{M}_p$ is a point module over $A^{G,\mu}$, where $p \in \mathbb{P}_k^3$. We claim that if $p \neq e_j$ then at least three coordinates of $p$ are non-zero. To see this, consider the
following manner of expressing the multilinearisations in (4.1.20):

\[
\begin{pmatrix}
-v_{11} & v_{01} & \alpha v_{31} & -\alpha v_{21} \\
v_{11} & v_{01} & -v_{31} & -v_{21} \\
-v_{21} & -\beta v_{31} & v_{01} & \beta v_{11} \\
v_{21} & -v_{31} & v_{01} & -v_{11} \\
-v_{31} & -\gamma v_{21} & \gamma v_{11} & v_{01} \\
v_{31} & v_{21} & v_{11} & v_{01}
\end{pmatrix}
\cdot
\begin{pmatrix}
v_{02} \\
v_{12} \\
v_{22} \\
v_{32}
\end{pmatrix} = 0.
\tag{4.2.21}
\]

We know that \((p, p^\phi)\) is a solution to these equations, i.e. \((p, p^\phi) \in \Gamma_2\). Furthermore, as \(\phi\) is an automorphism this is the unique point \(q \in \Gamma_2\) for which \(p = \pi_1(q)\). In particular, this implies that when the coordinates of \(p\) are substituted into the left-hand matrix in (4.2.21), that matrix must have rank less than or equal to 3.

Suppose, therefore, that two coordinates of \(p\) are zero. We may assume that the remaining two coordinates are non-zero, otherwise \(p\) would be one of the four points of the form \(e_j\). Recall that we have assumed that \(\{\alpha, \beta, \gamma\} \cap \{0, \pm 1\} = \emptyset\). This assumption implies that the matrix in (4.2.21) has rank at least 4, regardless of which two coordinates of \(p\) are zero. Thus we may assume that at least three coordinates of \(p\) are non-zero.

The construction of Proposition 3.3.5 shows that \(\tilde{M}^2_p\) is a fat point module of multiplicity 2 over \(A\). But when \(|\sigma| = \infty\) there are only four such modules up to isomorphism, hence we know that \(\tilde{M}^2_p\) must be isomorphic to one of them. Proposition 4.2.19 implies that there exists some point \(z \in \Gamma'\) for which \(\tilde{M}^2_p \cong F(\omega^\sigma_{[z]})\) as right \(A\)-modules.

Applying Proposition 3.3.11 to \(\tilde{M}^2_p\) produces the right \(A^{G,\mu}\)-module \(\bigoplus_{g \in G} \tilde{M}^2_{pg}\). Using the decomposition of the right \(A^{G,\mu}\)-module \((F(\omega^\sigma_{[z]}))^2\) from Proposition 4.2.19, we must have an isomorphism

\[
\bigoplus_{g \in G} \tilde{M}^2_{pg} \cong \bigoplus_{g \in G} \tilde{M}_{z^g},
\tag{4.2.22}
\]

of right \(A^{G,\mu}\)-modules. But by [58, Proposition 1.5] the factors in a critical composition series of a f.g. \(\mathbb{N}\)-graded module of GK dimension 1 are unique up to permutation and isomorphism in high degree.

That result applies to the modules in (4.2.22), hence we may conclude that \(\pi(\tilde{M}_p) \cong \pi(\tilde{M}_{z^g})\) in \(\text{qgr}(A^{G,\mu})\) for some \(g \in G\). This implies the existence of \(n \in \mathbb{N}\) such that
\[ \widetilde{M}_{\phi^n} \cong \widetilde{M}_{(z^n)\phi^n} \text{ in } \text{gr}(A^{G,\mu}). \] Since \( \Gamma \) parameterises isomorphism classes of point modules over \( A^{G,\mu} \) and \( \phi \) is an automorphism, we may conclude that \( p = z^g \).

To finish the proof, observe that Proposition 2.1.32 implies that each of the 20 points in \( \Gamma \) has multiplicity 1.

Recall the discussion in §2.1.3 regarding algebras with a 0-dimensional point scheme and a 1-dimensional line scheme being determined by this data. Propositions 4.2.1 and 4.2.20 imply that \( A^{G,\mu} \) is a desirable AS-regular algebra to study in light of its associated geometry.

Figure 4.2.23 illustrates the behaviour of 1-critical modules of small multiplicity over \( A \) and \( A^{G,\mu} \) that we have uncovered in §4.2.2. We write \( E^G := E/G \) to denote the orbit space of \( E \) under the group action – this will be shown in Lemma 5.3.10 to be an elliptic curve. Bold points and lines represent modules of multiplicity 2, while those which are in regular font represent modules of multiplicity 1. The isomorphisms above right-pointing arrows arise by restricting \( M_2(A) \)-modules to \( A^{G,\mu} \), whereas those above arrows pointing to the left arise by restricting \( M_2(A^{G,\mu}) \)-modules to \( A \). For example, the top right-facing arrow illustrates the construction of fat point modules over \( A^{G,\mu} \) given in Proposition 4.2.10, while the left-facing arrow directly below it refers to the ‘reverse process’ of Proposition 4.2.19.
\[ \text{grmod}_{1-\text{crit}}(A) \quad \text{grmod}_{1-\text{crit}}(A^{G,\mu}) \]

\[ \begin{array}{c}
E \\
\bigoplus \tilde{M}_{p} \\
\bigoplus g \in G \tilde{M}_{p^g} \\
\bigoplus g \in G \tilde{M}_{e_j} \\
\tilde{M}_{e_j} \\
\end{array} \]

\[ \begin{array}{c}
\tilde{F}_{[p]} \\
\tilde{F}_{[p]} \\
\tilde{F}_{[p]} \\
\tilde{F}_{[p]} \\
\end{array} \]

\[ \begin{array}{c}
F(\omega_{[p]}^\sigma)^2 \cong \bigoplus g \in G \tilde{M}_{p^g} \\
F(\omega_{[p]}^\sigma) \\
\tilde{M}_{p}^2 \cong F(\omega_{[p]}^\sigma) \\
M_{e_j} \\
\tilde{M}_{e_j} \\
\end{array} \]

Figure 4.2.23: 1-critical modules of small multiplicities over \( A \) and \( A^{G,\mu} \)
Chapter 5

Twisting a factor ring of the Sklyanin algebra

The 4-dimensional Sklyanin algebra $A(\alpha, \beta, \gamma)$ contains two central elements of degree 2; this is proved in [60, Corollary 3.9], with such elements having the form

$$\Omega_1 := -x_0^2 + x_1^2 + x_2^2 + x_3^2, \quad \Omega_2 := x_1^2 + \left(\frac{1 + \alpha}{1 - \beta}\right)x_2^2 + \left(\frac{1 - \alpha}{1 + \gamma}\right)x_3^2.$$

(5.0.1)

The same result shows that there is a isomorphism between the ring obtained by factoring out the ideal generated by these two central elements and the twisted homogeneous coordinate ring $B(E, L, \sigma)$. Recall that $E$ is a smooth elliptic curve, $L := \mathcal{O}_E(1)$ a very ample invertible sheaf with 4 global sections, and $\sigma$ an automorphism of $E$ given by translation by a point.

In this chapter we will assume the following hypothesis, which we highlight to avoid repetition. We remark that there are no known conditions on the parameter triple $(\alpha, \beta, \gamma)$ which imply that it is true.

**Hypothesis 5.0.2.** The automorphism $\sigma$ has infinite order.

Since $\sigma$ is given by a translation by a point, under Hypothesis 5.0.2 there are no points fixed by $\sigma$. The ring $B(E, L, \sigma)$ will be denoted by $B$ whenever there is no ambiguity in doing so.

The aim of the chapter is to investigate a twist of $B$ related to the twist that we studied in Chapter 4. The twist — which we denote by $B^{G, \mu}$ — is shown in Theorem 5.1.5 to be Auslander-Gorenstein and Cohen-Macaulay. We then establish the centre
of the twist in Proposition 5.1.10, which allows us to determine the centre of \( A^{G,\mu} \)
in Corollary 5.1.11. The main result of this chapter appears in §5.3, in which we study \( B^{G,\mu} \) in terms of Artin and Stafford’s classification of noncommutative curves; Theorem 5.3.9 describes the twist in terms of geometry, and this description allows us to determine the irreducible objects in \( \text{qgr}(B^{G,\mu}) \) in Proposition 5.3.24.

### 5.1 Properties of the twist

In this section we give some elementary properties of \( B^{G,\mu} \). Let us consider the grading defined on \( A \) by (4.1.2). The two central elements exhibited in (5.0.1) are homogeneous with respect to both this grading and the \( \mathbb{N} \)-grading. This means that the cocycle twist performed in §4.1 can also be applied to \( B \). In addition, \( \Omega_1 \) and \( \Omega_2 \) lie in the identity component of the \( G \)-grading. Using Lemma 3.2.1 we can see that these elements must remain central and regular in the twist. In fact, we can say more: by [60, Theorem 5.4] \( \Omega_1 \) and \( \Omega_2 \) form a regular sequence of central elements in \( A \). Applying Lemma 3.2.1 to successive factor rings shows that this remains true for \( \Theta_1 \) and \( \Theta_2 \) in \( A^{G,\mu} \).

From the discussion of the previous paragraph, the following lemma is straightforward.

**Lemma 5.1.1.** The degree 2 elements

\[
\Theta_1 := -v_0^2 + v_1^2 + v_2^2 - v_3^2, \quad \Theta_2 := v_1^2 + \left( \frac{1 + \alpha}{1 - \beta} \right) v_2^2 - \left( \frac{1 - \alpha}{1 + \gamma} \right) v_3^2,
\]

in \( A^{G,\mu} \) are central and form a regular sequence. Moreover, there is an isomorphism of \( k \)-algebras

\[
B^{G,\mu} := B(E, \mathcal{L}, \sigma)^{G,\mu} = \left( \frac{A(\alpha, \beta, \gamma)}{(\Omega_1, \Omega_2)} \right)^{G,\mu} \cong \frac{A(\alpha, \beta, \gamma)^{G,\mu}}{(\Theta_1, \Theta_2)}. \tag{5.1.3}
\]

**Proof.** To complete the proof we only need to apply Lemma 3.2.2 to \( A(\alpha, \beta, \gamma) \) and the ideal \( (\Omega_1, \Omega_2) \). This confirms that the isomorphism in (5.1.3) holds. \( \blacksquare \)

**Remark 5.1.4.** Since \( A^{G,\mu} \) is generated in degree 1, the isomorphism in (5.1.3) implies that \( B^{G,\mu} \) must share this property. This fact will be crucial in the proof of Theorem 5.3.9 later on.

We will now prove that the twist has several further properties. Note that the result holds regardless of Hypothesis 5.0.2, which is assumed throughout this chapter.
**Theorem 5.1.5.** $B^G_{\mu}$ has the following properties:

(i) it is universally noetherian;

(ii) it has GK dimension 2;

(iii) it is Auslander-Gorenstein of dimension 2;

(iv) it satisfies the Cohen-Macaulay property;

(v) it is Koszul.

**Proof.** For (ii), observe that Lemma 3.2.4 implies that $\text{GKdim}(B^G_{\mu}) = \text{GKdim}(B)$, with the latter being equal to 2 by [9, Proposition 1.5]. To prove (iv) we note that $A$ is Cohen-Macaulay and therefore so is $B$ by [34, Corollary 6.7]. Applying Proposition 3.2.42(i) shows that $B^G_{\mu}$ is also Cohen-Macaulay.

By Theorem 4.1.6, $A^G_{\mu}$ has properties (i) and (iii), therefore it suffices to show that these two properties are preserved by going to the factor ring. Lemma 5.1.1 shows that $\Theta_1$ and $\Theta_2$ form a regular sequence of normal elements in $B^G_{\mu}$, in which case using [4, Proposition 4.9(1)] shows that (i) is true. Applying [34, Theorem 3.6(2)] twice proves (iii). Finally, $B$ is Koszul by [63, Theorem 3.9]. Using Proposition 3.2.31 shows that this is also true for $B^G_{\mu}$. \qed

**Remark 5.1.6.** Whereas $B$ is a domain — which follows from the irreducibility of $E$ — $B^G_{\mu}$ contains nilpotent elements in degree 1. Let $v = v_0 - iv_1 - iv_2 - v_3$. One can compute by hand or using the computer program Affine that

$$v^2 = -\Theta_1 - if_2^\mu - if_4^\mu - f_6^\mu = 0. \quad (5.1.7)$$

Since $v^2$ belongs to the relations of $B^G_{\mu}$ (which are $G$-invariant), so must $(v^g)^2 = (v^2)^g$ for all $g \in G$. Thus the other elements in the same $G$-orbit as $v$ are also nilpotent. Curiously, these elements are linearly independent and therefore they generate $A^G_{\mu}$ as an algebra. In that ring the square of each generator is central, since only terms of the form $f_i^\mu$ vanish in (5.1.7).

The fact that $B^G_{\mu}$ is not a domain illustrates that Zhang twists do not necessarily preserve this property (see Remark 3.2.29 for more discussion on this point).
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While it may not be a domain, $B^{G,\mu}$ is prime – this will be proved in Corollary 5.3.21. We are not in a position to prove this yet, however we prove that $B^{G,\mu}$ is semiprime in the next result. The following definition is needed beforehand: given a ring $R$ on which a finite group $G$ acts by ring automorphisms, we say that $R$ has no additive $|G|$-torsion if the $|G|r \neq 0$ for all $r \in R$.

**Proposition 5.1.8.** $B^{G,\mu}$ is semiprime.

**Proof.** As it is a matrix ring over a domain, $M_2(B)$ is certainly semiprime. Note that $\text{char}(k) \nmid |G|$, hence $|G| \in k$ acts faithfully on $M_2(B)$ and thus there is no additive $|G|$-torsion. Since $B^{G,\mu} = M_2(B)^G$, one can apply [41, Corollary 1.5(1)] to obtain the result. \hfill \Box

The next result of this section will show that the centre of $B^{G,\mu}$ is trivial. As a consequence we can determine the centre of $A^{G,\mu}$ as well. To do so we will need to use the following property.

**Definition 5.1.9 ([48, Introduction]).** A $k$-algebra $A$ is **projectively simple** if for any two-sided ideal of $A$, $I$ say, one has $\dim_k(A/I) < \infty$.

The ring $B$ is projectively simple when $\sigma$ has infinite order by [48, Proposition 0.1]. Let us now determine the centre of $B^{G,\mu}$.

**Proposition 5.1.10.** The centre of $B^{G,\mu}$ is trivial, that is $Z(B^{G,\mu}) = k$.

**Proof.** Suppose that $f \in Z(B^{G,\mu})$. We can assume without loss of generality that $f$ is homogeneous with respect to both the $\mathbb{N}$-grading and the $G$-grading: the homogeneous components (with respect to either grading) of a central element must also be central. Assume further that it has strictly positive $\mathbb{N}$-degree. We can untwist the factor ring $B^{G,\mu}/(f)$ to obtain $B/(f')$, where $f'$ is normal by Proposition 3.2.1. Moreover, $f'$ is regular since $B$ is a domain, hence $f$ is regular in $B^{G,\mu}$ by the same result. One may therefore apply [34, Lemma 5.7], which implies that $\text{GKdim } B/(f') = \text{GKdim } B - 1$. By [9, Proposition 1.5], $B$ has GK dimension 2, hence $\text{GKdim } B/(f') = 1$. However, $B$ is projectively simple as noted prior to the proposition, therefore by definition any factor ring must be finite-dimensional. This contradiction implies that $Z(B^{G,\mu}) = k$. \hfill \Box
Corollary 5.1.11. The centre of $A^{G,\mu}$ is $Z(A^{G,\mu}) = k[\Theta_1, \Theta_2]$.

Proof. We will follow the method of [35, Proposition 6.12]. Lemma 5.1.1 shows that $B^{G,\mu}$ is obtained from $A^{G,\mu}$ by factoring out the ideal $(\Theta_1, \Theta_2)$, while Proposition 5.1.10 implies that $Z(B^{G,\mu}) = k$. Combining these facts together enables one to conclude that $Z(A^{G,\mu}) \subset k + (\Theta_1, \Theta_2)$.

Our next step is to show that $Z(A^{G,\mu}/(\Theta_1)) = k[\Theta_2]$ where, once again, knowledge of the centre of $B^{G,\mu}$ tells us that $Z(A^{G,\mu}/(\Theta_1)) \subset k + (\Theta_2)$. Suppose that the centre strictly contains $k[\Theta_2]$ and choose a central element $w \notin k[\Theta_2]$ of minimal degree. We can write $w = \Theta_2 w'$ for some $w'$ of strictly smaller degree. Appealing to Proposition 3.2.1 we know that $\Theta_2$ is regular and therefore $w'$ must also be central. Since it is of lower degree than $w$ we must have $w' \in k[\Theta_2]$, which gives a contradiction.

Now let $z \in Z(A^{G,\mu})$ be homogeneous of minimal degree such that $z \notin k[\Theta_1, \Theta_2]$. By the previous paragraph, $z = \Theta_1 y + f$ for some $y \in A^{G,\mu}$ and $f \in k[\Theta_2]$. Note that $\Theta_1 y$ and $f$ have the same degree as $z$ if they are non-zero. Since $z$ and $f$ are central, $\Theta_1 y$ must be too. As argued in the previous paragraph, $\Theta_1$ is regular which implies that $y$ is central as well. But $y$ has strictly lower degree than $z$, contradicting our original assumption.

Corollary 5.1.11 allows us to show that $A^{G,\mu}$ is not isomorphic to one of the previously discovered examples of AS-regular algebras with 20 point modules. Since we have used the computer program Affine in the proof, the result holds only for generic parameters values.

Theorem 5.1.12. Assume that a 4-dimensional Sklyanin algebra $A(\alpha, \beta, \gamma)$ is associated to the elliptic curve $E$ and automorphism $\sigma$, with $|\sigma| = \infty$. Then for generic parameters $\alpha, \beta$ and $\gamma$, $A(\alpha, \beta, \gamma)^{G,\mu}$ is not isomorphic to any of the previously studied examples in the literature of AS-regular algebras of dimension 4 with 20 point modules.

Proof. As remarked in [31, §4], graded Clifford algebras are finite over their centre. By Corollary 5.1.11 the centre of $A^{G,\mu}$ has GK dimension 2, and one can then see from [30, Proposition 5.5] that $A^{G,\mu}$ cannot be finite over its centre. Thus $A^{G,\mu}$ is not a graded Clifford algebra. It therefore suffices to consider the algebras studied in Examples 5.1 and 5.2 from [18], since they encompass the remaining examples in the literature that are not finite over their centre (see [53]).
Let us begin with the algebras in [18, Example 5.1], letting $k$ be a field of characteristic 0. Over $k$, the algebras in question are generated by four degree 1 elements $x_1, x_2, x_3$ and $x_4$, subject to the defining relations

\[
\begin{align*}
    x_4x_1 - ix_1x_4, & \quad x_3^2 - x_1^2, & \quad x_3x_1 - x_1x_3 + x_2^2, \\
    x_3x_2 - ix_2x_3, & \quad x_2^2 - x_2^2, & \quad x_4x_2 - x_2x_4 + \gamma x_1^2,
\end{align*}
\]

where $i^2 = -1$ and $\gamma \in k^\times$. We follow Cassidy and Vancliff’s notation and denote such an algebra by $A(\gamma)$. If $\gamma = \pm 2$ then $A(\gamma)$ does not have 20 point modules, therefore let us assume that $\gamma \neq \pm 2$. Computer calculations show that the elements $x_4^4$ and $x_4^4$ are central in $A(\gamma)$. Moreover, there are no nontrivial central elements of smaller degree.

By Corollary 5.1.11 there are three central elements of degree 4 in $A^{G,\mu}$, namely $\Theta_1^2$, $\Theta_2^2$ and $\Theta_1\Theta_2$. If there was an $N$-graded isomorphism $A(\gamma) \cong A^{G,\mu}$ then either $x_4^4$ or $x_4^4$ would map to some $\Theta_i^2$. But there are no central elements of degree 2 in $A(\gamma)$, which is a contradiction.

It remains to deal with the algebras studied in [18, Example 5.2]. Once again, such algebras are generated over the base field $k$ by four degree 1 elements $x_1, x_2, x_3$ and $x_4$, subject to the relations

\[
\begin{align*}
    x_3x_1 + x_1x_3 - \beta_2x_2^2, & \quad x_4x_2 + x_2x_4 - x_3^2, & \quad x_4x_1 + x_1x_4 - \alpha_2x_3^2, \\
    \alpha_1x_3^2 + \beta_1x_1^2 - x_1^2, & \quad x_2x_3 - x_3x_2, & \quad x_2^2 - x_4^2.
\end{align*}
\]

Here $\alpha_1, \alpha_2, \beta_1, \beta_2 \in k$, with these parameters satisfying the conditions

\[
\alpha_2(\alpha_2 - 1) = 0 \quad \text{and} \quad (\alpha_1^2 + \alpha_2^2\beta_1)(\beta_1^2 + \beta_2^2\alpha_1) \neq 0.
\]

One can use the computer program Affine to show that for any choice of parameters the following degree 4 elements are central:

\[
x_1^4, \quad x_3^4, \quad x_1^2x_3^2, \quad (x_2x_4)^2 + (x_1x_2)^2, \quad (x_4x_3)^2 + (x_3x_4)^2.
\]

As for the previous class of examples, this contradicts the fact that $\dim_k Z(A^{G,\mu})_4 = 3$.

\[
\square
\]

5.2 Modules over the twist

We will continue our study of $B^{G,\mu}$ by showing that it does not possess any point modules. Further information about 1-critical modules over the twist will be given in §5.3 once we have described a geometric construction of it.
Although $B$ has point modules parameterised by the elliptic curve $E$, when the associated automorphism $\sigma$ has infinite order $B^{G,\mu}$ can have at most 20 point modules by Lemma 5.1.1 and Theorem 4.2.20. We will show in Proposition 5.2.3 that the point scheme of $B^{G,\mu}$ is empty, although we need a useful, more general preliminary result. When applied to point modules it can be used to understand the action given in (3.3.8). The lemma uses the notation we introduced in Notation 3.3.6.

**Lemma 5.2.1.** Let $M$ be a module over an algebra $A$, on which a finite group $G$ acts by algebra automorphisms. Then $\text{Ann}_A(M^g) = g^{-1}(\text{Ann}_A(M))$, and the ideal $\bigcap_{g \in G} \text{Ann}_A(M^g)$ is $G$-invariant. In particular, if $G$ acts by graded automorphisms then the ideal consisting of elements which annihilate all point modules over $A$ is $G$-invariant.

**Proof.** Let $a \in \text{Ann}_A(M^g)$. Then for all $m \in M$, $ma^g = 0$, hence $a^g \in \text{Ann}_A(M)$. This implies that $a \in g^{-1}(\text{Ann}_A(M))$. The other inclusion is proved by the reverse argument. By the first part of the result

$$\bigcap_{g \in G} \text{Ann}_A(M^g) = \bigcap_{g \in G} g^{-1}(\text{Ann}_A(M)).$$

Writing the ideal in this manner makes it clear that it is preserved under the action of $G$.

As we saw prior to Notation 3.3.6, if $G$ acts by $\mathbb{N}$-graded algebra automorphisms and $M$ is a point module over $A$, then $M^g$ is also a point module for all $g \in G$. The result is now clear.

Having proved this general lemma we can now return to our standard notational assumptions, thus $A$ denotes a 4-dimensional Sklyanin algebra associated to the elliptic curve $E$ and automorphism of infinite order $\sigma$, while $G = (C_2)^2$.

There are two ways to show that the point scheme of $B^{G,\mu}$ is empty. The first is by abstract arguments and the second is more computational. We relegate the latter to Appendix A.1.1.

**Proposition 5.2.3.** $B^{G,\mu}$ has no point modules.

**Proof.** Let $\Gamma''$ denote the point scheme of $B^{G,\mu}$ and suppose that it is non-empty. By Theorem 5.1.5(i), $B^{G,\mu}$ is strongly noetherian. We can therefore use [50, Theorem 1.1]
to conclude that there exists a graded homomorphism

$$B^G,\mu \rightarrow B(\Gamma'', \mathcal{M}, \phi),$$

(5.2.4)

that is surjective in high degree, where $\phi$ is an automorphism of $\Gamma''$ and $\mathcal{M}$ is a $\phi$-ample invertible sheaf. We know that the point scheme of $B^G,\mu$ is 0-dimensional, therefore by [9, Proposition 1.5] the GK dimension of $B(\Gamma'', \mathcal{M}, \phi)$ must be 1.

Let $I$ denote the kernel of the map in (5.2.4). Since it is surjective in high degree there must exist $n \in \mathbb{N}$ such that

$$\left(\frac{B^G,\mu}{I}\right)_{\geq n} \cong B(\Gamma'', \mathcal{M}, \phi)_{\geq n},$$

as $k$-vector spaces. Thus $B^G,\mu / I_{\geq n}$ also has GK dimension 1.

In addition to the existence of the homomorphism in (5.2.4), [50, Theorem 1.1] states that $I_{\geq n}$ consists of the elements of $B^G,\mu$ that annihilate all of its point modules. By Lemma 5.2.1 this ideal is $G$-invariant, therefore one can twist the $G$-grading on $B^G,\mu / I_{\geq n}$ by the 2-cocycle $\mu$. As $\mu$ has order 2, upon twisting one obtains a factor ring $B / I'$ for some ideal $I'$. The factor ring has GK dimension 1 by Proposition 3.2.16.

By [5, Theorem 4.4], ideals of $B$ correspond to $\sigma$-invariant closed subschemes of $E$. Since $\sigma$ is given by translation by a point of infinite order on $E$, there are no nontrivial such subschemes. Thus $I'$ must equal 0 or have finite codimension in $B$. In either case we get a contradiction: in the former because $B$ has GK dimension 2, and in the latter because $B / I'$ would be finite-dimensional.

We saw in Remark 5.1.6 that $B^G,\mu$ contains zero divisors. The existence of such elements could also be proved using the previous proposition and [5, Thm 0.2] as follows. The latter result implies that if $B^G,\mu$ were a domain then there would be an equivalence of categories $\text{qgr}(B^G,\mu) \simeq \text{coh}(Y)$ for some projective curve $Y$. But this would mean that $B^G,\mu$ had a family of pairwise non-isomorphic point modules parameterised by $Y$, contradicting the conclusion of Proposition 5.2.3.

While $B^G,\mu$ does not possess any point modules when $\sigma$ has infinite order, it does have a family of fat point modules of multiplicity 2 parameterised by $G$-orbits on $E$. As we will see in Proposition 5.3.24, such modules arise as the restriction to $B^G,\mu$ of $M_2(B)$-modules of the form $M_p^2$, where $M_p$ is a point module over $B$. 
5.3 Structure in relation to Artin-Stafford theory

In this section we discuss $B^{G,\mu}$ from the viewpoint of Artin and Stafford’s classification of noncommutative projective curves in [5] and [6]. In the first of these papers the authors classify connected graded $k$-algebras which are noetherian domains of quadratic growth using geometric techniques. This classification is extended in the latter paper to semiprime algebras.

By Theorem 5.1.5 and Proposition 5.1.8, $B^{G,\mu}$ is a c.g. semiprime noetherian algebra of GK dimension 2. Thus we can study it from the viewpoint of the classification in [6]. Although a priori we only know that this ring is semiprime, it will be shown Corollary 5.3.21 that it is in fact a prime ring. Thus we will only describe the geometry needed in the prime case, since that will be sufficient for our needs.

5.3.1 Geometric data and twisted rings

Our first task is to define the geometric rings that feature in the classification. To this end, consider a projective curve $Y$ over $k$, whose function field $K$ has transcendence degree 1 over the base field. As we will describe at the end of §5.3.1, it is perhaps more natural in our situation to obtain such a field $K$ as the graded division ring of a prime noetherian algebra (along with some extra conditions) and then use [25, Chapter I, Corollary 6.12] to recover the curve $Y$.

Now let $T$ be a central simple $K$-algebra that is finite-dimensional over $K$. The structure sheaf $\mathcal{O}_Y$ is a subsheaf of the constant sheaf of rational functions on $Y$, namely $K$, therefore the sections of $\mathcal{O}_Y$ lie inside $K$. Since $K \subset T$ such sections are also contained in $T$.

Definition 5.3.1 ([6, pg. 75]). We say that $\mathcal{L}$ is an $\mathcal{O}_Y$-lattice in $T$ if it is a sheaf of finitely generated $\mathcal{O}_Y$-submodules of $T$ for which $\mathcal{L}K = T$.

When the term lattice is used in future we will mean the term in the sense of this definition. Given such a lattice, one can define the left and right orders of $\mathcal{L}$ by

$$E(\mathcal{L}) = \{ \alpha \in T : \alpha \mathcal{L} \subseteq \mathcal{L} \} \quad \text{and} \quad E'(\mathcal{L}) = \{ \alpha \in T : \mathcal{L} \alpha \subseteq \mathcal{L} \},$$

respectively.
A lattice is said to be invertible if it is a locally free left $E(\mathcal{L})$-module of rank 1. Lemma 1.10 from [6] implies that an invertible lattice is also a locally free right $E'(\mathcal{L})$-module of rank 1.

A crucial point for us is that for invertible lattices $\mathcal{L}$ and $\mathcal{M}$ the product lattice $\mathcal{L}\mathcal{M}$ — where the product takes places inside $\mathcal{T}$ — is isomorphic to the tensor product $\mathcal{L} \otimes_{E(\mathcal{M})} \mathcal{M}$ if $E'(\mathcal{L}) = E(\mathcal{M})$. Following the notation in [6], we will denote such a tensor product by $\mathcal{L} \cdot \mathcal{M}$.

We can now introduce some more geometric objects that will be needed. Let $\mathcal{E}$ be a coherent sheaf of $\mathcal{O}_Y$-orders inside $\mathcal{T}$, $\tau$ an automorphism of $\mathcal{T}$, and $\mathcal{B}_1$ an invertible lattice in $\mathcal{T}$ such that $E(\mathcal{B}_1) = \mathcal{E}$ and $E'(\mathcal{B}_1) = \mathcal{E}^\tau$. One can then define a sequence of sheaves $\{\mathcal{B}_n\}$ by $\mathcal{B}_n = \mathcal{B}_1 \otimes_{\mathcal{E}} \mathcal{B}_1^\tau \otimes_{\mathcal{E}^\tau} \ldots \otimes_{\mathcal{E}^\tau} \mathcal{B}_1^{\tau_{n-1}}$. The conditions on $E(\mathcal{B}_1)$ and $E'(\mathcal{B}_1)$ imply that $\mathcal{B}_n = \mathcal{B}_1 \cdot \mathcal{B}_1^\tau \cdot \ldots \cdot \mathcal{B}_1^{\tau_{n-1}}$. Using this data one can define a sheaf of bimodule algebras $\mathcal{B}(\mathcal{E}, \mathcal{B}_1, \tau) = \bigoplus_{n \in \mathbb{N}} \mathcal{B}_n$ with $\mathcal{B}_0 = \mathcal{E}$ and multiplication given by the formula $\mathcal{B}_i \cdot \mathcal{B}_j^{\tau^t} = \mathcal{B}_{i+j}$ for all $i, j \geq 1$ (see [6, pg. 102]).

There is a notion of ampleness for sequences of sheaves such as $\{\mathcal{B}_n\}$, and this condition plays the same role for the twisted rings we will construct as $\sigma$-ampleness does for twisted homogeneous coordinate rings. While one can make such a definition in the context of coherent left $\mathcal{E}$-modules, by [6, Lemma 6.1] one can reduce to the more familiar definition stated below.

**Definition 5.3.2** ([6, pg. 99]). Let $\{\mathcal{L}_n\}$ be a sequence of coherent $\mathcal{O}_Y$-modules. The sequence $\{\mathcal{L}_n\}$ is ample if for all coherent sheaves $\mathcal{G}$ of $\mathcal{O}_Y$-modules and all $n \gg 0$, the sheaf $\mathcal{G} \otimes_{\mathcal{O}_Y} \mathcal{L}_n$ is generated by global sections, and $H^1(Y, \mathcal{G} \otimes_{\mathcal{O}_Y} \mathcal{L}_n) = 0$.

A priori we will not know that the sequence of sheaves we work with is ample, but this is not a problem as we discuss in Remark 5.3.19.

Suppose now that $\mathcal{B}_1$ is an invertible lattice such that $E(\mathcal{B}_1) = \mathcal{E}$, $E'(\mathcal{B}_1) = \mathcal{E}^\tau$, and the sequence of sheaves $\{\mathcal{B}_n\}$ defined above is ample in the sense of Definition 5.3.2. We say that $\mathcal{B}_1$ is an ample lattice. One does not need an ample lattice to construct the rings in the next definition, however this condition does imply that the objects constructed are noetherian. The rings in question are formed by essentially taking global sections of sheaves of bimodule algebras. In the definition we use the ideas discussed in Remark 2.1.7, which allow us to view the twisted multiplicative structure in a more concrete setting.
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Definition 5.3.3 ([6, pgs. 103-104]). Let $Y$, $\tau$, $E$ and $\{B_n\}$ be as above. The generalised twisted homogeneous coordinate ring associated to this data is the ring

$$B(E, B_1, \tau) = \bigoplus_{n \in \mathbb{N}} H^0(Y, B_n)z^n,$$

whose the multiplication is induced by that in the corresponding sheaf of bimodule algebras, i.e. $z\beta = \beta^\tau z$.

Such rings were originally studied in [71], although Van den Bergh’s definitions differ slightly. For brevity we will refer to such rings as twisted rings in future.

Artin and Stafford’s main results need several technical hypotheses, however we can summarise them in a simplified case.

Theorem 5.3.4 (cf. [6, Theorems 0.3 and 0.5, Corollary 0.4]). Suppose that $R$ is a semiprime noetherian c.g. algebra of GK dimension 2. Then there is a Veronese subring of $R$ which in high degree is a left ideal in a twisted ring for which $B_1$ is an ample lattice. Moreover, this twisted ring is a finite left module over the Veronese ring of $R$.

The geometric data needed to construct such a twisted ring from $R$ is obtained in part from certain divisors associated to the graded components $R_n$, generalising the methods of [5]. One piece of data that is easy to recover is the curve $Y$, and we now indicate in the prime case how one can do this. Let $R$ be as in Theorem 5.3.4, with the additional hypotheses of being prime and generated in degree 1. As we saw in §2.3, such a ring has a graded quotient ring $Q_{gr}(R) = M_n(D)[z, z^{-1}; \tau]$. Define $K := Z(M_n(D)) \cong Z(D)$. By [5, Theorem 1.1], $K$ has transcendence degree 1 over $k$ when the base field is algebraically closed. Using [25, Chapter I, Corollary 6.12] enables one to associate $K$ to a unique smooth projective curve over $k$ by considering the set of all discrete valuation rings inside $K$.

We will show that $B^{G, \mu}$ fits into the classification in a particularly nice way, in the respect that it is isomorphic to a twisted ring. Another nice feature in our situation is that $E = E^\tau$, which is not true in general.

5.3.2 A geometric description of the twist

To obtain a geometric description of $B^{G, \mu}$, we first go back to $B$. By [62, Proposition 2.1], this ring embeds in the Ore extension $k(E)[z, z^{-1}; \sigma]$, which is its graded quotient
ring. The function field $k(E)$ is the graded division ring of the homogeneous coordinate ring of the elliptic curve, defined in (4.2.9).

The action of $G$ on $B$ extends in a natural way to an action on $k(E)[z, z^{-1}; \sigma]$ by $\mathbb{Z}$-graded algebra automorphisms, where $(ab^{-1})^g = a^g(b^g)^{-1}$ for all $a, b \in B$ with $b$ homogeneous and $g \in G$. This action induces a $G$-grading on the localisation under which $B$ is a $G$-graded subring.

As shown in §2.3, one can replace the skew generator $z$ with another element in $k(E)z$ up to changing $\sigma$ by a conjugation. In our situation $k(E)$ is a field and so any conjugation is trivial. Moreover, $B_1 \subset k(E)z$ and $x_0 \in B_1 \cap B_z$, hence we can assume that $z$ is fixed by the action of $G$ without changing $\sigma$.

Note that the action of $G$ preserves the skew structure of $k(E)[z, z^{-1}; \sigma]$. Indeed, for all $f \in k(E)$ and $g \in G$ we have

$$0 = (zf - f^g z)^g = z^g f^g - (f^g)^g z^g = zf^g - (f^g)^g z = ((f^g) - (f^g)^g)z.$$ 

We highlight for future reference that for all $f \in k(E)$ one has

$$(f^g)^g = (f^g). \quad (5.3.5)$$

As [25, Chapter I, Theorem 4.4] shows, an algebra automorphism on $k(E)$ induces a unique automorphism on the curve itself. By (5.3.5) the induced actions of $G$ and $\sigma$ must also commute on $E$.

**Lemma 5.3.6.** This action of $G$ on $E$ coincides with that induced by the action on point modules of $A$, given in (3.3.8).

**Proof.** Both actions are a consequence of the action of $G$ on $B$; one by localisation, the other through the action on ideals defining points in $\mathbb{P}^3_k$.

This lemma, in conjunction with Proposition 4.2.10, allows us to extend the conclusions of that proposition to qgr($A^{G,\mu}$).

**Corollary 5.3.7.** Let $p, q \in E$. There is an isomorphism $\pi(M^2_p) \cong \pi(M^2_q)$ in qgr($A^{G,\mu}$) if and only if $q \in [p]$.

**Proof.** By Corollary 3.3.16 one has $M^2_p \cong M^2_g$ in grmod($A^{G,\mu}$) for all $g \in G$. Thus suppose that $\pi(M^2_p) \cong \pi(M^2_q)$ for some $p, q \in E$. As in the proof of Proposition 4.2.10,
this implies the existence of $n \in \mathbb{N}$ such that $M^2_{\mu^n} \cong M^2_{q^n}$. Corollary 3.3.16 then tells us that $\sigma^n(p)$ and $\sigma^n(q)$ lie in the same $G$-orbit. By (5.3.5) and Lemma 5.3.6 the actions of $G$ and $\sigma$ on $E$ commute, therefore $p$ and $q$ lie in the same $G$-orbit, which completes the proof. 

As $B$ is a $G$-graded subring of its graded quotient ring, we can twist both rings simultaneously and use the invariant ring construction to see that

$$B^G = M_2(B)^G \hookrightarrow M_2(k(E)[z, z^{-1}; \sigma])^G = M_2(k(E))[z, z^{-1}; \tilde{\tau}],$$

(5.3.8)

where $\tilde{\tau}$ denotes the induced action of $\sigma$. Here we have used the fact that $G$ acts trivially on $z$.

This embedding suggests that $M_2(k(E))^G$ plays a role in governing the underlying geometry of the algebra. Indeed, this is the case as our main result shows.

**Theorem 5.3.9.** There is an isomorphism of $k$-algebras

$$B^G = B(E, B_1, \tilde{\tau}) = \bigoplus_{n \in \mathbb{N}} H^0(E^G, B_n)z^n \subset M_2(k(E))^G[z, z^{-1}; \tilde{\tau}],$$

for the following geometric data:

(i) an elliptic curve $E^G := E/G$, with $\tau$ the action induced by $\sigma$, along with the morphism of curves $r : E \to E^G$ sending $p \mapsto [p]$;

(ii) $E = M_2(r_* \mathcal{O}_E)^G$, a sheaf of $\mathcal{O}_{E^G}$-orders inside $M_2(k(E))^G$ on which the automorphism $\tilde{\tau}$ acts. This automorphism restricts to the induced action of $\tau$ on $k(E^G)$;

(iii) $B_1 = M_2(r_* \mathcal{L})^G$, an invertible lattice in $M_2(k(E))^G$, where $\mathcal{L}$ is as defined after (5.0.1).

Since the proof of Theorem 5.3.9 is quite technical, we will first prove several preliminary lemmas. Note that the sheaf $\mathcal{E}$ is defined on an open set $U \subseteq E^G$, with $V = r^{-1}(U)$, by

$$\mathcal{E}(U) := [M_2(r_* \mathcal{O}_E)^G](U) = M_2((r_* \mathcal{O}_E)(U))^G = M_2(\mathcal{O}_E(V))^G.$$ 

Sheaves of invariant objects are discussed in [36, Exercises 2.2.14, 2.3.20 and 2.3.21] for example.
CHAPTER 5. TWISTING A GEOMETRIC FACTOR RING

Before stating the first lemma, recall that $\sigma$ is given by translation by a point of infinite order on $E$.

**Lemma 5.3.10.** Define $E^G := E/G$, the orbit space of $E$ under the action of $G$. Then $E^G$ is a smooth elliptic curve, with an associated automorphism $\tau$ that is induced by $\sigma$. Furthermore, $\tau$ has infinite order and does not fix any points.

*Proof.* The orbit space $E^G$ is the curve associated to the fixed field $k(E)^G$, which has transcendence degree 1 over $k$. In particular we have $k(E^G) = k(E)^G$. As remarked after (5.3.5), the actions of $G$ and $\sigma$ commute on $E$. One may therefore conclude that there is an induced action of $\sigma$ on $E^G$. Denote this map by $\tau$, which is defined by $[p] \tau := [p^\sigma]$ for all $p \in E$, and suppose that $\tau$ has a fixed point $[p]$. Since $[p]$ contains 4 or fewer points and $\sigma$ is given by translation, this implies that $\sigma$ has finite order which is a contradiction. A similar argument proves that $\tau$ has infinite order.

Let us now show that $E^G$ is smooth. The singular locus of $E^G$ must be finite and preserved by $\tau$. If it were non-empty then this would imply that $\sigma$ has finite order, which is a contradiction. One can now apply Hurwitz’s Theorem [25, Chapter IV, Corollary 2.4] to see that $E^G$ has genus 0 or 1; if it had genus 0 then it would be birationally equivalent to $\mathbb{P}^1_k$, whose automorphisms always fix at least one point. Thus $E^G$ must have genus 1 and hence be an elliptic curve.

Before our next lemma we need to define outer and $X$-outer actions of a group. Our statement of the latter property is given for prime Goldie rings, in which case [41, Examples 3.6 and 3.7] allow us to give the formulation below.

**Definition 5.3.11.** Let $G$ be a finite group acting by ring automorphisms on a ring $R$. We say that $G$ is outer if no nontrivial element of $G$ acts by conjugation by an element of $R$. If, in addition, we assume that $R$ is prime Goldie, we say that $G$ is $X$-outer on $R$ if it is outer when extended to the Goldie quotient ring $Q(R)$.

**Lemma 5.3.12.** The group $G$ is outer on $M_2(k(E))$ and therefore $X$-outer on the ring $M_2(O_E(V))$ for each $G$-invariant affine open set $V \subset E$. Consequently, $M_2(O_E(V))^G$ is prime.

*Proof.* Recall that the action of $G$ on $M_2(k)$ is given in (1.1.2). The action of $G$ on $A$ induces the $G$-grading in (4.1.2). This means that the action of $G$ on the degree
1 component of the factor ring $B = A/(\Omega_1, \Omega_2)$ affords the regular representation.
Note that $k(E)$ is graded division ring of $B$ (by [62, Proposition 2.1] for example).
Combining these facts, we observe that each graded component of $k(E)$ under the induced $G$-grading is non-empty. Hence we can find a non-zero element $y \in k(E)_{g_2}$, in which case:

$$
\begin{pmatrix}
y & 0 \\
0 & 0 \\
\end{pmatrix}^{g_1} =
\begin{pmatrix}
-y & 0 \\
0 & 0 \\
\end{pmatrix}.
$$

Suppose that this action were given by conjugation by $(a \ b \\
c \ d) \in M_2(k(E))$:

$$
\begin{pmatrix}
y & 0 \\
0 & 0 \\
\end{pmatrix} = \frac{1}{ad - bc} \begin{pmatrix} a & b \\
c & d \end{pmatrix} \begin{pmatrix} y & 0 \\
0 & 0 \end{pmatrix} \begin{pmatrix} d & -b \\
-c & a \end{pmatrix}
= \frac{1}{ad - bc} \begin{pmatrix} ady & -aby \\
cdy & -bcy \end{pmatrix}.
$$

Certainly we would need $b = c = 0$ for the correct entries of the matrix to vanish. But then (5.3.13) would reduce to

$$
\begin{pmatrix}
y & 0 \\
0 & 0 \\
\end{pmatrix} = \begin{pmatrix} y & 0 \\
0 & 0 \end{pmatrix},
$$

which is a contradiction.

We must repeat these calculations for the other two non-identity elements in the group. For $g = g_2$ or $g_1g_2$, choose a non-zero element $y' \in k(E)_{g_1}$. In both cases we have

$$
\begin{pmatrix}
y' & 0 \\
0 & 0 \\
\end{pmatrix}^{g} = \begin{pmatrix} 0 & 0 \\
0 & -y' \end{pmatrix}.
$$

Using the conjugation in (5.3.13), one can see that $a = d = 0$ must hold in order that the correct entries of the matrix vanish. However, regardless of the values of $b$ and $c$ chosen, the conjugation does not coincide with the group action. Thus the actions of $g_2$ and $g_1g_2$ do not arise from conjugation in $M_2(k(E))$ either.

Now consider a $G$-invariant affine open set $V \subset E$ and $M_2(\mathcal{O}_E(V))$. As $\mathcal{O}_E(V)$ is a domain it is clear that $M_2(\mathcal{O}_E(V))$ is prime. Furthermore, it has Goldie quotient ring $M_2(k(E))$, on which the action of $G$ is outer by the argument above. By Definition 5.3.11 the action of $G$ must be X-outer on $M_2(\mathcal{O}_E(V))$, whereupon we may apply [41, Theorem 3.17(2)] to show that $M_2(\mathcal{O}_E(V))^G$ is a prime ring.
We may now define the sheaf of orders which will be needed for the geometric description of $B^{G,\mu}$.

**Lemma 5.3.15.** Define $\mathcal{E} := M_2(r,\mathcal{O}_E)^G$, which is considered as a subsheaf of the constant sheaf $M_2(k(E))^G$. Then

(i) the natural action of $\sigma$ on $M_2(k(E))$ restricts to an automorphism $\tilde{\tau}$ on $\mathcal{E}$, with $\tilde{\tau}$ restricting to the induced action of $\tau$ on $k(E^G)$;

(ii) $\mathcal{E}$ is a sheaf of Dedekind prime rings and therefore a sheaf of maximal orders.

**Proof.** The automorphism $\sigma$ extends naturally from $k(E)$ to $M_2(k(E))$ under the trivial action on the matrix units. Since this automorphism commutes with $G$, it restricts to an automorphism $\tilde{\tau}$ on $\mathcal{E}$. It follows from the construction that the action of $\tilde{\tau}$ on $k(E^G)$ coincides with that of $\tau$.

To prove (ii), let $U \subset E^G$ be an affine open set with $V = r^{-1}(U)$. The open set $V \subset E$ is $G$-invariant, hence $\mathcal{E}(U) = M_2(\mathcal{O}_E(V))^G$ is prime by Lemma 5.3.12. As $G$ acts on $\mathcal{O}_E(V)$ by $k$-algebra automorphisms, one can view $\mathcal{E}(U)$ as a cocycle twist of the form $\mathcal{O}_E(V)^{G,\mu}$, where $G = (C_2)^2$ and $\mu$ is the same 2-cocycle as used to twist $B$. Consequently, we have the results of Chapter 3 at our disposal. In particular, $\mathcal{O}_E(V)$ is noetherian and has global dimension 1 since $E$ is a smooth curve, therefore we may apply Corollary 3.2.12 and Proposition 3.2.18 to see that $\mathcal{E}(U)$ is a hereditary noetherian prime (HNP) ring.

We will now show that $\mathcal{E}(U)$ contains no idempotent maximal ideals, which by [40, Proposition 5.6.10] will imply that it contains no nontrivial idempotent ideals. The existence of idempotent maximal ideals is a local condition: given a sheaf $\mathcal{M}$ of maximal ideals of $\mathcal{E}$, the sheaf $\mathcal{E}/\mathcal{M}$ is supported at a single point $p \in E^G$, and the stalk $\mathcal{M}_p$ is an idempotent maximal ideal of $\mathcal{E}_p$ if and only if $\mathcal{M}(V)$ is an idempotent maximal ideal of $\mathcal{E}(V)$ for an affine open set $V \ni p$.

Let $\bigcup_{i=1}^n U_i$ be an affine open cover of $E^G$ for some $n \in \mathbb{N}$, which gives rise to a corresponding cover $\bigcup_{i=1}^n V_i$ of $E$ by $G$-invariant open sets with $V_i = r^{-1}(U_i)$. As the rings $\mathcal{E}(U_i) \subset M_2(k(E))$ are PI and noetherian, they can have at most finitely many idempotent maximal ideals by [40, Theorem 13.7.15]. By the remarks of the preceding paragraph, there can be at most finitely many idempotent maximal ideals in the totality of the stalks of $\mathcal{E}$. We know that $\tau$ has no finite orbits on $E^G$. This
means that if a stalk $E_p$ contains an idempotent maximal ideal $M_p$, then there are infinitely many other stalks with such an ideal, of the form $\tilde{n}(M_p)$ for $n \in \mathbb{N}$. This is a contradiction.

Now we may apply [40, Theorem 5.6.3] to $E(U)$: it contains no nontrivial idempotent ideals and therefore it is a Dedekind prime ring. In particular, condition (ii) of Theorem 5.2.10 op. cit. implies that $E(U)$ is a maximal order. □

**Lemma 5.3.16.** Define $B_1 := M_2(r_*L)^G$ which, like $E$, is considered as a subsheaf of the constant sheaf $M_2(k(E))^G$. Then

(i) $B_1$ is an invertible $O_{EG}$-lattice;

(ii) $E$ is coherent sheaf of maximal $O_{EG}$-orders for which $E = \mathcal{E}_\tau$;

(iii) $E = E(B_1) = E'(B_1)$.

**Proof.** We first show that $B_1$ is an $O_{EG}$-lattice. To do this we need to prove that $M_2(k(E))^G = B_1 \cdot k(E^G)$, where it suffices to work at the level of the global sections of $B_1$. Observe that the embedding in (5.3.8) sends $B_1^G$ to $M_2(H^0(E, L))^G z$, which is precisely $H^0(E^G, B_1) z$ since

$$H^0(E^G, B_1) = [M_2(r_*L)^G] (E^G) = M_2(L(E))^G = M_2(H^0(E, L))^G.$$ 

Thus $H^0(E^G, B_1)$ contains the elements

$$\begin{pmatrix} x_0 & 0 \\ 0 & x_0 \end{pmatrix} z^{-1}, \begin{pmatrix} x_1 & 0 \\ 0 & -x_1 \end{pmatrix} z^{-1}, \begin{pmatrix} 0 & x_2 \\ x_2 & 0 \end{pmatrix} z^{-1}, \begin{pmatrix} 0 & -x_3 \\ x_3 & 0 \end{pmatrix} z^{-1},$$ (5.3.17)

where $x_0, x_1, x_2$ and $x_3$ are the degree 1 generators of $B$. The elements in (5.3.17) are linearly independent over $k(E^G)$. But $M_2(k(E))^G$ is a 4-dimensional vector space over $k(E^G)$, which implies that $M_2(k(E))^G = B_1 \cdot k(E^G)$ must hold and therefore $B_1$ is an $O_{EG}$-lattice.

Notice that $B_1$ is an $\mathcal{E}$-module on the right since

$$M_2(r_*L)^G \cdot M_2(r_*O_E)^G \subseteq M_2(r_*L \cdot r_*O_E)^G \subseteq M_2(r_*L)^G.$$ 

In particular, one has $E \subseteq E'(B_1)$. One may argue in a similar manner for left modules to see that $E \subseteq E(B_1)$. Applying [40, Lemma 3.1.12(i)] shows that the orders $E(B_1)$
and $E'(B_1)$ are equivalent to $E$. However, we showed in Lemma 5.3.15 that $E$ is a sheaf of maximal orders, therefore we must have $E = E(B_1) = E'(B_1)$. By [6, Lemma 1.10(i)], $E$ must be a coherent sheaf of $O_{E^G}$-modules. The equality $E = E^\tau$ follows from Lemma 5.3.15(i).

Finally, we show that $B_1$ is invertible over $E$. Note that $B_1$ is generated by its global sections (since $L$ is), therefore $B_1$ is a sheaf of f.g. modules over $E$. Since $E$ is a sheaf of Dedekind prime rings by Lemma 5.3.15, [40, Lemma 5.7.4] implies that $B_1 \subset M_2(k(E))^G$ must be a sheaf of torsionfree, projective modules contained in the Goldie quotient ring of $E$. These facts imply that it must be an invertible lattice.

We are now in a position to prove Theorem 5.3.9.

**Proof of Theorem 5.3.9.** To begin, note that in Lemma 5.3.16 we proved that $E = E(B_1) = E'(B_1)$, whereupon

$$B_n = B_1 \cdot B_1^\tau \cdot \ldots \cdot B_1^{\tau^{n-1}}, \quad (5.3.18)$$

for all $n \in \mathbb{N}$. As all sheaves involved lie inside $M_2(k(E))^G$, we may construct the twisted ring $B(E, B_1, \tilde{\tau})$ as a subring of the Ore extension $M_2(k(E))^G[z, z^{-1}; \tilde{\tau}]$, as described in the statement of the theorem.

The degree 1 piece of $B(E, B_1, \tilde{\tau})$ is $H^0(E^G, B_1)z = M_2(H^0(E, L))^Gz$. Recall that in the proof of Lemma 5.3.16 we observed that this is precisely the image of $B_1^{G,\mu}$ under its embedding in the Ore extension. Remark 5.1.4 tells us that $B_1^{G,\mu}$ is generated in degree 1, therefore we obtain an embedding of $k$-algebras $B_1^{G,\mu} \hookrightarrow B(E, B_1, \tau)$. In particular, there is an injection of vector spaces $B_n^{G,\mu} \hookrightarrow H_0(E^G, B_n)z^n$ for all $n \in \mathbb{N}$.

Let us now consider an open set $U \subset E^G$, with $V = \tau^{-1}(U)$. Since $\tau$ is induced by $\sigma$, we have $\tau^{-1}(\tau^n(U)) = \sigma^n(V)$ for all $n \in \mathbb{N}$. Note that $\tilde{\tau}$ commutes with the action of $G$ on $M_2(k(E))^G$, which is a consequence of $\sigma$ commuting with the group action. Observe finally that as $E$ is a sheaf of maximal orders and $B_1$ is an invertible lattice contained in $M_2(k(E))^G$, the tensor products appearing in the definition of $B_n$ are actual products inside $M_2(k(E))^G$. Thus

$$B_n(U) = B_1(U) \cdot B_1^\tau(U) \cdot \ldots \cdot B_1^{\tau^{n-1}}(U)$$

$$= [M_2(r_*L)^G](U) \cdot [M_2((r_*L)^r)^G](U) \cdot \ldots \cdot [M_2((r_*L)^{r^{n-1}})^G](U)$$

$$= M_2(L(V))^G \cdot M_2(L(\sigma(V)))^G \cdot \ldots \cdot M_2(L(\sigma^{n-1}(V)))^G$$
\[ \subseteq M_2(\mathcal{L}(V)\mathcal{L}(\sigma(V))\ldots\mathcal{L}(\sigma^{n-1}(V)))^G \]
\[ = M_2(\mathcal{L}\mathcal{L}\sigma\ldots\mathcal{L}\sigma^{n-1}(V))^G \]
\[ = [M_2(r_r\mathcal{L}_n)^G](U). \]

We therefore have an inclusion \( B_n \hookrightarrow M_2(r_r\mathcal{L}_n)^G \), and by taking global sections one has \( H^0(E^G, B_n) \subset M_2(H^0(E, \mathcal{L}_n))^G \). But since the latter vector space is precisely \( B_n^{G,\mu} \), this implies that the injection \( B_n^{G,\mu} \hookrightarrow H^0(E^G, B_n)z^n \) must be a bijection, which completes the proof.

**Remark 5.3.19.** Although we did not show during the proof of Theorem 5.3.9 that the sequence \( \{B_n\} \) is ample, it follows from that result as we now indicate. Since \( B_n^{G,\mu} \) is semiprime noetherian of GK dimension 2, the sheaves associated to its graded components form an ample sequence [6, Proposition 6.4]; Theorem 5.3.9 shows that these sheaves coincide with the sequence \( \{B_n\} \).

Our first corollary is due to a result which generalises the categorical part of the Noncommutative Serre’s theorem (Theorem 2.1.10).

**Corollary 5.3.20.** There is an equivalence of categories \( \text{qgr}(B_n^{G,\mu}) \simeq \text{coh}(\mathcal{E}) \), where \( \text{coh}(\mathcal{E}) \) denotes the category of coherent sheaves over \( \mathcal{E} \).

**Proof.** Combine Theorem 5.3.9 with [6, Corollary 6.11].

We also obtain another corollary, which shows that the twist is in fact a prime ring.

**Corollary 5.3.21.** \( B_n^{G,\mu} \) is prime.

**Proof.** By Theorem 5.3.9 we know that the degree 0 component of the graded quotient ring of \( B_n^{G,\mu} \) is \( M_2(k(E))^G \). If we can show that this ring is simple artinian then \( B_n^{G,\mu} \) must be prime. By Lemma 5.3.12 the action of \( G \) on \( M_2(k(E)) \) is outer. As \( M_2(k(E)) \) is simple artinian, we may apply [41, Theorem 2.7(1)] to conclude that \( M_2(k(E))^G \) is also simple artinian, which completes the proof.

One can explicitly describe the structure of \( M_2(k(E))^G \), as the following result shows. In the proof we use the notion of PI degree defined in [40, §13.6.7].

**Corollary 5.3.22.** There is an isomorphism of \( k \)-algebras \( M_2(k(E))^G \cong M_2(k(E^G)) \), where \( k(E^G) = k(E)^G \).
Proof. By Corollary 5.3.21, $M_2(k(E))^G$ is simple artinian and therefore isomorphic to a ring of the form $M_n(D)$, where $D$ is some division ring. Considering the PI degree of $M_2(k(E))^G$ enables one to conclude that either $n = 2$ and $D$ is a field or $M_2(k(E))^G$ is a division ring that is 4-dimensional over its centre. We can rule out the latter case since $M_2(k(E))^G$ is the degree 0 component of the graded quotient ring of $B^{G,\mu}$, which contains non-regular homogeneous elements by Remark 5.1.6. Thus $D$ must be a field, and therefore the centre of $M_2(D)$ is isomorphic to $D$ itself. Since $k(E^G)$ is central in $M_2(k(E))^G$, it must embed in $D$ under the isomorphism $M_2(k(E))^G \cong M_2(D)$.

To complete the proof, observe that $M_2(k(E))^G$ is a 4-dimensional module over $M_2(k(E))^G$ (on either the left or the right), which itself is 4-dimensional over its centre $Z(M_2(k(E))^G) \cong D$. However, it is clear that $M_2(k(E))^G$ is 16-dimensional over $k(E^G)$, in which case one must have $D = k(E^G)$. \hfill \Box

Our work in the remainder of this section concerns the irreducible objects in $qgr(B^{G,\mu})$. We begin with a preliminary lemma.

**Lemma 5.3.23.** The irreducible objects in $qgr(B^{G,\mu})$ are precisely the tails of 1-critical $B^{G,\mu}$-modules.

**Proof.** Let us consider an irreducible object in $qgr(B^{G,\mu})$. Such an object will have the form $\pi(M)$ for some $M \in grmod(B^{G,\mu})$. Theorem 5.1.5(ii) implies that $B^{G,\mu}$ has GK dimension 2, in which case [30, Proposition 5.1(d)] tells us that GKdim $M = 0, 1$ or 2. Note that $M$ cannot have GK dimension 0 since $\pi(M)$ is nontrivial. Let us assume therefore that GKdim $M = 2$. Since $\pi(M)$ is irreducible this means that $M$ must be 2-critical. However, the only 2-critical $B^{G,\mu}$-module is $B^{G,\mu}$ itself, and $\pi(B^{G,\mu})$ is reducible in $qgr(B^{G,\mu})$. We reach a contradiction, upon which the result is proved. \hfill \Box

We can now give a more concrete description of the irreducible objects in $qgr(B^{G,\mu})$.

**Proposition 5.3.24.** Any irreducible object in $qgr(B^{G,\mu})$ is isomorphic to $\pi(M_2^p)$ for some $p \in E$, where $M_2^p$ is a direct sum of point modules over $B$. In particular, such modules are 1-critical and are therefore fat point modules of multiplicity 2.

**Proof.** By Lemma 5.3.23, any irreducible object in $qgr(B^{G,\mu})$ has the form $\pi(N)$ for some 1-critical $B^{G,\mu}$-module $N$. Consider the extension $N \otimes_{B^{G,\mu}} M_2(B)$ as a right $M_2(B)$-module, which is $N$-graded via the standard grading on a tensor product of
graded modules. One may argue in the same manner as in the proof of Proposition 3.2.42(i) to show that \( N \otimes_{B^G, \mu} M_2(B) \) has GK dimension 1. This \( M_2(B) \)-module is noetherian, hence there is a 1-critical \( M_2(B) \)-module, \( I \), say, that embeds in \( (N \otimes_{B^G, \mu} M_2(B))_{\geq n} \) for some sufficiently large \( n \in \mathbb{N} \). One therefore has \( \pi(I) \hookrightarrow \pi(N \otimes_{B^G, \mu} M_2(B)) \) in \( \text{qgr}(M_2(B)) \). The 1-critical modules over \( B \) are isomorphic in high degree to point modules by the equivalence of categories \( \text{qgr}(B) \cong \text{coh}(O_E) \) from [9, Theorem 1.3]. Thus we may replace \( \pi(I) \) with \( \pi(M_2^p) \) for some \( p \in E \).

Let us now restrict from \( \text{qgr}(M_2(B)) \) to \( \text{qgr}(B^G, \mu) \). By Proposition 3.2.7 one has

\[
\pi(M_2^p) \hookrightarrow \pi(N \otimes_{B^G, \mu} M_2(B)) \cong \pi \left( N \otimes_{B^G, \mu} \left( \bigoplus_{g \in G} (B^G, \mu)^{\phi_g} \right) \right) \cong \pi \left( \bigoplus_{g \in G} N^{\phi_g} \right).
\]

The summands \( N^{\phi_g} \) are 1-critical \( B^{G, \mu} \)-modules, and moreover they are the factors in a critical composition series for \( (N \otimes_{B^G, \mu} M_2(B))_{B^G, \mu} \). By [58, Proposition 1.5], these factors are unique up to permutation and isomorphism in high degree. However, we claim that the right \( M_2(B) \)-module \( M_2^p \) remains 1-critical upon restriction to a module over \( B^{G, \mu} \), in which case \( \pi(M_2^p) \cong \pi(N^{\phi_g}) \) for some \( g \in G \). To prove this claim, observe that the module \( M_p \) is also a point module over \( A \), thus \( M_2^p \) can be considered as an \( M_2(A) \)-module that has been restricted first to \( A^{G, \mu} \) and then to the factor ring \( B^{G, \mu} \). Thus Proposition 3.3.5 is applicable and implies that \( M_2^p \) is a 1-critical \( B^{G, \mu} \)-module. Since such a module has Hilbert series \( 2/(1 - t) \), it must be a fat point module of multiplicity 2.

By untwisting one has \( \pi((M_2^2)^{\phi_g^{-1}}) \cong \pi(N) \) in \( \text{qgr}(B^{G, \mu}) \). Note that the \( G \)-graded automorphism \( \phi_g \) extends naturally from \( B^{G, \mu} \) to \( M_2(B) \) via the \( G \)-grading on \( B \) (i.e. the grading induced by the action of \( G \) on \( B \) on which the action on \( M_2(k) \) has no bearing). Thus we may consider \( (M_2^2)^{\phi_g^{-1}} \) as a right \( M_2(B) \)-module, in which case there exists \( L \in \text{grmod}(B) \) such that \( (M_2^2)^{\phi_g^{-1}} \cong L^2 \) in \( \text{grmod}(B) \). By considering Hilbert series it is clear that \( L \) must be a point module. On restriction to \( B^{G, \mu} \), one obtains an isomorphism \( \pi(M_2^q) \cong \pi(N) \) in \( \text{qgr}(B^{G, \mu}) \) for some \( q \in E \). This completes the proof.

**Remark 5.3.26.** As we saw in the proof of Proposition 5.3.24, one can consider the fat point modules of multiplicity 2 over \( B^{G, \mu} \) as the restriction of the modules over \( A^{G, \mu} \) constructed in Proposition 4.2.10.
Proposition 5.3.24 enables us to describe the geometric origins of the fat point modules of multiplicity 2 that we have studied, as the next result demonstrates.

**Proposition 5.3.27.** For \( p \in E \) consider the coherent sheaf of right \( M_2(\mathcal{O}_E) \)-modules \( k_p^2 \), where \( k_p = \mathcal{O}_E/I_p \) is a skyscraper sheaf supported at \( p \). Under a natural functor \( \phi : \text{coh}(M_2(\mathcal{O}_E)) \to \text{coh}(\mathcal{E}) \), the irreducible objects in \( \text{coh}(\mathcal{E}) \) are of the form \( \phi(k_p^2) \). Furthermore, \( \phi(k_p^2) \cong \phi(k_q^2) \) if and only if \( q \in [p] \).

**Proof.** By [6, Corollary 6.11] there is an equivalence of categories \( \phi_1 : \text{coh}(M_2(\mathcal{O}_E)) \to \text{qgr}(M_2(B)) \). We label the equivalence from Corollary 5.3.20 by \( \varphi_3 : \text{qgr}(B^{G,\mu}) \to \text{coh}(\mathcal{E}) \). Finally, let \( \varphi_2 \) denote the functor from \( \text{qgr}(M_2(B)) \) to \( \text{qgr}(B^{G,\mu}) \) obtained by the restriction of modules. Consider the diagram below:

\[
\begin{array}{ccc}
\text{coh}(M_2(\mathcal{O}_E)) & \xrightarrow{\varphi_1} & \text{qgr}(M_2(B)) \\
\phi \downarrow & & \downarrow \varphi_2 \\
\text{coh}(\mathcal{E}) & \overset{\sim}{\longrightarrow} & \text{qgr}(B^{G,\mu})
\end{array}
\]

(5.3.28)

We denote the clockwise composition of functors beginning at \( \text{coh}(M_2(\mathcal{O}_E)) \) by \( \phi \).

Let us now consider an irreducible object in \( \mathcal{F} \in \text{coh}(\mathcal{E}) \). By Proposition 5.3.24 we know that \( \varphi_3(\varphi_2(\pi(M_p^2))) = \mathcal{F} \) for some \( p \in E \). One also has \( \varphi_1(k_p^2) = \pi(M_p^2) \), therefore \( \phi(k_p^2) = \mathcal{F} \). Since \( \varphi_1 \) and \( \varphi_3 \) are equivalences, the isomorphisms among the sheaves \( \phi(k_p^2) \) are governed by the restriction functor \( \varphi_2 \). Corollary 5.3.7 describes the only such isomorphisms that can occur, and this completes the proof. \( \square \)

As was mentioned in the Chapter 4, if \( |\sigma| = \infty \) then \( A \) possesses four non-isomorphic fat point modules of each multiplicity greater than or equal to 2 by [61]. The categorical equivalence given by Theorem 2.1.10 shows that these are not \( B \)-modules. Thus the non-existence of fat point modules over \( B^{G,\mu} \) of multiplicity other than 2 by Proposition 5.3.24 does not preclude the existence of such modules over \( A^{G,\mu} \).

To conclude this chapter we include one final lemma, whose significance will become apparent in §6.3.

**Lemma 5.3.29.** For \( p \in E \), \([p]\) contains precisely 4 points.
Proof. Suppose that $[p]$ contains fewer than 4 points. Then we must have $p^g = p^h$ for some distinct $g, h \in G$. Looking at any pair of the four points in (3.3.8), one can see that they have the same entry in precisely two coordinates, while the other two coordinates differ by a minus sign. If such a pair defined the same point then at least two of the entries would have to be zero. However, by Lemma 4.2.8 any point on $E$ must have at least 3 non-zero coordinates.

\section{The Koszul dual}

In this short section we study the Koszul dual of $B^G,\mu$. We begin by noting that $B$ is Koszul by [63, Theorem 3.9], which allows us to apply Proposition 3.2.37 to $B$ and $B^G,\mu$. That proposition tells us that there is an isomorphism of $k$-algebras

\[ (B^{G,\mu})^! \cong (B^j)^{G,\mu}, \]  

(5.4.1)

since $\mu^2$ is the trivial 2-cocycle over $G$.

The relations of $B^j$ are given in [63, Lemma 2.2]. Using (5.4.1) we can easily write down the relations in the twisted dual:

\[ [v_0, v_1] + \frac{1}{\alpha} [v_2, v_3], \quad [v_0, v_1]_+ + [v_2, v_3]_+, \quad [v_0, v_2] + \frac{1}{\beta} [v_3, v_1], \quad [v_0, v_2]_+ + [v_3, v_1]_+, \]

\[ [v_0, v_3] - \frac{1}{\gamma} [v_1, v_2], \quad [v_0, v_3]_+ - [v_1, v_2]_+, \quad \left( \frac{1 - \alpha}{1 + \gamma} - 1 \right) v_0^2 + \left( \frac{1 - \alpha}{1 + \beta} \right) v_1^2 + v_3^2, \]

\[ \frac{1}{1 - \beta} - 1 \right) v_0^2 + \left( \frac{1 + \alpha}{1 - \beta} \right) v_1^2 - v_2^2. \]

Since $(B^j)^{G,\mu}$ has the same underlying $k$-vector space structure as $B^j$, $(B^{G,\mu})^!$ must have Hilbert series $(\frac{1 + \alpha}{1 - \beta})^2$. Moreover, this implies that the 8 degree 2 elements corresponding to those exhibited in [63, Proposition 2.3] form a basis of $(B^{G,\mu})^!_2$. These elements are

\[ t_1 = v_0^2, \quad t_2 = v_1^2, \quad t_3 = [v_0, v_1], \quad t_4 = [v_0, v_1]_+, \quad t_5 = [v_0, v_2], \]

\[ t_6 = [v_0, v_2]_+, \quad t_7 = [v_0, v_3], \quad t_8 = [v_0, v_3]_+. \]

(5.4.2)

Note that in the twist none of the scalar coefficients have changed from their untwisted counterparts.

It is shown in [63, Proposition 2.3(ii)] that each degree 2 element is normal or central in $B^j$, and a description is given of how they commute with the generators $x_i$. 
We will show that the elements in (5.4.2) are also either normal or central, but with different commutation rules.

Let us adopt Stafford’s notation. For a normal element \( y \in (B^G, \mu)^! \) and \( i = 0, 1, 2, 3 \) there exist \( r_i \in (B^G, \mu)^! \) such that \( v_i y = y r_i \). This is encoded by \( (v_0, v_1, v_2, v_3)^y = (r_0, r_1, r_2, r_3) \).

**Proposition 5.4.3.** The elements \( t_1, t_2, t_4, t_6 \) and \( t_8 \) are central in \((B^G, \mu)^!\), while \( t_3, t_5 \) and \( t_7 \) are normal. For \( j = 3, 5, 7 \) we have \( (v_0, v_1, v_2, v_3)^{t_j} = (-v_0, -v_1, -v_2, -v_3) \).

**Proof.** The elements described in [63, Proposition 2.3(ii)] are all normal and homogeneous with respect to the \( G \)-grading on \( B^! \). Lemma 3.2.1 then implies that their twisted counterparts, exhibited in (5.4.2), will be normal in \((B^G, \mu)^!\).

To see that the commutation rules are as described in the statement of the result, one simply computes using the information from \( B^! \). For example, the commutation rule for \( t_3 \) in \( B^! \) is

\[
(x_0, x_1, x_2, x_3)^{t_3} = (-x_0, -x_1, x_2, x_3). \tag{5.4.4}
\]

Under the \( G \)-grading, \( t_3 \) lies in the component \( B_{g_1}^! \). By regarding \( g_1 \) as an element of \( kG_\mu \) one can see that it satisfies the commutation rule

\[
(e, g_1, g_2, g_1 g_2)^{g_1} = (e, g_1, -g_2, -g_1 g_2). \tag{5.4.5}
\]

in \( kG_\mu \). It is clear by combining the commutation rules in (5.4.4) and (5.4.5) that \( t_3 \) behaves as indicated in the statement of the result. Similar calculations for the remaining elements completes the proof. \( \square \)

**Corollary 5.4.6.** \((B^G, \mu)^!\) is PI.

**Proof.** The Veronese ring \(((B^G, \mu)^!)^2())\) is commutative (hence PI), which can be seen from the commutation rules in Proposition 5.4.3. Since \((B^G, \mu)^!\) is a finite module over this Veronese subring, one can then apply [40, Corollary 13.4.9(i)] to reach the desired conclusion. \( \square \)

As noted in [63, §2.4] for \( B \) and \( B^! \), the algebras \( B^G, \mu \) and \((B^G, \mu)^!\) are very different. The latter has a large centre, while the former has a trivial centre by Proposition 5.1.10.
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Other twists

The examples of cocycle twists that we have studied thus far have all been either twists of the 4-dimensional Sklyanin algebra or a factor ring of it. The goal of this section is to illustrate that there are other algebras that admit interesting cocycle twists.

The examples in §6.1 will concern the algebras defined by Stafford in [63]. Such algebras are related to the ring $B$, a twist of which was studied in Chapter 5. The algebras that we will study in §6.2 are those that were first introduced by Rogalski and Zhang in [51]. They are examples of AS-regular algebras of dimension 4 with three degree 1 generators. In §6.3 we will study cocycle twists of the algebras defined in [72]. Such algebras depend on a nonsingular quadric $Q$ and a line $L$ in $\mathbb{P}^3_k$, together with an automorphism $\sigma$ of $Q \cup L$. The algebras twisted in §6.4 generalise graded Clifford algebras, while our final examples in §6.5 are twists of the universal enveloping algebra of $\mathfrak{sl}_2(\mathbb{C})$ and its homogenisation.

Many of the examples in this thesis are twists of AS-regular algebras of dimension 4, for which no classification exists but many examples are known. Several families of such algebras have appeared in this thesis, for example 4-dimensional Sklyanin algebras and their cocycle twists, while there are further examples given by double Ore extensions [77], algebras with an additional $\mathbb{Z}^2$-grading [38] (like Rogalski and Zhang’s algebras in [51] but with two degree 1 generators) and the generalised Laurent polynomial rings studied in [16].

One may wonder if there are any interesting twists of AS-regular algebras of smaller dimension. In dimensions 2 and 3 there exist classifications of such algebras (see [3] and [7, 8, 65] respectively), which are preserved under cocycle twists by Corollary
3.2.28. For such algebras we have been unable to find any cocycle twists that are not Zhang twists of their \( \mathbb{N} \)-graded structure (in the manner of Proposition 3.1.21 or the example given in Remark 4.1.12). Certainly for AS-regular algebras of dimension 2 there are no other cocycle twists – there are only two families of such algebras up to isomorphism, with neither possessing enough \( \mathbb{N} \)-graded algebra automorphisms to accommodate a twist that is not a Zhang twist of their \( \mathbb{N} \)-grading.

It would be interesting to know if in the dimension 3 case any of the families in the classification are related by cocycle twists. If that were the case then this behaviour would be similar to that which we will uncover in §6.2 for Rogalski and Zhang’s algebras.

### 6.1 Twists of Stafford’s algebras

In this section we will study twists of the algebras introduced by Stafford in [63]. In that paper it is assumed that \( \text{char}(k) \neq 2 \), thus we make the same assumption for the duration of §6.1.

We will first explain how Stafford’s algebras were discovered, before showing that certain twists of them possess many good properties. We then briefly discuss how the fat point modules of multiplicity 2 over \( A^G_\mu \) described in Proposition 4.2.10 are fat point modules over the twists of Stafford’s algebras as well. Following this, we describe the point scheme of one family of twists and conjecture what the point scheme is for the remaining algebras.

Let us begin by stating the question which motivated the work in [63]. Recall that \( B \) is an \( \mathbb{N} \)-graded factor ring of some 4-dimensional Sklyanin algebra \( A \), thus there is a natural surjection \( A \twoheadrightarrow B \).

**Question 6.1.1 ([63, §0.2]).** Are there any other AS-regular algebras of dimension 4 which possess an \( \mathbb{N} \)-graded surjection onto \( B \), or does this property characterise the 4-dimensional Sklyanin algebra \( A \)?

The defining relations of \( B \) are given by the 8-dimensional space of quadratic elements

\[
R_B = \text{span}_k(f_1, f_2, f_3, f_4, f_5, f_6, \Omega_1, \Omega_2),
\]

(6.1.2)
where the $f_i$ and $\Omega_i$ are given explicitly in (4.0.1) and (5.0.1) respectively. Any algebra answering Question 6.1.1 would, for Hilbert series reasons, have relations given by a 6-dimensional subspace of $R_B$. Stafford proved the existence of subspaces other than that spanned by the $f_i$ with the required property. Thus the surjection $A \twoheadrightarrow B$ is not a uniquely defining characteristic of the 4-dimensional Sklyanin algebra $A$ among AS-regular algebras of dimension 4.

As we did in §4.1, we will assume that the scalars $\alpha, \beta, \gamma \in k$ satisfy (4.0.2). Let $V = \text{span}_k(x_0, x_1, x_2, x_3)$. The algebras defined in [63] are presented by

$$S_\infty := T(V)/(R_\infty), \text{ where } R_\infty = \text{span}_k(f_1, f_2, f_3, \Omega_1, \Omega_2), \quad (6.1.3)$$

and

$$S_{d,i} := T(V)/(R_{d,i}), \text{ where } R_{d,i} = \text{span}_k(d_1\Omega_1 + d_2\Omega_2, f_j : 1 \leq j \leq 6, j \neq i), \quad (6.1.4)$$

for some $1 \leq i \leq 6$ and $d = (d_1, d_2) \in P^1_k$.

There are also two further variants of $S_\infty$, obtained by replacing the relations $f_i$ and $f_{i+1}$ in $A$ with $\Omega_1$ and $\Omega_2$ for either $i = 1$ or $i = 3$; we denote these algebras by $S_{\infty, 1, 2}$ and $S_{\infty, 3, 4}$ respectively. In this notation one could therefore write $S_\infty = S_{\infty, 5, 6}$.

Lemma 6.1.11 will allow us to dispense with this cumbersome notation.

With some restrictions on $d$, the algebras defined in (6.1.3) and (6.1.4) are shown by Stafford in [63, Theorem 0.4] to be noetherian domains which are AS-regular of dimension 4. The method used to show this is to prove that their Koszul duals have certain properties which have good consequences for the algebras themselves.

We will twist the algebras in (6.1.3) and (6.1.4) in a manner that is consistent with the twists of $A$ and $B$ that we have already studied. We will let $S = T(V)/(R_S)$ denote one of Stafford’s algebras if we do not wish to specify which family it belongs to.

Consider the familiar action of $G = (C_2)^2 = \langle g_1, g_2 \rangle$ on $V$ from (4.1.1). Under the isomorphism $G \cong G^\vee$ defined by (3.1.9), this corresponds to the $G$-grading on generators

$$x_0 \in S_e, \ x_1 \in S_{g_1}, \ x_2 \in S_{g_2}, \ x_3 \in S_{g_1g_2}. \quad (6.1.5)$$

One can then use the 2-cocycle $\mu$ defined in (3.1.11) to twist Stafford’s algebras.
simple matter to write down the new relations. Recall that the elements \( f_i^\mu \) and \( \Theta_i \) are described explicitly in (4.1.4) and (5.1.2) respectively.

**Lemma 6.1.6.** Twisting the algebras defined in (6.1.3) and (6.1.4) using the data described above produces the following algebras. Firstly, \( S^G_{\mu, \Theta} := T(V)/(R_{\mu, \Theta}) \), whose relations are given by the ideal generated by

\[
R_{\infty}^\mu = \text{span}_k (f_1^\mu, f_2^\mu, f_3^\mu, f_4^\mu, \Theta_1, \Theta_2).
\]  

(6.1.7)

The other family of algebras is given by \( S^G_{d,i} := T(V)/(R_{d,i}^\mu) \), whose relations are given by

\[
R_{d,i}^\mu = \text{span}_k (d_1 \Theta_1 + d_2 \Theta_2, f_j^\mu : 1 \leq j \leq 6, j \neq i),
\]  

(6.1.8)

for some \( 1 \leq i \leq 6 \) and \( d = (d_1, d_2) \in \mathbb{P}_k^1 \).

**Proof.** Since we are using the same twisting data as in Chapters 4 and 5, we know the behaviour under twisting of each of the eight relations in (6.1.2). Explicitly, see equations (4.1.4) and (5.1.2). An application of Lemma 3.2.2 is needed to see that the ideal of relations in each twist is generated by the elements we have indicated.

**Remark 6.1.9.** As mentioned previously, there are two further variants of \( S_{\infty} \) which can be twisted in the same manner to form the algebras \( S^G_{\infty,1,2} \) and \( S^G_{\infty,3,4} \).

Let us show immediately that, under some conditions on the parameters, such algebras have many good properties.

**Theorem 6.1.10.** Assume that \( \alpha, \beta \) and \( \gamma \) satisfy (4.0.2). Let \( S = S_{d,i} \) for some \( d = (d_1, d_2) \in \mathbb{P}_k^1 \) and \( 1 \leq i \leq 2 \) or let \( S = S_{\infty} \). If \( S = S_{d,1} \), assume that \( d \neq (1, 0), (1, -1 - \beta \gamma) \) and if \( S = S_{d,2} \) assume that \( d \neq (1, \beta - 1), (1, -1 - \gamma) \). Then \( S^G_{G, \mu} \) has the following properties:

(i) it is universally noetherian domain;

(ii) it is an AS-regular algebra of dimension 4;

(iii) it has Hilbert series \( 1/(1 - t)^4 \);

(iv) it is Koszul;

(v) it is Auslander regular and satisfies the Cohen-Macaulay property.
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Proof. Firstly, note that $S$ surjects onto $B$, with the kernel being generated by a regular sequence of normal elements. This is a consequence of Proposition 2.10, Lemma 2.14 and then Theorem 1.3(v) from [63] (see the remarks at the beginning of the proof of the latter result). By Theorem 5.1.5(i), $B$ is universally noetherian. Applying [4, Proposition 4.9(1)] twice shows that $S$ is also universally noetherian, and using Corollary 3.2.12 then gives a proof of part of (i).

Let us now move on to properties (ii)-(iv). The algebra $S$ has these properties by [63, Theorem 0.4]. That (ii)-(iv) are true for $S^G,\mu$ then follows from Lemma 3.2.4, Corollary 3.2.28 and Proposition 3.2.31. One can then apply [8, Theorem 3.9] to conclude that $S^G,\mu$ is also a domain, completing the proof of (i). To show that $S^G,\mu$ has the properties in (v) we can apply [34, Corollary 6.7] to $S$, followed by Proposition 3.2.42.

Although Theorem 6.1.10 is only stated for $S^G,\mu_\infty$ and $S^G,\mu_{d,i}$ for $1 \leq i \leq 2$, it remains valid for $S^G,\mu_{\infty,i+1}, S^G,\mu_{\infty,3,i}$ and $S^G,\mu_{d,i}$ for $3 \leq i \leq 6$. To see this, note that cyclically permuting the generators $x_1, x_2$ and $x_3$ of $S_{\infty,i,i+1}$ or $S_{d,i}$ defines an isomorphism with an algebra in the family $S_{\infty,i+2,i+3}$ or $S_{d,i+2}$ respectively (see the remarks after [63, Theorem 0.4]). The indices here are considered mod 6. We can use the same ideas to find similar relations among the cocycle twists, as the following lemma shows.

Lemma 6.1.11. Cyclically permuting the generators $v_1, v_2$ and $v_3$ gives the following isomorphisms:

(i) $S^G,\mu_{\infty,5,6}(\alpha, \beta, \gamma) \cong S^G,\mu_{\infty,1,2}(\gamma, \alpha, \beta) \cong S^G,\mu_{\infty,3,4}(\beta, \gamma, \alpha)$;

(ii) $S^G,\mu_{d,1}(\alpha, \beta, \gamma) \cong S^G,\mu_{d',3}(\gamma, \alpha, \beta) \cong S^G,\mu_{d'',6}(\beta, \gamma, \alpha)$ where $d' = (\frac{1+\beta}{1+\alpha}) d_1, d_2)$ and $d'' = (\frac{1-\beta}{1+\alpha}) d_1, d_2)$;

(iii) $S^G,\mu_{d,2}(\alpha, \beta, \gamma) \cong S^G,\mu_{d',3}(\gamma, \alpha, \beta) \cong S^G,\mu_{d'',6}(\beta, \gamma, \alpha)$ where $d'$ and $d''$ are as in (ii).

Proof. We give a proof for (i) and remark that the remaining cases are similar. Since we will need to distinguish between different parameters, we introduce the notation $f_{\mu_{\infty,5,6}}^{\alpha,\beta,\gamma}$ to indicate the parameters associated to a particular relation.

The ideal of relations in $S^G,\mu_{\infty,5,6}(\alpha, \beta, \gamma)$ is given in (6.1.7). Now permute the generators using the permutation (123) on indices, then apply the automorphism $\varphi_1$ which
sends $v_1 \mapsto -iv_1$ and $v_3 \mapsto iv_3$, where $i^2 = -1$. The following equations indicate the relations obtained:

$$f^\mu_{1,(\alpha,\beta,\gamma)} \overset{(132)}{\sim} [v_0, v_2] - \alpha [v_3, v_1] \overset{\varphi_1}{\sim} [v_0, v_2] - \alpha [v_3, v_1] = f^\mu_{3,(\gamma,\alpha,\beta)},$$

$$f^\mu_{2,(\alpha,\beta,\gamma)} \sim [v_0, v_3] - \beta [v_1, v_2] \sim i [v_0, v_3] + i \beta [v_1, v_2] = i f^\mu_{5,(\gamma,\alpha,\beta)},$$

$$f^\mu_{3,(\alpha,\beta,\gamma)} \sim [v_0, v_2]_+ - [v_3, v_1]_+ \sim [v_0, v_2]_+ - [v_3, v_1]_+ = f^\mu_{4,(\gamma,\alpha,\beta)},$$

$$f^\mu_{4,(\alpha,\beta,\gamma)} \sim [v_0, v_3]_+ - [v_1, v_2]_+ \sim i [v_0, v_3]_+ + i [v_1, v_2]_+ = i f^\mu_{6,(\gamma,\alpha,\beta)},$$

$$\Theta_{1,(\alpha,\beta,\gamma)} \sim -v_0^2 + v_2^2 + v_3^2 - v_1^2 \sim -v_0^2 + v_2^2 - v_3^2 + v_1^2 = \Theta_{1,(\gamma,\alpha,\beta)}. \tag{6.1.12}$$

Under the same composition of maps, the relation $\Theta_{2,(\alpha,\beta,\gamma)}$ is sent to

$$v_2^2 - \left(\frac{1 + \alpha}{1 - \beta}\right) v_3^2 + \left[\frac{1 - \alpha}{1 + \gamma}\right] v_1^2 = \left(\frac{1 - \alpha}{1 + \gamma}\right) \Theta_{2,(\gamma,\alpha,\beta)}, \tag{6.1.13}$$

where we have used (4.0.3) to obtain the equality. The relations obtained in (6.1.12) and (6.1.13) are those in $S^{G,\mu}_{\infty,1,2}(\gamma, \alpha, \beta)$, which proves the first part of (i).

We proceed in a similar manner to prove the second part of (i). We first apply the permutation (132) to the generators, then apply the automorphism $\varphi_2$ which sends $v_2 \mapsto -iv_2$ and $v_3 \mapsto iv_3$, where $i^2 = -1$ once again. The relations in (6.1.7) are transformed under this composition as indicated below:

$$f^\mu_{1,(\alpha,\beta,\gamma)} \overset{(132)}{\sim} [v_0, v_3] - \alpha [v_1, v_2] \overset{\varphi_2}{\sim} i [v_0, v_3] + i \alpha [v_1, v_2] = i f^\mu_{5,(\beta,\gamma,\alpha)},$$

$$f^\mu_{2,(\alpha,\beta,\gamma)} \sim [v_0, v_1] - \beta [v_2, v_3] \sim [v_0, v_1] - \beta [v_2, v_3] = f^\mu_{4,(\beta,\gamma,\alpha)},$$

$$f^\mu_{3,(\alpha,\beta,\gamma)} \sim [v_0, v_3]_+ - [v_1, v_2]_+ \sim i [v_0, v_3]_+ + i [v_1, v_2]_+ = i f^\mu_{6,(\beta,\gamma,\alpha)},$$

$$f^\mu_{4,(\alpha,\beta,\gamma)} \sim [v_0, v_1]_+ - [v_2, v_3]_+ \sim [v_0, v_1]_+ - [v_2, v_3]_+ = f^\mu_{2,(\beta,\gamma,\alpha)},$$

$$\Theta_{1,(\alpha,\beta,\gamma)} \sim -v_0^2 + v_2^2 + v_3^2 - v_1^2 \sim -v_0^2 - v_2^2 + v_3^2 + v_1^2 = \Theta_{1,(\beta,\gamma,\alpha)}. \tag{6.1.14}$$

Under the same maps the relation $\Theta_{2,(\alpha,\beta,\gamma)}$ is sent to

$$-v_0^2 + \left(\frac{1 + \alpha}{1 - \beta}\right) v_1^2 + \left(\frac{1 - \alpha}{1 + \gamma}\right) v_2^2 = \left(\frac{1 + \alpha}{1 - \beta}\right) \Theta_{2,(\beta,\gamma,\alpha)}, \tag{6.1.15}$$

where we have used (4.0.3) to obtain the equality. The relations obtained in (6.1.14) and (6.1.15) are those in $S^{G,\mu}_{\infty,3,4}(\beta, \gamma, \alpha)$, which completes the proof. \hfill $\square$

By Lemma 6.1.11 one obtains the following corollary.

**Corollary 6.1.16.** Under conditions on $d$ determined by the isomorphisms in Lemma 6.1.11, the properties listed in Theorem 6.1.10 also hold for the algebras $S^{G,\mu}_{d,i}$ for $3 \leq i \leq 6$. The same is true for $S^{G,\mu}_{\infty,1,2}$ and $S^{G,\mu}_{\infty,3,4}$ also.
In light of the isomorphisms given in Lemma 6.1.11, we will assume now that $S$ is subject to the hypotheses of Theorem 6.1.10.

We chose the $G$-grading on $S$ given in (6.1.5) in order that it be compatible with the $G$-grading on $B$. A consequence of this is that there is a graded surjection $S^{G,\mu} \twoheadrightarrow B^{G,\mu}$.

As for the Sklyanin algebra, we have three families of algebras which surject onto the same geometric ring; instead of this being a twisted homogeneous coordinate ring it is now $B^{G,\mu}$, which was shown in Theorem 5.3.9 to be a twisted ring. The situation is illustrated by Figure 6.1.17.

**Remark 6.1.18.** In §4.1.1 we studied cocycle twists of $A$ obtained by using the 24 possible actions of $G$ by the regular representation on the standard generators. All such actions also respect the relations in $S_\infty$ and $S_{d,i}$, thus one could study the associated cocycle twists. We remark that it was shown in the proof of Proposition 4.1.8 that $\text{Aut}_{\text{grp}}(G)$ stabilises $\mu$, hence in each case there are four isomorphism classes of cocycle twists. As in §4.1.1, these are governed by the generator that belongs to the identity component of the induced $G$-grading.

We will now consider fat point modules over the algebras we have just constructed. The situation encapsulated by Figure 6.1.17 implies that the point schemes of the algebras $A$, $S_\infty$ and $S_{d,i}$ all contain the elliptic curve $E$. Note that the full point schemes of the latter two algebras are given by [63, Lemma 2.16]. In contrast, the surjections from $S^{G,\mu}_\infty$ and $S^{G,\mu}_{d,i}$ onto $B^{G,\mu}$ do not give us any information regarding point modules when $|\sigma| = \infty$. This is because the point scheme of $B^{G,\mu}$ was proved to be empty under that hypothesis in Proposition 5.2.3.

However, the surjections onto $B^{G,\mu}$ do have the following consequence. The fat
point modules of multiplicity 2 over $B^{G,\mu}$ described in Proposition 5.3.24 are fat point modules over the algebras $S^G_{\infty,\mu}$ and $S^G_{d,i}$. Recall that these modules can be obtained by restricting $M_2(S)$-modules of the form $M^2_p$ for $p \in E$ to $S^{G,\mu}$.

Let us now restrict our attention to point modules and describe the point scheme of algebras in the family $S^G_{\infty,\mu}$. As we did for $A^{G,\mu}$, we will study the graph of the point scheme under the associated automorphism. Unlike in that case, however, we cannot give an explicit description of all of the points, merely their existence. Computer calculations suggest that there are 20 distinct points of multiplicity 1, as was the case for $A^{G,\mu}$.

We will prove the following proposition through a series of lemmas.

**Proposition 6.1.19.** Assume that $\text{char}(k) = 0$. For generic parameters $\alpha, \beta$ and $\gamma$ the point scheme $\Gamma''$ of $S^G_{\infty,\mu}$ consists of 20 points up to multiplicity.

The hypotheses of Proposition 6.1.19 are needed due to the use of computer calculations in the proof.

The first lemma allows us to focus on the multilinearisations of the defining relations of $S^G_{\infty,\mu}$. One should recall the definition of the points $e_j \in \mathbb{P}^3_k$ from (4.1.22).

**Lemma 6.1.20.** Let $\Gamma_2$ denote the vanishing locus of the multilinearisations of the quadratic relations of $S^G_{\infty,\mu}$. Then $\Gamma_2$ is the graph of $\Gamma''$ under the associated automorphism $\tau$. Moreover, $\tau$ has order 2.

**Proof.** By Theorem 6.1.10, $S^G_{\infty,\mu}$ satisfies the hypotheses of Theorem 2.1.26. Applying that theorem implies the first part of the lemma. Consider the multilinearisations of the quadratic relations of $S^G_{\infty,\mu}$:

\begin{align}
  m_1 &:= v_{01}v_{12} - v_{11}v_{02} - \alpha v_{21}v_{32} + \alpha v_{31}v_{22}, \\
  m_2 &:= v_{01}v_{12} + v_{11}v_{02} - v_{21}v_{32} - v_{31}v_{22}, \\
  m_3 &:= v_{01}v_{22} - v_{21}v_{02} + \beta v_{11}v_{32} - \beta v_{31}v_{12}, \\
  m_4 &:= v_{01}v_{22} + v_{21}v_{02} - v_{31}v_{12} - v_{11}v_{32}, \\
  m_5 &:= -v_{01}v_{02} + v_{11}v_{12} + v_{21}v_{22} - v_{31}v_{32}, \\
  m_6 &:= v_{11}v_{12} + \left(\frac{1 + \alpha}{1 - \beta}\right)v_{21}v_{22} - \left(\frac{1 - \alpha}{1 + \gamma}\right)v_{31}v_{32}.
\end{align}

(6.1.21)
It is clear that the multilinearisations in (6.1.21) are invariant under the map \(v_1 \leftrightarrow v_2\), and moreover that \((e_0, e_3)\) is a solution to them. As in the proof of Lemma 4.1.28, one can conclude that \(\tau\) has order 2.

\[\text{Lemma 6.1.22.} \text{ Consider the quasiprojective subscheme of } \Gamma_2 \text{ in which } v_{01} \neq 0 \text{ and } v_{02} = 0. \text{ This subscheme contains only one point, namely } (e_0, e_3).\]

\[\text{Proof.} \text{ In this quasiprojective subscheme we may assume that } v_{01} = 1. \text{ The multilinearisations in (6.1.21) then become}\]

\[m'_1 := v_{12} - \alpha v_{21} v_{32} + \alpha v_{31} v_{22}, \quad m'_2 := v_{12} - v_{21} v_{32} - v_{31} v_{22},\]

\[m'_3 := v_{22} + \beta v_{11} v_{32} - \beta v_{31} v_{12}, \quad m'_4 := v_{22} - v_{31} v_{12} - v_{11} v_{32},\]

\[m'_5 := v_{11} v_{12} + v_{21} v_{22} - v_{31} v_{32}, \quad m'_6 := v_{11} v_{12} + \left(\frac{1 + \alpha}{1 - \beta}\right) v_{21} v_{22} - \left(\frac{1 - \alpha}{1 + \gamma}\right) v_{31} v_{32}.\]

By equating \(m'_1\) and \(m'_2\) one obtains the equation

\[(\alpha - 1) v_{21} v_{32} = (\alpha + 1) v_{31} v_{22}, \quad (6.1.23)\]

while doing the same for \(m'_3\) and \(m'_4\) gives

\[(\beta - 1) v_{31} v_{12} = (\beta + 1) v_{11} v_{32}. \quad (6.1.24)\]

In light of (6.1.23) we split the analysis into three cases; either \(v_{21} = 0, v_{32} = 0\) or \(v_{21}, v_{32} \neq 0\).

\[\text{Case 1:} \text{ If } v_{21} = 0, \text{ then (6.1.23) implies that either } v_{31} = 0 \text{ or } v_{22} = 0.\]

\[\text{Case 1(a):} \text{ If } v_{31} = 0 \text{ then (6.1.24) implies that either } v_{11} = 0 \text{ or } v_{32} = 0. \text{ In either situation one can use } m'_1, m'_2, m'_3 \text{ and } m'_4 \text{ to see that } v_{12} = v_{22} = 0, \text{ which results in a contradiction when } v_{32} = 0. \text{ If } v_{11} = 0 \text{ then the only solution that we obtain is } (e_0, e_3), \text{ which we have already seen lies in } \Gamma_2.\]

\[\text{Case 1(b):} \text{ If } v_{22} = 0 \text{ then one must have } v_{12} = 0 \text{ by } m'_1. \text{ Using (6.1.24) this implies that either } v_{11} = 0 \text{ or } v_{32} = 0, \text{ as in the previous case. One can proceed in a similar manner to conclude that the only solution in this case is } (e_0, e_3) \text{ once again.}\]

\[\text{Case 2:} \text{ Now assume that } v_{32} = 0. \text{ Then (6.1.24) implies that either } v_{31} = 0 \text{ or } v_{12} = 0. \text{ If the former is true then one can use } m'_1 \text{ and } m'_3 \text{ to show that } v_{12} = v_{22} = 0, \text{ which is absurd. In the latter situation one can use } m'_3 \text{ to conclude that } v_{22} = 0, \text{ then use } m'_1 \text{ to show that } v_{12} = 0. \text{ This gives a contradiction once again.}\]
Case 3: Finally, suppose that \(v_{21}, v_{32} \neq 0\). In this case one can see from (6.1.23) that \(v_{31}, v_{22} \neq 0\) must hold. By (6.1.24) one must therefore have either \(v_{11} = v_{12} = 0\) or \(v_{11}, v_{12} \neq 0\). If the former is true then \(m'_3\) implies that \(v_{22} = 0\), which is a contradiction. Suppose therefore that \(v_{11}, v_{12} \neq 0\). The Macaulay2 code given by Code B.2.2 in Appendix B.2 shows that there are no solutions to the multilinearisations in this case. Note that we can always scale the second copy of \(P_3^k\) so that \(v_{11}v_{21}v_{31}v_{12}v_{22}v_{32} = 1\).

Lemma 6.1.25. Consider the closed subscheme of \(\Gamma_2\) in which \(v_{01} = v_{02} = 0\). This subscheme contains only 2 points, namely \((e_2, e_1)\) and \((e_1, e_2)\).

Proof. In this subscheme the multilinearisations from (6.1.21) become

\[
\begin{align*}
m''_1 &= -\alpha v_{21}v_{32} + \alpha v_{31}v_{22}, \quad m''_2 &= -v_{21}v_{32} - v_{31}v_{22}, \\
m''_3 &= \beta v_{11}v_{32} - \beta v_{31}v_{12}, \quad m''_4 &= -v_{31}v_{12} - v_{11}v_{32}, \\
m''_5 &= v_{11}v_{12} + v_{21}v_{22} - v_{31}v_{32}, \quad m''_6 &= v_{11}v_{12} + \left(1 + \frac{\alpha}{1-\beta}\right)v_{21}v_{22} - \left(\frac{1 - \alpha}{1 + \gamma}\right)v_{31}v_{32}.
\end{align*}
\]

Using the equations \(m''_1, \ldots, m''_4\) and our assumptions on \((\alpha, \beta, \gamma)\), we must have

\[v_{21}v_{32} = v_{31}v_{22} = v_{31}v_{12} = v_{11}v_{32} = 0.\]

If \(v_{32} \neq 0\) then \(v_{11} = v_{21} = 0\) which is absurd. Similarly, if \(v_{31} \neq 0\) we obtain a contradiction. Thus we can assume that \(v_{31} = v_{32} = 0\). Since \(\frac{1+\alpha}{1-\beta} \neq 1\) (this would imply \(\gamma = 0\) or \(\beta = -1\)), we must have \(v_{11}v_{12} = v_{21}v_{22} = 0\). The only admissible solutions to these equations are the points \((e_2, e_1)\) and \((e_1, e_2)\), the second of which we could have deduced by symmetry from the first, or vice versa.

We are now in a position to prove that the point scheme of \(S^G_{\infty}^\mu\) consists of 20 points up to multiplicity.

Proof of Proposition 6.1.19. By Lemma 6.1.20 we know that \(\Gamma_2\) is the graph of \(\Gamma''\) under the automorphism \(\tau\). We will first study \(\Gamma_2\), which is covered by the following four subschemes of \(\mathbb{P}_k^3 \times \mathbb{P}_k^3\):

\[
U_1 : v_{01}, v_{02} \neq 0, \quad U_2 : v_{01} \neq 0, v_{02} = 0, \quad U_3 : v_{01} = 0, v_{02} \neq 0, \quad U_4 : v_{01} = v_{02} = 0.
\]

Note that the Macaulay2 code given by Code B.2.1 in Appendix B.2 shows that \(U_1 \cap \Gamma_2\) contains 16 points up to multiplicity. By Lemma 6.1.22 we know that \(U_2 \cap \Gamma_2\)
contains only a single point of the form \((e_0, e_3)\). But by Lemma 6.1.20 the multilinearisations defining \(\Gamma_2\) are symmetric. Thus Lemma 6.1.22 implies that \(U_3 \cap \Gamma_2\) also contains only a single point, namely \((e_3, e_0)\). Finally, by Lemma 6.1.25 we know that \(U_4 \cap \Gamma_2\) contains only the two points \((e_2, e_1)\) and \((e_1, e_2)\).

We have shown that \(\Gamma_2\) is a 0-dimensional scheme, therefore \(\Gamma'' = \pi_1(\Gamma_2)\) must also be 0-dimensional. To complete the proof we note that Proposition 2.1.32 implies that the multiplicities of the points in \(\Gamma''\) must add up to 20. In particular, this fact in conjunction with Code B.2.1 implies that the four points we have exhibited explicitly must each have multiplicity 1.

**Conjecture 6.1.26.** Let \(k\) be an algebraically closed field with \(\text{char}(k) \neq 2\). Assume that \(\alpha, \beta\) and \(\gamma\) satisfy (4.0.2) and \(d \neq (1, \beta - 1), (1, -1 - \gamma)\). Then the point schemes of \(S^G_{\infty}\) and \(S_{d,i}(\alpha, \beta, \gamma)^G\) consist of 20 points counting multiplicity.

As evidence for this conjecture in relation to \(S_{d,i}(\alpha, \beta, \gamma)^G\), we note that it can be verified by computer for some specific values of the parameters.

To end this section we will compute the dimension of the line scheme of \(S_{\infty}^G\).

**Proposition 6.1.27.** Assume that \(\text{char}(k) = 0\). For generic parameters \(\alpha, \beta\) and \(\gamma\) the line scheme of \(S_{\infty}^G\) is a 1-dimensional projective scheme.

**Proof.** As in Proposition 4.2.1, our hypotheses reflect the fact that the proof relies on computer calculations. Let a general relation in \(S_{\infty}^G\) be written in the form

\[ t_1 f_1^\mu + t_2 f_2^\mu + t_3 f_3^\mu + t_4 f_4^\mu + t_5 \Theta_1 + t_6 \Theta_2, \]

for some \(t_i \in k\). Mimicking the method used to prove Proposition 4.2.1, we form the following matrix:

\[
\begin{pmatrix}
-t_5 & t_1 + t_2 & t_3 + t_4 & 0 \\
t_2 - t_1 & t_5 + t_6 & 0 & \beta t_3 - t_4 \\
t_4 - t_3 & 0 & t_5 + t_6 \left(\frac{1+\alpha}{1-\beta}\right) & -\alpha t_1 - t_2 \\
0 & -\beta t_3 - t_4 & \alpha t_1 - t_2 & -t_5 - t_6 \left(\frac{1-\alpha}{1+\gamma}\right)
\end{pmatrix}
\]

The line scheme of \(S_{\infty}^G\) is the closed subscheme of points \((t_1, \ldots, t_6) \in \mathbb{P}_k^5\) such that this matrix has rank less than or equal to 2. The Macaulay2 code given by Code B.2.3 in Appendix B.2 shows that, when regarded as defining the affine cone of the line
scheme in \( A_k^6 \), the ideal generated by the \( 3 \times 3 \) minors of this matrix has codimension 4. Equivalently, the affine scheme it defines has dimension 2. Since its affine cone has dimension 2, the line scheme must have dimension 1 when considered as a projective scheme in \( \mathbb{P}_k^5 \).

As we discussed in §2.1.2, AS-regular algebras of dimension 4 with a 0-dimensional point scheme and a 1-dimensional line are considered important examples of regular algebras. When \( \text{char}(k) = 0 \) and for generic parameters \( \alpha, \beta \) and \( \gamma \), Propositions 6.1.19 and 6.1.27 imply that \( S^G_{\infty, \mu} \) is such an algebra.

### 6.2 Twists in Rogalski and Zhang’s classification

The algebras that we will now study were classified by Rogalski and Zhang in their paper [51]. We will need to work over an algebraically closed field of characteristic 0 for the duration of this section.

Rogalski and Zhang’s algebras are AS-regular domains of dimension 4 satisfying two extra conditions; they are generated by three degree 1 elements and admit a proper \( \mathbb{Z}^2 \)-grading. Properness of such a grading, \( A = \bigoplus_{n,m \in \mathbb{Z}} A_{m,n} \) say, means that \( A_{0,1} \neq 0 \) and \( A_{1,0} \neq 0 \).

As the authors of [51] note in their introduction, AS-regular algebras of dimension 4 can have either two, three or four generators. Their aim was to develop examples in the least studied of these cases; the 4-dimensional Sklyanin algebras and Stafford’s algebras from [63] are of course examples of the four generator case (not to mention their cocycle twists), whilst examples with two generators were studied in [38].

Rogalski and Zhang’s main results are summarised below.

**Theorem 6.2.1 ([51, Theorems 0.1 and 0.2]).** Let \( A \) be an AS-regular domain of dimension 4 which is generated by three degree 1 elements and properly \( \mathbb{Z}^2 \)-graded. Then either \( A \) is a normal extension of an AS-regular algebra of dimension 3, or up to isomorphism it falls into one of eight 1 or 2 parameter families, \( \mathcal{A} - \mathcal{H} \). Moreover, any such algebra is strongly noetherian, Auslander regular and Cohen-Macaulay.

The final three properties in Theorem 6.2.1 hold under weaker conditions as [51, Corollary 0.3] shows: one no longer needs to assume that the algebra is a domain or
make an assumption on the number of generators.

There is another family of such algebras, namely $\mathcal{F}$. However, by the isomorphism in [51, Example 3.11] we can ignore such algebras and work with the family $\mathcal{F}$ instead. We will not concern ourselves with the algebras that are normal extensions.

In order to apply our cocycle twist construction we require graded algebra automorphisms, where in this case graded refers to the connected graded structure rather than the additional $\mathbb{Z}^2$-grading. Section 5 of Rogalski and Zhang’s paper is concerned with precisely this topic. The key result is the following, where generic means avoiding some finite set of parameters given in the statement of [51, Lemma 5.1]:

**Theorem 6.2.2 ([51, Theorem 5.2(a)])**. Consider a generic AS-regular algebra $A$ in one of the families $\mathcal{A} - \mathcal{H}$. The graded automorphism group of $A$ is isomorphic either to $k^\times \times k^\times$ or to $k^\times \times k^\times \times C_2$. The first case occurs for the families $\mathcal{A}(b,q)$ with $q \neq -1$, $\mathcal{D}(h,b)$ with $h \neq b^4$, $\mathcal{F}$, $\mathcal{E}$ and $\mathcal{H}$. The second case occurs if $A$ belongs to one of the families $\mathcal{A}(b,-1)$, $\mathcal{B}$, $\mathcal{C}$, $\mathcal{D}(h,b)$ with $h = b^4$, $\mathcal{E}$ or $\mathcal{G}$.

We now show that any cocycle twist of an algebra in one of these families must be isomorphic to another algebra in the classification. Before stating the result, let us fix some notation for the remainder of the section. The algebra $A$ will be generated by the three degree 1 elements $x_1, x_2$ and $x_3$, where $x_1, x_2 \in A_{1,0}$ and $x_3 \in A_{0,1}$. We will follow Rogalski and Zhang in referring to the extra automorphism of order 2 as the *quasi-trivial* automorphism. This automorphism interchanges $x_1$ and $x_2$ whilst fixing $x_3$.

**Lemma 6.2.3.** Let $A$ be a generic algebra in one of the families $\mathcal{A} - \mathcal{H}$. Any cocycle twist $A^{G,\mu}$ must also belong to one of these families. Moreover, if $A$ possesses the quasi-trivial automorphism then so must $A^{G,\mu}$.

**Proof.** First note that all of the automorphisms described in Theorem 6.2.2 preserve the $\mathbb{Z}^2$-grading on the algebra. Therefore by Lemma 3.1.19 any cocycle twist must also possess a proper $\mathbb{Z}^2$-grading. By Corollary 3.2.28 and Lemma 3.2.4 respectively, such a twist will be AS-regular of dimension 4 and have the same Hilbert series as $A$. Moreover, Lemma 3.2.5 and Remark 3.2.6 imply that $A^{G,\mu}$ must have three degree 1 generators. The proof of the first part of the lemma is completed by applying [8, Theorem 3.9], which implies that such a twist is also a domain.
Suppose now that $A$ admits the quasi-trivial automorphism $\phi$. It suffices to show that this preserves any induced $G$-grading, since in that case for all homogeneous elements $x \in A_g$, $y \in A_h$ one has

$$\phi(x * \mu y) = \mu(g, h)\phi(xy) = \mu(g, h)\phi(x)\phi(y) = \phi(x) * \mu \phi(y),$$

as $\phi(x) \in A_g$ and $\phi(y) \in A_h$. Observe that the following elements must be homogeneous with respect to any induced $G$-grading, since any automorphism acts on them diagonally:

$$w_1 = x_1 + x_2, \quad w_2 = x_1 - x_2, \quad w_3 = x_3. \quad (6.2.4)$$

In particular, $\phi$ acts on them diagonally. These elements generate $A$ and therefore $\phi$ must preserve any induced $G$-grading.

The automorphisms corresponding to $k^\times \times k^\times$ come from scaling components of the $\mathbb{Z}^2$-grading. The additional presence of the quasi-trivial automorphism implies the existence of cocycle twists relating algebras in different families, as we now show. Recall that Lemma 3.2.2 concerns generators of ideals under cocycle twists; we use this lemma implicitly in the proof.

**Theorem 6.2.5.** Let $G = (C_2)^2 = \langle g_1, g_2 \rangle$ and let $\mu$ denote the 2-cocycle of $G$ defined in (3.1.11). Then there are $k$-algebra isomorphisms

$$\mathcal{A}(1, -1)^{G, \mu} \cong \mathcal{D}(1, 1), \quad \mathcal{B}(1)^{G, \mu} \cong \mathcal{C}(1), \quad \mathcal{E}(1, \gamma)^{G, \mu} \cong \mathcal{E}(1, -\gamma), \quad \mathcal{G}(1, \gamma)^{G, \mu} \cong \mathcal{G}(1, \gamma^\perp).$$

**Proof.** Once again, we will use the isomorphism $G \cong G^\perp$ given by (3.1.9). Let us begin by defining the action of $G$ which we will use for each of the cocycle twists we perform. Note that all of the algebras in the statement of the result admit the quasi-trivial automorphism. Therefore we can let $g_1$ act via the quasi-trivial automorphism and $g_2$ act by multiplying $x_3$ by -1 and fixing the other two generators.

Since the standard generators are not diagonal with respect to this action, we will instead use the generators $w_1, w_2, w_3$ described above in (6.2.4). Denoting the algebra we wish to twist by $A$, the induced $G$-grading on the new generators is given by

$$w_1 \in A_{\epsilon}, \quad w_2 \in A_{g_2}, \quad w_3 \in A_{g_1}.$$

The defining relations of any algebra in one of the eight families belong to different components of the $\mathbb{Z}^2$-grading. Observe that the algebras $\mathcal{A}(1, -1), \mathcal{B}(1), \mathcal{C}(1)$ and
$D(1,1)$ share three relations, only being distinguished from each other by their relations in the $(2,1)$-component. Writing the shared relations in terms of the diagonal basis we show that they are left invariant under the twist – the first two are quadratic relations:

$$0 = w_1^2 - w_2^2 = \frac{w_1 * \mu w_1}{\mu(e,e)} - \frac{w_2 * \mu w_2}{\mu(g_2,g_2)} = w_1 * \mu w_1 - w_2 * \mu w_2 = v_1^2 - v_2^2,$$

$$0 = w_3 w_1 - w_1 w_3 = \frac{w_3 * \mu w_1}{\mu(g_1,e)} - \frac{w_1 * \mu w_3}{\mu(e,g_1)} = w_3 * \mu w_1 - w_1 * \mu w_3 = v_3 v_1 - v_1 v_3,$$

while the third relation is cubic:

$$0 = w_3^2 w_2 - w_2 w_3^2 = \frac{w_3 * \mu w_3 * \mu w_2}{\mu(g_1,g_1)\mu(e,g_2)} - \frac{w_2 * \mu w_3 * \mu w_3}{\mu(g_2,g_1)\mu(g_1 g_2, g_1)} = w_3 * \mu w_3 * \mu w_2 - w_2 * \mu w_3 * \mu w_3 = v_3^2 v_2 - v_2 v_3^2.$$

Thus, to verify the first two isomorphisms in the statement of the result it suffices to consider the behaviour under the twist of the only relation they do not share. We first twist this relation in the algebra $A(1,-1)$, having once again written it in terms of the new generators beforehand:

$$0 = [w_3, [w_1, w_2], +]$$

$$= w_3 w_1 w_2 + w_3 w_2 w_1 - w_1 w_2 w_3 - w_2 w_1 w_3$$

$$= \frac{w_3 * \mu w_1 * \mu w_2}{\mu(g_1,e)\mu(g_1,g_2)} + \frac{w_3 * \mu w_2 * \mu w_1}{\mu(g_1, e)\mu(g_1 g_2, e)} - \frac{w_1 * \mu w_2 * \mu w_3}{\mu(e, g_2)\mu(g_2, g_1)} - \frac{w_2 * \mu w_3 * \mu w_3}{\mu(g_2, e)\mu(g_2, g_1)}$$

$$= -w_3 * \mu w_1 * \mu w_2 - w_3 * \mu w_2 * \mu w_1 - w_1 * \mu w_2 * \mu w_3 - w_2 * \mu w_1 * \mu w_3$$

$$= -[v_3, [v_1, v_2], +].$$

This relation is the same as that in $D(1,1)$ under the new generators, which proves the first isomorphism.

Let us now move on to $B(1)$. Twisting the non-shared relation we see that

$$0 = [w_3, [w_2, w_1], +]$$

$$= w_3 w_2 w_1 - w_3 w_1 w_2 + w_2 w_1 w_3 - w_1 w_2 w_3$$

$$= \frac{w_3 * \mu w_2 * \mu w_1}{\mu(g_1, g_2)\mu(g_1 g_2, e)} - \frac{w_3 * \mu w_1 * \mu w_2}{\mu(g_1, e)\mu(g_1, g_2)} + \frac{w_2 * \mu w_1 * \mu w_3}{\mu(e, g_2)\mu(g_2, g_1)} - \frac{w_1 * \mu w_2 * \mu w_3}{\mu(g_2, e)\mu(g_2, g_1)}$$

$$= -w_3 * \mu w_2 * \mu w_1 + w_3 * \mu w_1 * \mu w_2 + w_2 * \mu w_1 * \mu w_3 - w_1 * \mu w_2 * \mu w_3$$

$$= [v_3, [v_1, v_2]].$$
This relation is shared by $\mathcal{C}(1)$ under the new generating set, which proves the second isomorphism.

We now move on to the remaining two isomorphisms. The algebras in the relevant families share three relations, two of which we have already shown are preserved under the cocycle twist. This is also true for the third relation, which as yet we have not encountered:

$$0 = w_3^2 w_2 + w_2 w_3^2 = \frac{w_3 * \mu w_3 * \mu w_2}{\mu(g_1, g_1) \mu(e, g_2)} + \frac{w_2 * \mu w_3 * \mu w_3}{\mu(g_2, g_1) \mu(g_1 g_2, g_1)}$$

$$= w_3 * \mu w_3 * \mu w_2 + w_2 * \mu w_3 * \mu w_3$$

$$= v_3^2 v_2 + v_2 v_3^2.$$  

Once again, it suffices to see what happens to the non-shared relation. In $\mathcal{E}(1, \gamma)$, where $\gamma = \pm i$, one has

$$0 = w_3 w_2 w_1 - w_1 w_3 w_2 + \gamma w_1 w_2 w_3 - \gamma w_2 w_1 w_3$$

$$= \frac{w_3 * \mu w_3 * \mu w_1}{\mu(g_1, g_2) \mu(g_1 g_2, e)} - \frac{w_1 * \mu w_3 * \mu w_2}{\mu(e, g_1) \mu(g_1 g_2, g_1)} + \gamma \frac{w_1 * \mu w_2 * \mu w_3}{\mu(g_2, g_1) \mu(g_1 g_2, g_1)} - \gamma \frac{w_2 * \mu w_1 * \mu w_3}{\mu(g_2, e) \mu(g_2, g_1)}$$

$$= -w_3 * \mu w_2 * \mu w_1 + w_1 * \mu w_3 * \mu w_2 + \gamma w_1 * \mu w_2 * \mu w_3 - \gamma w_2 * \mu w_1 * \mu w_3$$

$$= -v_3 v_2 v_1 + v_1 v_3 v_2 + \gamma v_1 v_2 v_3 - \gamma v_2 v_1 v_3.$$  

This is the final relation in $\mathcal{E}(1, -\gamma)$ under the new generators, which proves the penultimate isomorphism.

We now twist the final relation of $\mathcal{G}(1, \gamma)$, where $\gamma = \frac{1+i}{2}$ and so $\overline{\gamma} = \frac{1}{2\gamma}$:

$$0 = w_3 w_1 w_2 + w_3 w_2 w_1 + i w_1 w_2 w_3 + i w_2 w_1 w_3$$

$$= \frac{w_3 * \mu w_1 * \mu w_2}{\mu(g_1, e) \mu(g_1, g_2)} + \frac{w_3 * \mu w_2 * \mu w_1}{\mu(g_1, g_2) \mu(g_1 g_2, e)} + \frac{i w_1 * \mu w_2 * \mu w_3}{\mu(e, g_2) \mu(g_2, g_1)} + \frac{i w_2 * \mu w_1 * \mu w_3}{\mu(g_2, e) \mu(g_2, g_1)}$$

$$= -w_3 * \mu w_1 * \mu w_2 - w_3 * \mu w_2 * \mu w_1 + i w_1 * \mu w_2 * \mu w_3 + i w_2 * \mu w_1 * \mu w_3$$

$$= -v_3 v_1 v_2 - v_3 v_2 v_1 + iv_1 v_2 v_3 + iv_2 v_1 v_3.$$  

This is precisely the final relation of $\mathcal{G}(1, \overline{\gamma})$ under the new generators, which proves the last isomorphism in the statement of the theorem.

Combined with the fact that $\mathcal{A}(b, -1)$, $\mathcal{B}(b)$, $\mathcal{C}(b)$, $\mathcal{D}(b, b^4)$, $\mathcal{E}(b, \gamma)$ and $\mathcal{G}(b, \gamma)$ are Zhang twists of the respective algebras in the statement of Theorem 6.2.5 for any parameter $b \in k^\times$ [51, §3], this result gives a partial description of such algebras up to cocycle twisting.
6.3 Twisting an algebra of Vancliff

In this section we will investigate cocycle twists of algebras studied in [72], which are defined for algebraically closed fields of characteristic not equal to 2. Their properties are strongly controlled by some associated geometry; corresponding to each algebra there is nonsingular quadric \( Q \) and a line \( L \) in \( \mathbb{P}^3_k \), along with an automorphism \( \sigma \in \text{Aut}(Q \cup L) \). The algebras split into two families depending upon whether \( \sigma \) preserves or interchanges the rulings on \( Q \).

We will focus on the algebras for which the automorphism preserves the two rulings. While there exist graded automorphisms in the other case, those which are diagonal with respect to the relations given in [72, Lemma 1.3(b)] produce cocycle twists which are Zhang twists of the \( \mathbb{N} \)-grading. This will not be true for our examples, since the point scheme of the twists is only 1-dimensional, as proved in Proposition 6.3.10.

The algebras we shall twist will be denoted by \( R(\alpha, \beta, \lambda) \), where \( \alpha, \beta, \lambda \in k^\times \) are scalars satisfying \( \lambda \neq \alpha\beta \). As we did in Chapter 4 for Sklyanin algebras, we will omit the parameters if no ambiguity will arise. The defining relations of \( R(\alpha, \beta, \lambda) \) are given in [72, Lemma 1.3(a)]:

\[
\begin{align*}
x_2x_1 &= \alpha x_1x_2, & x_3x_1 &= \lambda x_1x_3, & x_4x_1 &= \alpha \lambda x_1x_4, & x_3x_3 &= \alpha x_3x_4, \\
x_4x_2 &= \lambda x_2x_4, & x_3x_2 - \beta x_2x_3 &= (\alpha \beta - \lambda)x_1x_4.
\end{align*}
\]

(6.3.1)

Example 1.5 from [72] shows that taking \( \alpha = q, \beta = 1 \) and \( \lambda = q^{-1} \) for some \( q \in k^\times \) such that \( q^2 \neq 1 \), one obtains the coordinate ring of quantum \( 2 \times 2 \) matrices, denoted by \( \mathcal{O}_q(M_2(k)) \).

The geometric data associated to \( R \) lies inside \( \mathbb{P}(R_1) = \mathbb{P}^3_k \), namely the quadric \( Q = V(x_1x_4 + x_2x_3) \) and the line \( L = V(x_1, x_4) \). The automorphism \( \sigma \) is described in the proof of Lemma 1.3(a) op. cit.:

\[
\sigma|_Q = \begin{pmatrix} \alpha \lambda & 0 & 0 & 0 \\ 0 & \lambda & 0 & 0 \\ 0 & 0 & \alpha & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix}, \quad \sigma|_L = \begin{pmatrix} \beta & 0 \\ 0 & 1 \end{pmatrix}.
\]

(6.3.2)

To find \( \mathbb{N} \)-graded algebra automorphisms for which the given generators form a diagonal basis, one only needs to consider the relation \( x_3x_2 - \beta x_2x_3 = (\alpha \beta - \lambda)x_1x_4 \); the
other relations are fixed by any automorphism that acts diagonally on the generators. Suppose that an automorphism acts by $x_i \mapsto \lambda_i x_i$ for some $\lambda_i \in k^\times$. From the relevant relation we see that $\lambda_2 \lambda_3 = \lambda_1 \lambda_4$ must hold. It is clear that there are many automorphisms that would satisfy this condition, but we will focus on the following action of $G = (C_2)^2 = \langle g_1, g_2 \rangle$ on $R$:

\begin{align*}
g_1: & \ x_1 \mapsto x_1, \ x_2 \mapsto x_2, \ x_3 \mapsto -x_3, \ x_4 \mapsto -x_4, \\
g_2: & \ x_1 \mapsto x_1, \ x_2 \mapsto -x_2, \ x_3 \mapsto x_3, \ x_4 \mapsto -x_4.
\end{align*}

(6.3.3)

Since $|G| = 4$, our assumption on the characteristic of $k$ means that $\text{char}(k) \nmid |G|$ always hold. Under the isomorphism $G \cong G^\vee$ given by (3.1.9), the action in (6.3.3) induces the following $G$-grading on the generators of $R$:

\begin{align*}
x_1 \in R_e, & \ x_2 \in R_{g_1}, \ x_3 \in R_{g_2}, \ x_4 \in R_{g_1 g_2}.
\end{align*}

(6.3.4)

We now give the relations of the cocycle twist of $R$ that we will study.

**Lemma 6.3.5.** Consider the $G$-grading on $R(\alpha, \beta, \gamma)$ induced by the action of $G$ given in (6.3.3), and let $\mu$ be the 2-cocycle defined in (3.1.11). Then the associated cocycle twist $R(\alpha, \beta, \gamma)^{G, \mu}$ has defining relations

\begin{align*}
v_2 v_1 &= \alpha v_1 v_2, \quad v_3 v_1 = \lambda v_1 v_3, \quad v_4 v_1 = \alpha \lambda v_1 v_4, \quad v_4 v_3 = -\alpha v_3 v_4, \\
v_4 v_2 &= -\lambda v_2 v_4, \quad v_3 v_2 + \beta v_2 v_3 = (\alpha \beta - \lambda) v_1 v_4.
\end{align*}

(6.3.6)

*Proof.* Note that since $x_1 \in R_e$, the three commutation relations from (6.3.1) involving $x_1$ are left invariant under a twist by $\mu$. Computations for the remaining three relations when twisted by this 2-cocycle are deferred to Appendix A.2.1. Lemma 3.2.2 shows that the ideal of relations in the twist is generated by the six relations in (6.3.6). □

We now highlight some of the properties that the cocycle twist possesses.

**Theorem 6.3.7.** Suppose that $\alpha, \beta, \lambda \in k^\times$ and $\lambda \neq \alpha \beta$. Then $R(\alpha, \beta, \lambda)^{G, \mu}$ has the following properties:

(i) it is an iterated Ore extension over $k$;

(ii) it is generated in degree 1 with Hilbert series $1/(1 - t)^4$;

(iii) it is noetherian;
(iv) it is Cohen-Macaulay and Auslander regular of global dimension 4;

(v) it is AS-regular.

Proof. By adjoining the generators in the order $v_1, v_2, v_4, v_3$ to $k$, it is clear that the twist is an iterated Ore extension (in which the endomorphisms are in fact automorphisms). This has two consequences; firstly, it implies that $R(\alpha, \beta, \lambda)^{G, \mu}$ has Hilbert series $1/(1 - t)^4$ and is generated in degree 1, while an application of [23, Theorem 2.6] shows that it is noetherian.

By Corollary 1.9 and Proposition 2.3 from [72], $R(\alpha, \beta, \lambda)$ is Cohen-Macaulay and Auslander regular of global dimension 4. These properties are preserved under twisting by Propositions 3.2.18 and 3.2.42. Part (v) can then be proved by applying [34, Theorem 6.3] to $R(\alpha, \beta, \lambda)^{G, \mu}$.

We will drop the parameters from our notation in future since there will be no ambiguity, thus $R^{G, \mu}$ is our object of study.

Our focus now turns to geometry, beginning with a description of the point scheme of $R^{G, \mu}$ at the level of its closed points. This will show that such algebras do not belong to either of the families defined in [72], nor are Zhang twists of the $\mathbb{N}$-grading of such an algebra.

**Lemma 6.3.8.** Let $\Gamma_2$ be the projective scheme determined by the multilinearisations of the defining relations of $R^{G, \mu}$ given in (6.3.6). Then such multilinearisations can be expressed in terms of matrices as $M \cdot \underline{v} = 0$, where

$$M = \begin{pmatrix}
 v_{21} & -\alpha v_{11} & 0 & 0 \\
v_{31} & 0 & -\lambda v_{11} & 0 \\
v_{41} & 0 & 0 & -\alpha \lambda v_{11} \\
0 & 0 & v_{41} & \alpha v_{31} \\
0 & v_{41} & 0 & \lambda v_{21} \\
0 & v_{31} & \beta v_{21} & -(\alpha \beta - \lambda) v_{11}
\end{pmatrix} \quad \text{and} \quad \underline{v} = \begin{pmatrix} v_{12} \\
v_{22} \\
v_{32} \\
v_{42}
\end{pmatrix}. \quad (6.3.9)$$

Furthermore, $\Gamma_2$ is the graph of the point scheme $\Gamma$ of $R^{G, \mu}$ under the associated automorphism $\phi$. Points in $\Gamma$ are precisely those points in $\mathbb{P}^4_k$ for which the matrix $M$ has rank 3 when evaluated at them.
**Proof.** It is a routine calculation to verify that the matrices in (6.3.9) and the equation $M \cdot v = 0$ give an alternative description of the multilinearisations of the relations in (6.3.6). This formulation will prove useful to us when proving Proposition 6.3.10.

To prove the second part of the lemma it would suffice to apply Theorem 2.1.26. This is possible by the conclusion of Theorem 6.3.7, thus $\Gamma_2$ is the graph of $\Gamma$ under the associated automorphism $\phi$.

Let us now address the final part of the lemma by supposing that $p \in \Gamma$. As $\Gamma_2$ is the graph of an automorphism, $p^\phi$ is the unique point $q$ for which $(p, q) \in \Gamma_2$. In terms of the matrix equation $M \cdot v = 0$, this means precisely that the rank of $M$ when evaluated at $p$ must be 3.

We are now in a position to describe the closed points of $\Gamma$. Rather than first finding the points of $\Gamma_2$ as we have done on previous occasions (in Lemma 4.1.23 for example), we will find the points of $\Gamma$ directly.

**Proposition 6.3.10.** The point scheme $\Gamma$ of $R^{G,\mu}$ consists of the union of the following lines in $\mathbb{P}^3_k$:

\[
\begin{align*}
L_{12} : & \quad v_1 = v_2 = 0, \\
L_{13} : & \quad v_1 = v_3 = 0, \\
L : & \quad v_1 = v_4 = 0, \\
L_{14} : & \quad v_3 = v_4 = 0, \\
L_{24} : & \quad v_2 = v_4 = 0, \\
L_{34} : & \quad v_3 = v_4 = 0.
\end{align*}
\]  

Moreover, the associated automorphism $\phi$ is defined on each of these lines by

\[
\phi|_{L_{12}} = \begin{pmatrix} -\alpha & 0 \\ 0 & 1 \end{pmatrix}, \quad \phi|_{L_{13}} = \begin{pmatrix} -\lambda & 0 \\ 0 & 1 \end{pmatrix}, \quad \phi|_{L_{14}} = \begin{pmatrix} -\beta & 0 \\ 0 & 1 \end{pmatrix},
\]

\[
\phi|_{L_{24}} = \begin{pmatrix} \lambda & 0 \\ 0 & 1 \end{pmatrix}, \quad \phi|_{L_{34}} = \begin{pmatrix} \alpha & 0 \\ 0 & 1 \end{pmatrix},
\]  

where these lines have been identified with $\mathbb{P}^1_k$ in the obvious manner.

**Proof.** Consider the matrix $M$ in (6.3.9), where we now suppress the second subscript of the variables therein. By Lemma 6.3.8 we are looking for points $p \in \mathbb{P}^3_k$ at which the matrix $M$ has rank 3. In particular, the $4 \times 4$ minors of $M$ must vanish. On computing these minors, one obtains the following equations – note that there are
only 14 equations since one of the minors vanishes at all points of \( \mathbb{P}_k^3 \).

\[
m_1 := 2\alpha^2 \lambda v_1^2 v_3 v_4, \quad m_2 := 2\alpha \lambda^2 v_1^2 v_2 v_4, \quad m_3 := 2\alpha \lambda v_1 v_2 v_4^2, \\
m_4 := -2\alpha \beta \lambda v_1 v_2^2 v_4, \quad m_5 := 2\alpha \lambda v_1 v_3^2 v_4, \quad m_6 := 2\alpha \lambda v_1^2 v_3 v_4, \\
m_7 := \alpha \lambda v_1^2 ((\lambda - \alpha \beta) v_1 v_4 + (\lambda + \alpha \beta) v_2 v_3), \\
m_8 := \alpha v_1 v_3 ((\lambda - \alpha \beta) v_1 v_4 - (\lambda + \alpha \beta) v_2 v_3), \\
m_9 := \lambda v_1 v_2 ((\lambda - \alpha \beta) v_1 v_4 - (\lambda + \alpha \beta) v_2 v_3), \\
m_{10} := \alpha v_1 v_4 ((\lambda - \alpha \beta) v_1 v_4 + (\lambda - \alpha \beta) v_2 v_3), \\
m_{11} := v_2 v_4 ((\lambda + \alpha \beta) v_2 v_3 - (\lambda + \alpha \beta) v_1 v_4), \\
m_{12} := \lambda v_1 v_4 ((\lambda - \alpha \beta) v_2 v_3 - (\lambda - \alpha \beta) v_1 v_4), \\
m_{13} := v_3 v_4 ((\lambda + \alpha \beta) v_2 v_3 - (\lambda - \alpha \beta) v_1 v_4), \\
m_{14} := v_2^2 ((\lambda + \alpha \beta) v_2 v_3 - (\lambda - \alpha \beta) v_1 v_4).
\]  

(6.3.13)

We will now analyse (6.3.13). Equations \( m_1 \) through \( m_6 \) vanish if either \( v_1 = 0 \), \( v_4 = 0 \) or \( v_2 = v_3 = 0 \). It is clear by looking at \( m_7 \) or \( m_{14} \) that the latter case can be subsumed into either of the former two cases. If \( v_1 = 0 \) then \( m_{14} \) implies that one of the other generators must also vanish, in which case all of the equations vanish. When \( v_4 = 0 \) one can use \( m_7 \) to reach the same conclusion.

The points obtained from this argument are those on the lines in (6.3.11). It remains to see that the matrix \( M \) has rank exactly 3 when evaluated at any of such point; this is clear from (6.3.13). We can then determine the behaviour of \( \phi \) on each line in \( \Gamma \) by solving the matrix equation \( M \cdot \underline{v} = 0 \) when \( M \) has been evaluated at a general point on the line. This analysis reveals that \( \phi \) behaves as described in (6.3.12); in particular, it preserves each of the lines in (6.3.11).

In future we will write \( L_{14} \) for the line \( L \) to fit in with the notation used in (6.3.11) for the other lines in the point scheme of \( R^G,\mu \).

**Corollary 6.3.14.** Suppose that \( \alpha, \beta, \lambda \in k^\times \) and \( \lambda \neq \alpha \beta \). The twist \( R(\alpha, \beta, \lambda)^G,\mu \) is not isomorphic as an \( \mathbb{N} \)-graded algebra to an algebra from one of the two families studied in [72]. Furthermore, it is not a Zhang twist of the \( \mathbb{N} \)-grading of such an algebra either.

**Proof.** Both graded isomorphisms and Zhang twists preserve the point scheme of an algebra (the latter via Theorem 2.2.18). However, the algebras in the two families in
have a point scheme containing a quadric by Proposition 2.1 op. cit., therefore in particular are 2-dimensional. By Proposition 6.3.10 the point scheme of \( R(\alpha, \beta, \lambda)^{G, \mu} \) is 1-dimensional, from which the result follows.

It is shown in [72, Corollary 3.4] that for some normal degree 2 element \( \Omega \) there is an isomorphism of \( k \)-algebras

\[
B(Q, \mathcal{M}, \varsigma) \cong R/(\Omega).
\]

The invertible sheaf \( \mathcal{M} = j^*\mathcal{O}_{\mathbb{P}_k^3}(1) \) is associated to the embedding \( j : Q \hookrightarrow \mathbb{P}_k^3 \). We will write \( S := B(Q, \mathcal{M}, \varsigma) \) in future. In Vancliff’s notation \( \varsigma = \sigma|_Q \), however we wish to distinguish this automorphism from that associated to the point scheme of \( R \).

One can say more about the normal element governing this factor ring: Lemma 1.11(b) from [72] implies that \( \Omega \) is the unique (up to scalar multiple) element which annihilates those point modules lying on \( Q \), while not annihilating all of those on \( L_{14} \). The explicit form of \( \Omega \) is not used in Vancliff’s paper, however the following calculation implies that \( \Omega = \alpha x_1 x_4 + x_2 x_3 \) up to scalar: evaluating this element at a point \( p = (p_1, p_2, p_3, p_4) \in Q \) gives

\[
(\alpha x_1 x_4 + x_2 x_3)(p, p^\sigma) = \alpha x_1(p)x_4(p^\sigma) + x_2(p)x_3(p^\sigma) = \alpha^2 \lambda(p_1p_4 + p_2p_3) = 0,
\]

upon using (6.3.2). The only points on \( L_{14} \) which are annihilated by \( \Omega \) are \( e_2 \) and \( e_3 \), which are the only points in the intersection \( Q \cap L_{14} \).

Notice that \( \Omega \) is homogeneous with respect to the \( G \)-grading defined in (6.3.3) and therefore by Lemma 3.2.2 one has

\[
S^{G, \mu} = (R/(\Omega))^{G, \mu} \cong R^{G, \mu}/(\Theta),
\]

where \( \Theta := \alpha v_1 v_4 - v_2 v_3 \), the element corresponding to \( \Omega \) under the twist.

We now prove a lemma concerning point modules over \( S^{G, \mu} \).

**Lemma 6.3.17.** The point scheme \( \Gamma' \) of \( S^{G, \mu} \) consists of the four lines \( L_{12}, L_{13}, L_{24} \) and \( L_{34} \).

**Proof.** Recall from Proposition 6.3.10 that the point scheme \( \Gamma \) of \( R^{G, \mu} \) consists of the four lines in the statement of the lemma together with \( L_{14} \). Since \( S^{G, \mu} \) is a factor ring, proving the lemma amounts to showing that \( \Theta \) vanishes at points on \( L_{12}, L_{13}, L_{24} \) and \( L_{34} \), but not at points of \( L_{14} \) (other than points of intersection with the other lines).
Evaluating $\Theta$ at a point $p = (p_1, p_2, p_3, p_4) \in \Gamma$ gives

$$\Theta(p, p^\phi) = \alpha v_1(p)v_4(p^\phi) - v_2(p)v_3(p^\phi).$$

One can now use (6.3.12), which describes the automorphism $\phi$, to see that $\Theta$ vanishes on the four lines given in the statement of the lemma but not on $L_{14} \setminus \{e_2, e_3\}$. 

While both $S^{G,\mu}$ and $B^{G,\mu}$ are cocycle twists of twisted homogeneous coordinate rings, the former has a 1-dimensional family of point modules by Lemma 6.3.17, while the latter has none. We know that there are fat point modules of multiplicity 2 over $B^{G,\mu}$, therefore it is natural to ask if $S^{G,\mu}$ possesses such modules too, and moreover if they arise in the same way. We will show that this is indeed the case, and in so doing explain the existence of the point modules over $S^{G,\mu}$. To allow us to use results from §3.3 we will work with $R$ and $R^{G,\mu}$ rather than the factor rings $S$ and $S^{G,\mu}$ respectively.

The following result is suggestive because the locus it describes is precisely the point scheme of $S^{G,\mu}$.

**Lemma 6.3.18.** The locus of points on $Q$ that belong to $G$-orbits containing fewer than 4 points is $L_{12} \cup L_{13} \cup L_{24} \cup L_{34}$.

**Proof.** Firstly, note that we are in the situation described by Hypotheses 3.3.1; $R$ is generated in degree 1, $G$ is the Klein-four group and $\mu$ is the 2-cocycle defined in (3.1.11). Moreover, the action of $G$ on $R_1$ affords the regular representation by (6.3.4), while $R$ satisfies the hypotheses of Theorem 2.1.26 by Corollary 1.9 and Proposition 2.3 from [72]. Consequently, the action of $G$ on the point scheme $Q \cup L_{14}$ of $R$ is as given in (3.3.8).

We can now observe that, as in the proof of Lemma 5.3.29, a point $p \in Q$ with three non-zero coordinates lies in a $G$-orbit containing 4 points. We are led to look for points on $Q$ for which at least two coordinates are zero, which is precisely the union of lines given in the statement of the lemma. Note that orbits on this union of lines all contain 2 points apart from the singleton orbits $[e_0], [e_1], [e_2]$ and $[e_3]$, which are fixed by the action of $G$. 

We will refer to orbits containing fewer than 4 points as *degenerate*, whereas those containing 4 points will be described as *nondegenerate*. From the defining equation of
Q one can see that the nondegenerate orbits contain precisely those points for which at least three of their coordinates are non-zero.

In the next result we once again use Notation 4.2.2 to avoid confusion; point modules over $R$ will be denoted by $M_p$, while those over $R^{G,\mu}$ will be written $\widetilde{M}_p$.

**Proposition 6.3.19.** Let $M_p$ be a point module over $R$. The right $M_2(R)$-module $M_2^2$ becomes an $R^{G,\mu}$-module upon restriction for which:

(i) if $p$ belongs to a nondegenerate orbit then $M_2^2$ is a fat point module of multiplicity 2 over $R^{G,\mu}$, where $M_2^2 \cong M_2^q$ if and only if $q \in [p]$;

(ii) if $p$ belongs to a degenerate orbit containing 2 points then $M_2^2 \cong \widetilde{M}_p' \oplus \widetilde{M}_q'$, where $[p'] = \{p', q'\}$. Furthermore, if $p \notin L_{14}$ then $[p] = [p']$;

(iii) if $p = e_j$ then $M_2^2 \cong \widetilde{M}_p^2$.

**Proof.** As we saw in Lemma 6.3.18, the action of $G$ on $Q \cup L_{14}$ is given in (3.3.8). The automorphism $\sigma$ which is associated to the point scheme was described in (6.3.2). By comparing the two actions on points one can see that they commute. Thus the action of $\sigma$ on $Q \cup L_{14}$ preserves (non)degeneracy of orbits.

Suppose now that a point $p$ lies in a nondegenerate orbit of $Q \cup L_{14}$. By definition of such an orbit, three coordinates of $p$ are non-zero and so we may apply Proposition 3.3.5 to construct a fat point module $M_2^2$ associated to it. If there were an isomorphism between two such modules, $M_2^2 \cong \widetilde{M}_p' \oplus \widetilde{M}_q'$, where $[p'] = \{p', q'\}$. Furthermore, if $p \notin L_{14}$ then $[p] = [p']$.

For the remaining cases we will have to get our hands dirtier, therefore we recall from Lemma 3.3.3 that the generators of $R^{G,\mu}$ as a subring of $M_2(R)$ are given by the matrices

\[
v_1 = \begin{pmatrix} x_1 & 0 \\ 0 & x_1 \end{pmatrix}, \quad v_2 = \begin{pmatrix} x_2 & 0 \\ 0 & -x_2 \end{pmatrix}, \quad v_3 = \begin{pmatrix} 0 & x_3 \\ x_3 & 0 \end{pmatrix}, \quad v_4 = \begin{pmatrix} 0 & -x_4 \\ x_4 & 0 \end{pmatrix}.
\]

Recall also that for a point module $M_p$ the action of the generators of $R$ on $(M_p)_n$ is governed by coordinates of $\sigma^n(p)$.

We now begin to prove (ii). Let $p \in Q$ belong to a degenerate orbit of size 2, thus $[p] = \{p, q\}$. The point module $M_p$ is governed by a right ideal $I_p$ in $R$ of the form
one has \((x_i, x_j, \lambda x_k - x_l)\) for some \(\lambda \in k^\times\) and distinct \(i, j, k, l \in \{1, 2, 3, 4\}\). We will deal with each line in the locus described in Lemma 6.3.18 separately.

First suppose that \(p = (0, 0, \omega, 1) \in L_{12}\) for some \(\omega \in k^\times\). Note that \(\sigma^n(p) = (0, 0, \alpha^n \omega, 1)\) for all \(n \in \mathbb{N}\). The generators \(v_1\) and \(v_2\) annihilate the module, and for scalars \(\eta, \zeta \in k\) one has

\[(\eta m_n, \zeta m_n) \cdot v_2 = (\alpha^n \omega \eta m_{n+1}, \alpha^n \omega \zeta m_{n+1}), \quad (\eta m_n, \zeta m_n) \cdot v_4 = (\zeta m_{n+1}, -\eta m_{n+1}).\]

Suppose that both \(v_3\) and \(v_4\) send this element to the same 1-dimensional subspace. One is forced to have either \(\eta = 0\) or \(\zeta = 0\). The submodules generated by \((m_0, m_0)\) and \((m_0, -m_0)\) are therefore point modules over \(R^{G, \mu}\), which we will denote by \(\tilde{M}_p\) and \(\tilde{M}_{q'}\) for some \(p', q' \in \Gamma\) respectively. They span \(M^2_p\) and do not intersect each other. To discover which points \(p'\) and \(q'\) are, observe that \(v_3 + (-1)^n \alpha^n \omega v_4\) annihilates \((\tilde{M}_{p'})_n\) and \(v_3 - (-1)^n \alpha^n \omega v_4\) annihilates \((\tilde{M}_{q'})_n\) for all \(n \in \mathbb{N}\). From this one can see that there is a decomposition of right \(R^{G, \mu}\)-modules

\[M^2_p \cong (m_0, 0)R^{G, \mu} \oplus (0, m_0)R^{G, \mu} \cong \tilde{M}_{p2} \oplus \tilde{M}_p.\]

Now suppose that \(p = (\omega, 1, 0, 0) \in L_{34}\) for some \(\omega \in k^\times\), in which case one has \(\sigma^n(p) = (\alpha^n \omega, 1, 0, 0)\) for all \(n \in \mathbb{N}\). The generators \(v_3\) and \(v_4\) annihilate the module, and for scalars \(\eta, \zeta \in k\) one has

\[(\eta m_n, \zeta m_n) \cdot v_1 = (\alpha^n \omega \eta m_{n+1}, \alpha^n \omega \zeta m_{n+1}), \quad (\eta m_n, \zeta m_n) \cdot v_2 = (\eta m_{n+1}, -\zeta m_{n+1}).\]

Once again, the disjoint submodules generated by \((m_0, 0)\) and \((0, m_0)\) are point modules over \(R^{G, \mu}\). We will denote these modules by \(\tilde{M}_{p'}\) and \(\tilde{M}_{q'}\) respectively, as we did for points on \(L_{12}\). Observe that \(v_1 - \alpha^n \omega v_2\) annihilates \((\tilde{M}_{p'})_n\) and \(v_1 + \alpha^n \omega v_2\) annihilates \((\tilde{M}_{q'})_n\) for all \(n \in \mathbb{N}\). Thus there is a decomposition of right \(R^{G, \mu}\)-modules

\[M^2_p \cong (m_0, 0)R^{G, \mu} \oplus (0, m_0)R^{G, \mu} \cong \tilde{M}_p \oplus \tilde{M}_{p2}.\]

In the remaining two cases there is a slightly different direct sum decomposition. Suppose that \(p = (0, \omega, 0, 1) \in L_{13}\) for some \(\omega \in k^\times\). One has \(\sigma^n(p) = (0, \lambda^n \omega, 0, 1)\) for all \(n \in \mathbb{N}\). The generators \(v_1\) and \(v_3\) annihilate the module, and for scalars \(\eta, \zeta \in k\) one has

\[(\eta m_n, \zeta m_n) \cdot v_2 = (\lambda^n \omega \eta m_{n+1}, -\lambda^n \omega \zeta m_{n+1}), \quad (\eta m_n, \zeta m_n) \cdot v_4 = (\zeta m_{n+1}, -\eta m_{n+1}).\]
In this case one must have $\eta^2 = \zeta^2$ to ensure that both generators map $(\eta m_n, \zeta m_n)$ into the same 1-dimensional vector space. One can see that the submodules generated by $(m_0, m_0)$ and $(m_0, -m_0)$ are disjoint point modules over $R^{G,\mu}$, which we will denote by $\widetilde{M}'_p$ and $\widetilde{M}_q'$ respectively, as above. Observe that $v_2 - (-1)^n \lambda^m \omega v_4$ annihilates $(\widetilde{M}'_p)_n$ and $v_2 + (-1)^n \lambda^m \omega v_4$ annihilates $(\widetilde{M}_q')_n$ for all $n \in \mathbb{N}$. Thus there is a decomposition of right $R^{G,\mu}$-modules

$$M^2_p \cong (m_0, m_0)R^{G,\mu} \oplus (m_0, -m_0)R^{G,\mu} \cong \widetilde{M}_p \oplus \widetilde{M}_{q'1}.$$ 

Finally, suppose that $p = (\omega, 0, 1, 0) \in L_{24}$ for some $\omega \in k^\times$. One has $\sigma^n(p) = (\lambda^n \omega, 0, 1, 0)$ for all $n \in \mathbb{N}$. The generators $v_2$ and $v_4$ annihilate the module, and for scalars $\eta, \zeta \in k$ one has

$$(\eta m_n, \zeta m_n) \cdot v_1 = (\lambda^n \omega \eta m_{n+1}, \lambda^n \omega \zeta m_{n+1}), \ (\eta m_n, \zeta m_n) \cdot v_3 = (\zeta m_{n+1}, \eta m_{n+1}).$$

As for the line $L_{13}$, the submodules generated by $(m_0, m_0)$ and $(m_0, -m_0)$ are disjoint point modules over $R^{G,\mu}$, which we denote by $\widetilde{M}'_p$ and $\widetilde{M}_q'$ once again. Observe that $v_1 - \lambda^n \omega v_3$ annihilates $(\widetilde{M}'_p)_n$ and $v_1 + \lambda^n \omega v_3$ annihilates $(\widetilde{M}_q')_n$ for all $n \in \mathbb{N}$. Thus there is a decomposition of right $R^{G,\mu}$-modules

$$M^2_p \cong (m_0, m_0)R^{G,\mu} \oplus (m_0, -m_0)R^{G,\mu} \cong \widetilde{M}_p \oplus \widetilde{M}_{q'1}.$$ 

To complete the proof of part (ii) we must consider the points belonging to degenerate orbits of order 2 for which $p \in L_{14}$. Suppose that $p = (0, \omega, 1, 0)$ for some $\omega \in k^\times$ (thus $p \in L_{14} \setminus Q$) and consider the restriction of the right $M_2(R)$-module $M^2_p$ to $R^{G,\mu}$. One has $\sigma^n(p) = (0, \beta^n \omega, 1, 0)$ for all $n \in \mathbb{N}$. The generators $v_1$ and $v_4$ annihilate the module, and for scalars $\eta, \zeta \in k$ one has

$$(\eta m_n, \zeta m_n) \cdot v_2 = (\beta^n \omega \eta m_{n+1}, -\beta^n \omega \zeta m_{n+1}), \ (\eta m_n, \zeta m_n) \cdot v_3 = (\zeta m_{n+1}, \eta m_{n+1}).$$

The submodules generated by $(m_0, im_0)$ and $(m_0, -im_0)$ can be seen to be disjoint point modules over $R^{G,\mu}$. Observe that $v_2 + (-\beta)^n i \omega v_3$ and $v_2 - (-\beta)^n i \omega v_3$ annihilate the degree $n$ pieces of these modules respectively. It follows that there is a decomposition of right $R^{G,\mu}$-modules

$$M^2_p \cong (m_0, im_0)R^{G,\mu} \oplus (m_0, -im_0)R^{G,\mu} \cong \widetilde{M}_{(0, -i\omega, 1, 0)} \oplus \widetilde{M}_{(0, i\omega, 1, 0)}.$$
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We must now address (iii) and the four points \( p = e_j \) for \( j = 0, 1, 2, 3 \). Since in that case three of the generators of \( R \) annihilate \( M_p \), the \( R^G_{\mu} \)-submodules of \( M_p^2 \) generated by \( (m_0, 0) \) and \( (0, m_0) \) are disjoint, span \( M_p^2 \) and are both isomorphic to \( \tilde{M}_p \).

Let us now use Proposition 6.3.19 to consider the restriction of modules from \( R^G_{\mu} \) to \( S^G_{\mu} \). Recall that the point scheme of \( S \) is the quadric \( Q \), thus the modules over \( R^G_{\mu} \) considered in the proposition that correspond to points on \( Q \) can be restricted to \( S^G_{\mu} \). In particular, note that Proposition 6.3.19(i) implies that \( S^G_{\mu} \) has a family of fat point modules of multiplicity 2 parameterised by an open subset of \( Q^G \).

One can compare the behaviour described in Proposition 6.3.19 with the work in [31], where Le Bruyn studies fat point modules over algebras that are finite over their centre. As stated in the introduction to that paper, the study of fat point modules of a certain multiplicity is equivalent to studying the ramification locus of a push-forward sheaf. In our situation, if one regards points in degenerate orbits as being ramified — which coincides with the meaning of the term for curves, see [69, Lemma 8.15] — then the behaviour of fat point modules is once again related to ramification.

The behaviour we have encountered in §5.3 and §6.3 with regard to fat point modules over certain cocycle twists suggests the following questions.

Questions 6.3.21. Let \( T = B(X, \mathcal{L}, \sigma) \) be a twisted homogeneous coordinate ring. Suppose that a finite abelian group \( G \) acts by graded automorphisms on \( T \), and let \( T^G_{\mu} \) be a cocycle twist of the induced \( G \)-grading.

(i) Can \( T^G_{\mu} \) be described geometrically?

(ii) Can one construct fat point modules over \( T^G_{\mu} \) via restriction of modules from \( TG_{\mu} \), even when the twisted group algebra is not a matrix ring as in our examples?

(iii) If there is a positive answer to (ii), is the decomposition of such a \( T^G_{\mu} \)-module into 1-critical modules — in the sense of a critical composition series — determined geometrically?
6.4 Twisting a graded skew Clifford algebra

In this section we study graded skew Clifford algebras, which were introduced by Cassidy and Vancliff in [18]. Such algebras are — as the name suggests — generalisations of graded Clifford algebras. In [44] it was shown that almost all AS-regular algebras of dimension 3 generated by three degree 1 generators are either graded skew Clifford algebras or Ore extensions of such algebras (which are themselves AS-regular of dimension 2).

There is a recent corrigendum to [18], namely [17], which contains modifications of several definitions and results. Where appropriate we will reference the corrigendum; for a description of what remains valid in the original paper, see the introduction to [17].

We will assume throughout this section that char($\mathbb{k}$) \neq 2. Let $\mu \in M_n(\mathbb{k})$ be a multiplicatively skew-symmetric matrix with $\mu_{ii} = 1$. This means that $\mu_{ij} = \mu_{ji}^{-1}$ for all $i, j = 1, \ldots, n$. Such a matrix defines a skew polynomial ring $S$ on the generators $z_1, \ldots, z_n$ in a natural manner, with defining relations $z_jz_i = \mu_{ij}z_iz_j$. A matrix $M \in M_n(\mathbb{k})$ is $\mu$-symmetric if $M_{ij} = \mu_{ij}M_{ji}$ for all $i, j = 1, \ldots, n$.

**Definition 6.4.1 ([18, Definition 1.12]).** Let $\mu$ be as above and $M_1, \ldots, M_n$ be $\mu$-symmetric matrices. The graded skew Clifford algebra $A = A(\mu, M_1, \ldots, M_n)$ associated to this data is a graded $\mathbb{k}$-algebra with degree 1 generators $x_1, \ldots, x_n$ and degree 2 generators $y_1, \ldots, y_n$. The following conditions are satisfied:

(i) the relations are of the form $x_ix_j + \mu_{ij}x_jx_i = \sum_{k=1}^n (M_k)_{ij}y_k$ for all $i, j = 1, \ldots, n$;

(ii) there exists a normalising sequence $\{r_1, \ldots, r_n\}$ that spans $ky_1 + \ldots + ky_n$ (see [18, Definition 1.9(a)]).

Although it may appear that this algebra is not generated in degree 1, Lemma 1.13 op. cit. gives equivalent conditions such that $y_i \in (A_1)^2$ for all $i = 1, \ldots, n$. One such condition is that the matrices $M_1, \ldots, M_n$ are linearly independent.

The main result regarding such algebras is Theorem 4.2 op. cit., which is correct as stated under the changes in the relevant definitions given by [17, Definition 2]. It relates to a condition on the quadric system determined by $q_k = zM_kz^T$ for $k = 1, \ldots, n$, where $z = (z_1, \ldots, z_n)$. Suppose that this system is normalising, thus $Sq_k = q_kS$. 


for all \( k = 1, \ldots, n \), and satisfies one of the equivalent conditions of [17, Corollary 11]. Then the main theorem states that \( A(\mu, M_1, \ldots, M_n) \) is an AS-regular domain of global dimension \( n \).

Let us consider a concrete example which is AS-regular of dimension 4. The example we will study has already appeared in Theorem 5.1.12 and is the algebra obtained by factoring the free algebra \( k\{x_1, x_2, x_3, x_4\} \) by the ideal generated by the relations

\[
x_4x_1 - ix_1x_4, \quad x_3 - x_1^2, \quad x_3x_1 - x_1x_3 + x_2^2, \quad x_3x_2 - ix_2x_3, \quad x_4^2 - x_2^2,
\]

This algebra — which we denote by \( A(\mu, M_1, \ldots, M_4) \) — is discussed in [18, Example 5.1]. The corresponding multiplicatively skew-symmetric matrix is

\[
\mu = \begin{pmatrix}
1 & i & -1 & i \\
-i & 1 & i & -1 \\
-1 & -i & 1 & i \\
-i & -1 & -i & 1
\end{pmatrix},
\]

with associated normalising quadric system

\[
q_1 = z_1z_2, \quad q_2 = z_3z_4, \quad q_3 = z_1^2 + z_3^2 + \gamma z_2z_4, \quad q_4 = z_2^2 + z_4^2 + z_1z_3.
\]

One can calculate using \( q_k = zM_kz^T \) that the corresponding \( \mu \)-symmetric matrices are

\[
M_1 = \begin{pmatrix}
0 & \frac{i}{2} & 0 & 0 \\
-i & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad M_2 = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{i}{2} \\
0 & 0 & -\frac{i}{2} & 0
\end{pmatrix},
\]

\[
M_3 = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{z}{2} \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, \quad M_4 = \begin{pmatrix}
0 & 0 & \frac{i}{2} & 0 \\
0 & 0 & 1 & 0 \\
-\frac{i}{2} & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

These matrices are easily seen to be linearly independent, which implies that the degree 2 generators can be written in terms of the degree 1 generators.

One equivalent condition in [17, Corollary 11] is that factoring out the elements in (6.4.4) from \( S \) produces a finite-dimensional algebra. The relations of \( S \) imply that to
prove this it suffices to show that sufficiently high powers of the generators vanish; any monomial can be rearranged into lexicographic order and will contain such a power if of high enough degree. One can verify that this is true in our case via equations (A.2.2) in Appendix A.2.2. By [18, Theorem 4.2] the algebra \( A(\mu, M_1, \ldots, M_4) \) is therefore an AS-regular domain of global dimension 4.

We will now apply a cocycle twist to \( A(\mu, M_1, \ldots, M_4) \). Consider the graded action of \( G = (C_2)^2 = \langle g_1, g_2 \rangle \) defined on the generators by

\[
g_1 : x_1 \mapsto x_1, \ x_2 \mapsto -x_2, \ x_3 \mapsto x_3, \ x_4 \mapsto -x_4, \quad x_i^{g_2} = -x_i^{g_1} \text{ for } i = 1, 2, 3, 4. \quad (6.4.6)
\]

Our assumption on the characteristic of \( k \) means that \( \text{char}(k) \nmid |G| \) will always hold. As usual, we use the isomorphism \( G \cong G^\vee \) given by (3.1.9) and the 2-cocycle \( \mu \) defined in (3.1.11). To avoid ambiguity we relabel this cocycle by \( \tau \) for the duration of this section.

**Lemma 6.4.7.** The cocycle twist \( A(\mu, M_1, \ldots, M_4)^{G,\tau} \) can be presented as the factor of the free \( k \)-algebra \( k\{v_1, v_2, v_3, v_4\} \) by the ideal generated by the relations

\[
\begin{align*}
v_4v_1 + iv_1v_4, & \quad v_3^2 - v_1^2, \quad v_3v_1 - v_1v_3 + v_2^2, \quad v_3v_2 + iv_2v_3, \quad v_1^2 - v_2^2, \\
v_4v_2 - v_2v_4 + \gamma v_1^2.
\end{align*}
\]

(6.4.8)

**Proof.** The algebra \( A(\mu, M_1, \ldots, M_4) \) is generated in degree 1, thus by the action of \( G \) defined in (6.4.6) and Remark 3.2.6 one can conclude that \( A(\mu, M_1, \ldots, M_4)^{G,\tau} \) is also generated in degree 1. The computations needed to obtain the relations in (6.4.8) from those in (6.4.2) are given in (A.2.1) in Appendix A.2.2. Lemma 3.2.2 confirms that these relations are in fact the defining relations in the twist. \( \square \)

In fact, the cocycle twist \( A(\mu, M_1, \ldots, M_4)^{G,\tau} \) can also be described as a Zhang twist of the \( \mathbb{N} \)-grading on \( A(\mu, M_1, \ldots, M_4) \), as the following proposition shows. One might expect this behaviour since \( g_1g_2 \) acts by a scalar, and using such an action was the key idea in the proof of Proposition 3.1.21.

**Proposition 6.4.9.** Let \( \phi \) denote the algebra automorphism by which the element \( g_1 \in G \) acts. Then there is an isomorphism of \( k \)-algebras

\[
A(\mu, M_1, \ldots, M_4)^{G,\tau} \cong A(\mu, M_1, \ldots, M_4)^{\mathbb{N},\phi},
\]

where the algebra on the right is the Zhang twist of the \( \mathbb{N} \)-grading on \( A(\mu, M_1, \ldots, M_4) \) by \( \phi \).
Proof. Consider the relations of \( A(\mu, M_1, \ldots, M_4) \) in (6.4.2). Their behaviour under a Zhang twist by \( \phi \) is given below:

\[
\begin{align*}
    x_4 x_1 - i x_1 x_4 &= x_4 \star \phi x_1 + i x_1 \star \phi x_4, \\
    x_3 x_2 - i x_2 x_3 &= -x_3 \star \phi x_2 - i x_2 \star \phi x_3, \\
    x_3 x_1 + x_2^2 &= x_3 \star \phi x_1 - x_1 \star \phi x_3 - x_2 \star \phi x_2, \\
    x_4 x_2 - x_2 x_4 + \gamma x_1^2 &= -x_4 \star \phi x_2 + x_2 \star \phi x_4 + \gamma x_1 \star \phi x_1.
\end{align*}
\]

To obtain the relations in \( A(\mu, M_1, \ldots, M_4)^{G,\tau} \) from those in (6.4.10), one needs to rescale the generators by \( x_2 \mapsto -x_2 \) and \( x_3 \mapsto -x_3 \).

We now consider the question of whether \( A(\mu, M_1, \ldots, M_n)^{G,\tau} \) is another graded skew Clifford algebra. At the end of [18, Example 5.1] it is explained that some Zhang twists of their example correspond to other possible skew-symmetric matrices for the same normalising sequence. Since our example is a Zhang twist of this form by Proposition 6.4.9, it seems likely that it would be associated to the same normalising quadric system. The relations in (6.4.8) suggest that we would have

\[
\begin{align*}
    \mu_{13} &= -1, \quad \mu_{14} = i, \quad \mu_{24} = -1, \quad \mu_{23} = -i,
\end{align*}
\]

in the associated multiplicatively skew-symmetric matrix if this were the case. We prove that the twist is indeed another graded skew Clifford algebra with the same normalising sequence, but a different skew-symmetric matrix.

**Proposition 6.4.12.** For \( \mu \) and \( M_1, \ldots, M_n \) as in (6.4.3) and (6.4.5),

\[
A(\mu, M_1, \ldots, M_n)^{G,\tau} \cong A(\mu', M_1, \ldots, M_n),
\]

as \( k \)-algebras, where

\[
\mu' = \begin{pmatrix}
1 & -i & -1 & i \\
1 & 1 & -i & -1 \\
-1 & 1 & 1 & -i \\
-i & 1 & 1 & i
\end{pmatrix}.
\]

Moreover, \( A(\mu, M_1, \ldots, M_n)^{G,\tau} \) is an AS-regular domain of global dimension 4.

**Proof.** From (6.4.11) we already have several entries of a possible multiplicatively skew-symmetric matrix. The requirement that (6.4.4) is still normalising allows us to
calculate the rest of the entries as demonstrated in equations (A.2.3) through (A.2.6) in Appendix A.2.2. One obtains the matrix \( \mu' \) given above.

We will show that \( A(\mu', M_1, \ldots, M_n) \) satisfies the relations in (6.4.8). Using Definition 6.4.1(i) and the data from (6.4.5) and (6.4.13), the relations in \( A(\mu', M_1, \ldots, M_n) \) are

\[
\begin{align*}
2x_1^2 &= y_3, & 2x_2^2 &= y_4, & 2x_3^2 &= y_3, & 2x_4^2 &= y_4, & x_1x_2 - ix_2x_1 &= \frac{1}{2}y_1, & x_1x_3 - x_3x_1 &= \frac{1}{2}y_1, \\
2x_1x_4 - ix_4x_1 &= 0, & x_2x_3 - ix_3x_2 &= 0, & x_2x_4 - x_4x_2 &= \frac{\gamma}{2}y_3, & x_3x_4 - ix_4x_3 &= \frac{1}{2}y_2.
\end{align*}
\]

One obtains the six relations from (6.4.8) and some extra relations telling us how to write the remaining degree 2 generators in terms of the degree 1 generators. Thus one has a surjective map \( A(\mu, M_1, \ldots, M_n)^{G,\tau} \rightarrow A(\mu', M_1, \ldots, M_n) \). Notice that the associated quadric system of \( A(\mu', M_1, \ldots, M_n) \) is the same as for \( A(\mu, M_1, \ldots, M_n) \), thus [18, Theorem 4.2] implies that it must be an AS-regular domain of dimension 4. Since it is generated in degree 1 it must have the same Hilbert series as the twist, which implies that the surjection above is an isomorphism, completing the proof. \( \square \)

**Remark 6.4.14.** We could also have proved that the twist is AS-regular of dimension 4 using results from Chapter 3.

Recall from the proof of Theorem 5.1.12 that \( A(\mu, M_1, \ldots, M_n) \) can be considered as part of a 1-parameter family of algebras. This family can be denoted by \( A(\gamma) \) in light of the final relation in (6.4.2). Cassidy and Vancliff state in [18, Example 5.1] that the algebra \( A(\gamma) \) has a 0-dimensional point scheme and a 1-dimensional line scheme for all \( \gamma \in k^\times \). By Proposition 6.4.9 the cocycle twist \( A(\mu, M_1, \ldots, M_n)^{G,\gamma} \) is also a Zhang twist of the \( \mathbb{N} \)-grading on \( A(\mu, M_1, \ldots, M_n) \). It therefore follows from Theorem 2.2.18 that \( A(\mu, M_1, \ldots, M_n)^{G,\gamma} \) also has a 0-dimensional point scheme and a 1-dimensional line scheme.

### 6.5 Twisting a universal enveloping algebra

In this section we investigate cocycle twists of a universal enveloping algebra and its homogenisation. The relevant Lie algebra is \( \mathfrak{sl}_2(k) \), where \( k \) is some algebraically closed field of characteristic not equal to 2. Later in this section we will assume that \( k = \mathbb{C} \). After studying these twists we will discuss them in relation to the papers [32]
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and [33]. The first of these papers contrasts the Lie-theoretic geometry of $\mathfrak{sl}_2(\mathbb{C})$ with
the geometry encoded in $\text{qgr}(\mathfrak{sl}_2(\mathbb{C}))$, while the latter generalises these ideas to the
homogenised enveloping algebra of any finite-dimensional complex Lie algebra.

The standard presentation of $U(\mathfrak{sl}_2(k))$ is given by $k$-algebra generators $e, f, h$
subject to the relations

$$
e f - f e = [e, f] = h, \quad h e - e h = [h, e] = 2e, \quad h f - f h = [h, f] = -2f,$$

where $[-, -]$ denotes the Lie bracket on $\mathfrak{sl}_2(k)$.

As usual, to twist this algebra we need to first find some algebra automorphisms. Observe that if such an
automorphism acts diagonally on the given generators and is
defined by

$$
e \mapsto \lambda_1 e, \quad f \mapsto \lambda_2 f, \quad h \mapsto \lambda_3 h,$$

then we must have $\lambda_3 = 1$ and $\lambda_1 \lambda_2 = 1$. In addition to such scalar automorphisms,
the maps defined by

$$
e \mapsto \lambda_1 e, \quad f \mapsto \lambda_2 f, \quad h \mapsto \pm h,$$

also define automorphisms, although the given generators do not form a diagonal basis.

We will consider the action of $G = (C_2)^2 = \langle g_1, g_2 \rangle$ given by

$$
g_1 : \ e \mapsto f, \quad f \mapsto e, \quad h \mapsto -h, \quad g_2 : e \mapsto -e, \quad f \mapsto -f, \quad h \mapsto h. \quad \text{(6.5.1)}$$

The change of generators $E = e + f, F = e - f, H = h$ produces a diagonal basis,
and the relations of $U(\mathfrak{sl}_2(k))$ in terms of this new basis are

$$
EF - FE + 2H, \quad HE - EH - 2F, \quad HF - FH - 2E. \quad \text{(6.5.2)}
$$

Under the action of $G$ defined in (6.5.1) and the isomorphism $G \cong G^\vee$ given by
(3.1.9), the induced $G$-grading on the new generators of $U(\mathfrak{sl}_2(k))$ is

$$
E \in U(\mathfrak{sl}_2(k))_{g_1}, \quad F \in U(\mathfrak{sl}_2(k))_{g_2}, \quad H \in U(\mathfrak{sl}_2(k))_{g_2}. \quad \text{(6.5.3)}
$$

We can now give the relations of the cocycle twist that we will study henceforth.

**Lemma 6.5.4.** Let $\mu$ be the 2-cocycle defined in (3.1.11). Then the cocycle twist
$U(\mathfrak{sl}_2(k))^G \mu$ obtained using the $G$-grading in (6.5.3) has the following three defining
relations:

$$
E \ast_{\mu} F + F \ast_{\mu} E - 2H, \quad H \ast_{\mu} E + E \ast_{\mu} H - 2F, \quad H \ast_{\mu} F + F \ast_{\mu} H - 2E. \quad \text{(6.5.5)}
$$
Proof. These relations can be computed from those in (6.5.2), with the computations being given in Appendix A.2.3. Lemma 3.2.2 implies that the ideal of relations in the twist is generated by precisely these three relations.

The homogenisation of $U(\mathfrak{sl}_2(k))$, denoted $U_h(\mathfrak{sl}_2(k))$, is the $\mathbb{N}$-graded algebra obtained by homogenising the defining relations of the enveloping algebra by a central generator, $t$ say. One immediate consequence of this is that

$$U(\mathfrak{sl}_2(k)) \cong U_h(\mathfrak{sl}_2(k))/(t - 1),$$

while factoring out the ideal generated by $t$ produces a polynomial ring on three generators by the PBW Theorem [30, Theorem 6.8].

The action of $G$ defined in (6.5.1) can be extended to $U_h(\mathfrak{sl}_2(k))$ by letting $G$ act trivially on $t$. One can then twist the induced $G$-grading by the 2-cocycle $\mu$ to obtain $U_h(\mathfrak{sl}_2(k))^{G,\mu}$, whose defining relations are comprised of the homogenisations of those in (6.5.5):

$$E \ast_\mu F + F \ast_\mu E = 2H \ast_\mu t, \quad H \ast_\mu E + E \ast_\mu H = 2F \ast_\mu t, \quad H \ast_\mu F + F \ast_\mu H = 2E \ast_\mu t,$$

together with the three additional relations

$$t \ast_\mu E - E \ast_\mu t, \quad t \ast_\mu F - F \ast_\mu t, \quad \text{and} \quad t \ast_\mu H - H \ast_\mu t.$$

The following result is a twisted version of (6.5.6).

Lemma 6.5.7. There is an isomorphism of $k$-algebras

$$U(\mathfrak{sl}_2(k))^{G,\mu} \cong U_h(\mathfrak{sl}_2(k))^{G,\mu}/(t - 1).$$

Proof. The result follows from the fact that $t - 1$ is fixed by the action of $G$. 

Let us now assume that $k = \mathbb{C}$ and prove that $U_h(\mathfrak{sl}_2(\mathbb{C}))^{G,\mu}$ has several good properties.

Proposition 6.5.8. The cocycle twist $U_h(\mathfrak{sl}_2(\mathbb{C}))^{G,\mu}$ is noetherian, Auslander regular of global dimension 4 and Cohen-Macaulay. Furthermore, it has Hilbert series $1/(1-t)^4$ and is generated in degree 1.
Proof. As noted at the beginning of [32, §2], $U_h(sl_2(\mathbb{C}))$ has all of the properties mentioned in the statement of the proposition. The result follows by Remark 3.2.6 and an application of Lemma 3.2.4, Corollary 3.2.12 and Proposition 3.2.42. 

Now let us turn to the papers cited at the beginning of the section. It is remarked at the top of pg. 728 in [32] that there is a dichotomy in the problem of finding linear modules over $U_h(sl_2(\mathbb{C}))$. In fact, this occurs in the more general situation of a finite dimensional complex Lie algebra $g$, its universal enveloping algebra $U(g)$ and homogenisation $U_h(g)$. Le Bruyn and Van den Bergh use the following fact in the proof of [33, Theorem 2.2]: the homogenising generator must either act faithfully on a linear module over $U_h(g)$ or annihilate it.

The $d$-linear modules over $U_h(g)$ that are not annihilated by the homogenising generator come from 1-dimensional representations of Lie subalgebras of $g$ of codimension $d$, which are induced up to $U(g)$ and then homogenised. Corollary 3.4 and Theorem 3.5 from [33] describe the case when $d = 0$ in more detail. The structure of the point scheme of $U_h(g)$ depends on whether $g = [g, g]$ or not: if this is true then the point scheme contains an embedded component; otherwise, the point scheme is reduced.

We will now consider point modules over $U_h(sl_2(\mathbb{C}))^G,\mu$, for which there is also a dichotomy. By definition such modules are 1-critical, therefore by [35, Lemma 2.10] the generator $t$ either acts faithfully on a point module or annihilates it. Our final result describes the point modules over $U_h(sl_2(\mathbb{C}))^G,\mu$.

**Lemma 6.5.9.** The point modules of $U_h(sl_2(\mathbb{C}))^G,\mu$ correspond to the three lines $t = E = 0$, $t = F = 0$ and $t = H = 0$, as well as the additional points

$$(1,1,1,1), \quad (1,1,-1,-1), \quad (1,-1,1,-1) \quad \text{and} \quad (1,-1,-1,1). \quad (6.5.10)$$

**Proof.** By Proposition 6.5.8, $U_h(sl_2(\mathbb{C}))^G,\mu$ satisfies the hypotheses of Theorem 2.1.26. That theorem implies that the graph of the point scheme of $U_h(sl_2(\mathbb{C}))^G,\mu$ under its associated automorphism arises as the scheme determined by the multilinearisations of the defining relations.

The matrix formulation of such multilinearisations (as in Lemma 6.3.8) can be used
to see that the point scheme consists of points \((t, E, F, H) \in \mathbb{P}^3_k\) for which the matrix
\[
\begin{pmatrix}
-2H & F & E & 0 \\
-2F & H & 0 & E \\
-2E & 0 & H & F \\
E & -t & 0 & 0 \\
F & -t & 0 & 0 \\
H & 0 & 0 & -t
\end{pmatrix}
\]  
(6.5.11)

has rank precisely 3.

Consider those point modules which are annihilated by \(t\), which enables us to set \(t = 0\) in (6.5.11). Such point modules restrict to the factor ring \(U_h(\mathfrak{sl}_2(\mathbb{C}))^{G,\mu}/(t)\). This ring is isomorphic as a \(\mathbb{C}\)-algebra to
\[
\mathbb{C}_{-1}[E, F, H] := \mathbb{C}\{E, F, H\}/(EF + FE, EH + HE, FH + HF).
\]

It is well-known that any point module over this algebra is annihilated by one of the generators, with any point on one of the lines in the statement of the result giving rise to a point module.

By the dichotomy on point modules it remains to consider point modules on which \(t\) acts faithfully. Thus we may assume that \(t = 1\) into (6.5.11). Under this condition, the only points at which the matrix in (6.5.11) has rank 3 are precisely those stated in (6.5.10).\qed
Appendix A

Calculations

In this appendix we collect together some of the calculations that were omitted earlier in the thesis.

A.1 Calculations for Chapter 5

A.1.1 Additional proof of Proposition 5.2.3

We now give the more computational proof that the point scheme of $B_{G,\mu}$ is empty when $|\sigma| = \infty$.

The point modules over $B_{G,\mu}$ are precisely those over $A_{G,\mu}$ that are annihilated by both of the central elements $\Theta_1$ and $\Theta_2$. We give the necessary computations to show that the $\Theta_1$ does not vanish at any of the 20 points in the point scheme of $A_{G,\mu}$.

By Lemma 5.2.1, if an element that is fixed by $G$ annihilates a point module then it annihilates the other point modules in the same $G$-orbit. Thus it suffices to show that $\Theta_1$ does not vanish when evaluated at one point from each $G$-orbit.

In Lemma 4.2.12 we described the $G$-orbits of the point scheme of $A_{G,\mu}$; there are four singleton orbits consisting of a point of the form $e_j$ and four more orbits of order 4. Furthermore, Lemma 4.1.23 describes the behaviour of these points under the automorphism $\phi$ that is associated to the point scheme. It is clear that $\Theta_1(e_j, e_j) \neq 0$ for $i = 0, 1, 2, 3$, therefore we can immediately dismiss the singleton orbits.

Now let $p = (1, i, -i, -1)$, which will represent the remaining orbit of points fixed
under $\phi$. Computing $\Theta_1(p, p)$, we find that

$$\Theta_1(p, p) = -v_0(1)v_0(1) + v_1(i)v_1(i) + v_2(-i)v_2(-i) - v_3(-1)v_3(-1) = -4.$$ 

Now let $p = \left(1, -(\beta \gamma)^{-\frac{1}{2}}, \gamma^{-\frac{1}{2}}, \beta^{-\frac{1}{2}} \right)$, therefore $p^\phi = \left(1, -(\beta \gamma)^{-\frac{1}{2}}, -\gamma^{-\frac{1}{2}}, -\beta^{-\frac{1}{2}} \right)$. Evaluating $\Theta_1$ at $(p, p^\phi)$ gives

$$\Theta_1(p, p^\phi) = -v_0(1)v_0(1) + v_1(- (\beta \gamma)^{-\frac{1}{2}})v_1(-(\beta \gamma)^{-\frac{1}{2}}) + v_2(\gamma^{-\frac{1}{2}})v_2(-\gamma^{-\frac{1}{2}}) - v_3(-\beta^{-\frac{1}{2}})v_3(-\beta^{-\frac{1}{2}}) = -4.$$ 

If (A.1.1) were equal to zero then it could be rearranged to the form $(1 - \beta)(\gamma + 1) = 0$. Both solutions correspond to choices of parameters that do not satisfy (4.0.2), which is not permitted.

Now let $p = \left(1, i\gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}} \right)$, thus $p^\phi = \left(1, -i\gamma^{-\frac{1}{2}}, (\alpha \gamma)^{-\frac{1}{2}}, -i\alpha^{-\frac{1}{2}} \right)$. One has

$$\Theta_1(p, p^\phi) = -v_0(1)v_0(1) + v_1(i\gamma^{-\frac{1}{2}})v_1(-i\gamma^{-\frac{1}{2}}) + v_2((\alpha \gamma)^{-\frac{1}{2}})v_2((\alpha \gamma)^{-\frac{1}{2}}) - v_3(i\alpha^{-\frac{1}{2}})v_3(-i\alpha^{-\frac{1}{2}}) = -1 + \frac{1}{\beta \gamma} - \frac{1}{\gamma} + \frac{1}{\beta}.$$ 

As for the previous orbit, if (A.1.2) were equal to zero then it could be rearranged to the form $(\alpha + 1)(1 - \gamma) = 0$. Again, both solutions correspond to choices of parameters that we have excluded.

Finally, let $p = \left(1, \beta^{-\frac{1}{2}}, i\alpha^{-\frac{1}{2}}, i(\alpha \beta)^{-\frac{1}{2}} \right)$, thus $p^\phi = \left(1, -\beta^{-\frac{1}{2}}, -i\alpha^{-\frac{1}{2}}, i(\alpha \beta)^{-\frac{1}{2}} \right)$. Once again

$$\Theta_1(p, p^\phi) = -v_0(1)v_0(1) + v_1(\beta^{-\frac{1}{2}})v_1(-\beta^{-\frac{1}{2}}) + v_2(i\alpha^{-\frac{1}{2}})v_2(-i\alpha^{-\frac{1}{2}}) - v_3(i(\alpha \beta)^{-\frac{1}{2}})v_3(i(\alpha \beta)^{-\frac{1}{2}}) = -1 + \frac{1}{\beta} + \frac{1}{\alpha} + \frac{1}{\alpha \beta}.$$ 

If (A.1.3) were equal to zero then it could be rearranged to the form $(1 - \alpha)(\beta + 1) = 0$, both of whose solutions lead to forbidden parameter triples.
A.2 Calculations for Chapter 6

A.2.1 Relations in §6.3

The relations of $R(\alpha, \beta, \lambda)^{G, \mu}$ that are not preserved under twisting are calculated as follows:

\[ 0 = x_4 x_3 - \alpha x_3 x_4 = \frac{x_4 \ast_\mu x_3}{\mu(g_1 g_2, g_2)} - \alpha \frac{x_3 \ast_\mu x_4}{\mu(g_2, g_1 g_2)} = -(x_4 \ast_\mu x_3 + \alpha x_3 \ast_\mu x_4). \]

\[ 0 = x_4 x_2 - \lambda x_2 x_4 = \frac{x_4 \ast_\mu x_2}{\mu(g_1 g_2, g_1)} - \lambda \frac{x_2 \ast_\mu x_4}{\mu(g_1, g_1 g_2)} = x_4 \ast_\mu x_2 + \lambda x_2 \ast_\mu x_4. \]

\[ 0 = x_3 x_2 - \beta x_2 x_3 - (\alpha \beta - \lambda) x_1 x_4 = \frac{x_3 \ast_\mu x_2}{\mu(g_2, g_1)} - \beta \frac{x_2 \ast_\mu x_3}{\mu(g_1, g_2)} - (\alpha \beta - \lambda) \frac{x_1 \ast_\mu x_4}{\mu(e, g_1 g_2)} = x_3 \ast_\mu x_2 + \beta x_2 \ast_\mu x_3 - (\alpha \beta - \lambda) x_1 \ast_\mu x_4. \]

A.2.2 Calculations for §6.4

The relations of $A(\mu, M_1, \ldots, M_n)^{G, \tau}$ are computed as follows:

\[ 0 = x_4 x_1 - i x_1 x_4 = \frac{x_4 \ast_\tau x_1}{\tau(g_1, g_2)} - i \frac{x_1 \ast_\tau x_4}{\tau(g_1, g_2)} = x_4 \ast_\tau x_1 + i x_1 \ast_\tau x_4. \]

\[ 0 = x_3^2 - x_1^2 = \frac{x_3 \ast_\tau x_1}{\tau(g_1, g_1)} - x_1 \ast_\tau x_3 = x_3 \ast_\tau x_1 - x_1 \ast_\tau x_3. \]

\[ 0 = x_3 x_1 - x_1 x_3 + x_2^2 = \frac{x_3 \ast_\tau x_1}{\tau(g_1, g_1)} - \frac{x_1 \ast_\tau x_3}{\tau(g_1, g_1)} + \frac{x_2 \ast_\tau x_2}{\tau(g_2, g_2)} = x_3 \ast_\tau x_1 - x_1 \ast_\tau x_3 + x_2 \ast_\tau x_2. \]

\[ 0 = x_3 x_2 - i x_2 x_3 = \frac{x_3 \ast_\tau x_2}{\tau(g_1, g_2)} - i \frac{x_2 \ast_\tau x_3}{\tau(g_2, g_1)} = -x_3 \ast_\tau x_2 - i x_2 \ast_\tau x_3. \]

\[ 0 = x_4^2 - x_2^2 = \frac{x_4 \ast_\tau x_4}{\tau(g_1, g_2)} - \frac{x_2 \ast_\tau x_2}{\tau(g_2, g_2)} = x_4 \ast_\tau x_4 - x_2 \ast_\tau x_2. \]

\[ 0 = x_4 x_2 - x_2 x_4 + \gamma^2 = \frac{x_4 \ast_\tau x_2}{\tau(g_1, g_2)} - \frac{x_2 \ast_\tau x_4}{\tau(g_2, g_2)} + \gamma \frac{x_1 \ast_\tau x_1}{\tau(g_1, g_1)} = x_4 \ast_\tau x_2 - x_2 \ast_\tau x_4 + \gamma x_1 \ast_\tau x_1. \]

We now show that $S/(q_1, q_2, q_3, q_4)$ is finite-dimensional. As noted in §6.4, it suffices to show that sufficiently high powers of the generators vanish. The following
The relations of $A.2.3$ Relations in §6.4.11, from which we will deduce the remaining entries.

This suggests that we must take $\mu = -\mu_1 i \gamma z_2 z_4$. Continuing in the same manner we have

$$z_4 q_3 = z_4 + z_4 z_3 + \gamma z_2 z_4 = (\mu_1^2 z_2^2 + \mu_3^2 z_3^2 + \mu_4^2 \gamma z_2 z_4) z_4 = -q_3 z_4.$$  

Calculations verify this:

$$z_1 q_3 = z_1 + z_1 z_3 + \gamma z_2 z_4 = (z_1^2 + \mu_1 z_3^2 + \mu_2 \mu_1 \gamma z_2 z_4) z_1 = (z_1^2 + z_3^2 - \mu_2 i \gamma z_2 z_4) z_1.$$  

This suggests that we must take $\mu_2 = -\mu_1 i \gamma z_2 z_4$. At first we only have the partial information given in (6.4.11), from which we will deduce the remaining entries.

Our final calculation in this section shows that the quadric system given in (6.4.4) is still normalising for the multiplicatively skew-symmetric matrix in (6.4.13). Note that $q_1$ and $q_2$ are monomials and therefore are clearly normal in $S$, therefore we only need to check that $q_3$ and $q_4$ are normal. At first we only have the partial information given in (6.4.11), from which we will deduce the remaining entries.

$$z_2 q_3 = z_2 + z_2 z_3 + \gamma z_2 z_4 = (\mu_1^1 z_2^2 + \mu_3^2 z_3^2 + \mu_4^2 \gamma z_2 z_4) z_2 = -q_3 z_2,$$

This suggests that we must take $\mu_2 = -\mu_1 \gamma z_2 z_4$. Continuing in the same manner we have

$$z_3 q_3 = z_3 + z_3 z_3 + \gamma z_3 z_4 = (\mu_1^2 z_2^2 + \mu_3^2 z_3^2 + \mu_4^2 \gamma z_2 z_4) z_3 = (z_1^2 + z_3^2 - \mu_1 \gamma z_2 z_4) z_3.$$  

This suggests that we must take $\mu_4 = -\mu_3 \gamma z_2 z_4$. Continuing in the same manner we have

$$z_4 q_3 = z_4 + z_4 z_3 + \gamma z_4 z_4 = (\mu_1^4 z_2^2 + \mu_3^4 z_3^2 + \mu_4^4 \gamma z_2 z_4) z_4 = -q_3 z_4.$$  

Checking that $q_4$ is normal is now straightforward:

$$z_1 q_4 = z_1 + z_1 z_4 + z_1 z_3 = (\mu_1^1 z_2^2 + \mu_3^2 z_4^2 + \mu_4^2 \gamma z_4 z_4) z_1 = -q_4 z_1,$$

This suggests that we must take $\mu_4 i = -\mu_3 i \gamma z_2 z_4$. Continuing in the same manner we have

$$z_2 q_4 = z_2 + z_2 z_4 + z_2 z_3 = (\mu_1^2 z_2^2 + \mu_3^2 z_4^2 + \mu_4^2 \gamma z_4 z_4) z_2 = q_4 z_2,$$

This suggests that we must take $\mu_4 i = -\mu_3 i \gamma z_2 z_4$. Continuing in the same manner we have

$$z_3 q_4 = z_3 + z_3 z_4 + z_3 + z_3 z_3 = (\mu_1^3 z_2^2 + \mu_3^2 z_4^2 + \mu_4^2 \gamma z_4 z_4) z_3 = -q_4 z_3,$$

This suggests that we must take $\mu_4 i = -\mu_3 i \gamma z_2 z_4$. Continuing in the same manner we have

$$z_4 q_4 = z_4 + z_4 z_4 + z_4 z_3 = (\mu_1^4 z_2^2 + \mu_3^4 z_4^2 + \mu_4^4 \gamma z_4 z_4) z_4 = q_4 z_4.$$  

A.2.3 Relations in §6.5

The relations of $U(gl_2)^{G^\mu}$ are computed below.

$$0 = EF - FE + 2H = \frac{E * \mu F}{\mu(g_1, g_1 g_2)} - \frac{F * \mu E}{\mu(g_1 g_2, g_1)} + 2H = -E * \mu F - F * \mu E + 2H.$$
\[ 0 = HE - EH - 2F = \frac{H \ast_{\mu} E}{\mu(g_2, g_1)} - \frac{E \ast_{\mu} H}{\mu(g_1, g_2)} - 2F = H \ast_{\mu} E + E \ast_{\mu} H - 2F. \]

\[ 0 = HF - FH - 2E = \frac{H \ast_{\mu} F}{\mu(g_2, g_1, g_2)} - \frac{F \ast_{\mu} H}{\mu(g_1, g_2, g_2)} - 2E = H \ast_{\mu} F + F \ast_{\mu} H - 2E. \]
Appendix B

Computer code

In this appendix we give the computer code used in several proofs earlier in the thesis. The two programs that we used in relation to the work in this thesis are Macaulay2 and Affine, a brief description of which follow.

Macaulay2 is a commutative algebra/algebraic geometry program that we use to prove results regarding the point and line schemes of some cocycle twists. More information on this software can be obtained from [24] or [19].

Affine is a package for the computer algebra system Maxima [39]. It can be used to perform Groebner basis-like computations with noncommutative algebras. More specifically, Affine implements the diamond lemma, an important result that originated in graph theory. It was first studied in the context of noncommutative algebras in [14]. We utilised Affine to study the behaviour of several examples of cocycle twists.

B.1 Code for §4.1

The following Macaulay2 code is needed in Proposition 4.2.1 to calculate the dimension of the line scheme of $A(\alpha, \beta, \gamma)^{G,\mu}$.

Code B.1.1.

```
F = QQ[a, b, c]/(a + b + c + a * b * c);
k = fracF;
S = k[t1, t2, t3, t4, t5, t6];
I = minors(3, matrix{{0, t1 + t2, t3 + t4, t5 + t6}},
```

APPENDIX B. COMPUTER CODE

\{t2 - t1, 0, c \ast t5 + t6, b \ast t3 - t4\}, \{t4 - t3, t6 - c \ast t5, 0, -a \ast t1 - t2\},
\{t6 - t5, -b \ast t3 - t4, a \ast t1 - t2, 0\});
R = S/I;
codim I
Output: 4

B.2 Code for §6.1

The following two pieces of Macaulay2 code are used in the proof of Proposition 6.1.19. The first piece of code is used to determine the intersection of the scheme $\Gamma_2$ associated to $S_{G,\mu}^G(\alpha, \beta, \gamma)$ with the affine subscheme of $\mathbb{P}_k^3 \times \mathbb{P}_k^3$ in which $v_{01}, v_{02} \neq 0$.

**Code B.2.1.**

\[
F = \frac{\mathbb{Q}[a, b, c]}{(a + b + c + a \ast b \ast c)};
\]
\[
k = \text{frac}F;
\]
\[
S = k[v_{11}, v_{12}, v_{21}, v_{22}, v_{31}, v_{32}];
\]
\[
I = \text{ideal}(v_{12} - v_{11} - a \ast v_{21} \ast v_{32} + a \ast v_{31} \ast v_{22},
    v_{11} + v_{12} - v_{21} \ast v_{32} - v_{31} \ast v_{22},
    v_{22} - v_{21} + b \ast v_{11} \ast v_{32} - b \ast v_{31} \ast v_{12}, v_{22} + v_{21} - v_{11} \ast v_{32}
    - v_{31} \ast v_{12}, -1 + v_{11} \ast v_{12} + v_{21} \ast v_{22} - v_{31} \ast v_{32},
    v_{11} \ast v_{12} + ((1 + a)/(1 - b)) \ast v_{21} \ast v_{22} - ((1 - a)/(1 + c)) \ast v_{31} \ast v_{32});
\]
\[
R = S/I;
\]
\[
basis R
\]
Output: 16-dimensional basis

The second piece of code shows that there are no points lying in the intersection of $\Gamma_2$ with the locus where $v_{02} = 0$ and the remaining coordinates are non-zero. We can therefore assume that $v_{01} = 1$ and $v_{11}v_{12}v_{21}v_{22}v_{31}v_{32} = 1$ by rescaling the two copies of $\mathbb{P}_k^3$.

**Code B.2.2.**

\[
F = \frac{\mathbb{Q}[a, b, c]}{(a + b + c + a \ast b \ast c)};
\]
k = fracF;
S = k[v11, v12, v21, v22, v31, v32];
I = ideal(v12 - a * v21 * v32 + a * v31 * v22, v12 - v21 * v32 - v31 * v22,
v21 + b * v11 * v32 - b * v31 * v12, v22 - v11 * v32 - v31 * v12,
v11 * v12 + v21 * v22 - v31 * v32, v11 * v12 * v21 * v22 * v31 * v32 - 1,
v11 * v12 + ((1 + a)/(1 - b)) * v21 * v22 - ((1 - a)/(1 + c)) * v31 * v32);
R = S/I;

\text{dim} R

Output : \text{\text{\text{-\text{\text{-\text{\text{-infinity}}}}}}}

Finally, we give the Macaulay2 code used in the proof of Proposition 6.1.27, which is used to calculate the dimension of the line scheme of $S^G_S^\mu$.

\textbf{Code B.2.3.}

\begin{verbatim}
F = QQ[a, b, c]/(a + b + c + a * b * c);
k = fracF;
S = k[t1, t2, t3, t4, t5, t6];
I = minors(3, matrix{{-t5, t1 + t2, t3 + t4, 0},
{t2 - t1, t5 + t6, 0, b * t3 - t4},
{t4 - t3, 0, t5 + t6 * ((1 + a)/(1 - b)), -a * t1 - t2},
{0, -b * t3 - t4, a * t1 - t2, -t5 - t6 * ((1 - a)/(1 + c))}});
codim I

Output : 4
\end{verbatim}
Appendix C

Properties preserved under twisting

In this appendix we give a table summarising the properties that we show are preserved under cocycle twisting in §3.2. The table includes a reference for each result and any relevant hypotheses.

<table>
<thead>
<tr>
<th>Property</th>
<th>Reference</th>
<th>Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hilbert series</td>
<td>Lemma 3.2.4</td>
<td>Hyp. 3.1.2</td>
</tr>
<tr>
<td>Strongly noetherian</td>
<td>Corollary 3.2.12</td>
<td></td>
</tr>
<tr>
<td>GK dimension</td>
<td>Proposition 3.2.16</td>
<td>Hyp. 3.1.1</td>
</tr>
<tr>
<td>Global dimension</td>
<td>Proposition 3.2.18</td>
<td></td>
</tr>
<tr>
<td>AS-Gorenstein</td>
<td>Proposition 3.2.24</td>
<td>Hyp. 3.1.2</td>
</tr>
<tr>
<td>AS-regular</td>
<td>Corollary 3.2.28</td>
<td>Hyp. 3.1.2, c.g. algebra</td>
</tr>
<tr>
<td>Koszul</td>
<td>Proposition 3.2.31</td>
<td>Hyp. 3.1.2, quadratic algebra</td>
</tr>
<tr>
<td>Cohen-Macaulay</td>
<td>Proposition 3.2.42</td>
<td></td>
</tr>
<tr>
<td>Auslander-Gorenstein</td>
<td></td>
<td>Hyp. 3.1.2, noetherian algebra</td>
</tr>
<tr>
<td>Auslander regular</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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