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Abstract

USING PHYLOGENETICS AND MODEL SELECTION TO INVESTIGATE THE EVOLUTION OF RNA GENES IN GENOMIC ALIGNMENTS
James Edward Allen
A thesis submitted to the University of Manchester for the degree of Doctor of Philosophy, 2013

The diversity and range of the biological functions of non-coding RNA molecules (ncRNA) have only recently been realised, and phylogenetic analysis of the RNA genes that define these molecules can provide important insights into the evolutionary pressures acting on RNA genes, and can lead to a better understanding of the structure and function of ncRNA. An appropriate dataset is fundamental to any evolutionary analysis, and because existing RNA alignments are unsuitable, I describe a software pipeline to derive RNA gene datasets from genomic alignments. RNA gene prediction software has not previously been evaluated on such sets of known RNA genes, and I find that two popular methods fail to predict the genes in approximately half of the alignments. In addition, high numbers of predictions are made in flanking regions that lack RNA genes, and these results provide motivation for subsequent phylogenetic analyses, because a better understanding of RNA gene evolution should lead to improved methods of prediction.

I analyse the RNA gene alignments with a range of evolutionary models of substitution and examine which models best describe the changes evident in the alignment. The best models are expected to provide more accurate trees, and their properties can also shed light on the evolutionary processes that occur in RNA genes. Comparing DNA and RNA substitution models is non-trivial however, because they describe changes between two different types of state, so I present a proof that allows models with different state spaces to be compared in a statistically valid manner. I find that a large proportion of RNA genes are well described by a single RNA model that includes parameters describing both nucleotides and RNA structure, highlighting the multiple levels of constraint that act on the genes. The choice of model affects the inference of a phylogenetic tree, suggesting that model selection, with RNA models, should be standard practice for analysis of RNA genes.
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Chapter 1

Introduction

“Nothing in biology makes sense except in the light of evolution.”

Dobzhansky (1973)

“Much in evolution makes even more sense in the light of phylogeny.”

Avise (2006)

The title of Theodosius Dobzhansky’s 1973 paper is an obvious introduction to a thesis which explores molecular evolution; and the quote from John C. Avise is an apt accompaniment, as this thesis uses a phylogenetic approach for that exploration. The idea of a ‘tree of life’ has been independently proposed many times, in various guises, but the modern phylogenetic interpretation of the phrase stems from the work of Charles Darwin: the only illustration in On the Origin of Species is a hypothetical phylogenetic tree (Darwin, 1859). The term ‘phylogeny’, to describe the evolutionary development and relatedness of taxa, was not used by Darwin, but was invented by Ernst Haeckel, who further popularised the idea of evolutionary trees, although his definition of phylogeny was somewhat different to the current meaning (Dayrat, 2003).

Molecular phylogenies are important for the elucidation of the tree of life, and have also been used to address a wide range of biological questions. An interesting and diverse sample of these applications is provided by Avise (2006), including the geographical distribution of chameleons (Raxworthy et al., 2002), the migratory behaviour of thrushes (Outlaw et al., 2003), and the convergent evolution of antifreeze proteins in Arctic and Antarctic fish (Bargelloni et al., 1994). Most of the time the only data available for phylogenetic analyses is from extant species, and from these the complex biological processes of millions (or billions) of years of evolution must
be inferred. Considered in those terms, the progress in the field of molecular phylogenetics in recent decades is remarkable, but there remain a wide range of problems that are yet to be addressed, involving the modelling of a wider variety of biological phenomena and the incorporation of new biological knowledge.

This thesis is concerned with non-coding RNA molecules, whose diversity, in terms of structure and biological function, has only recently been realised. Phylogenetic analysis of the RNA genes that define these molecules requires a different approach compared to protein-coding genes, due to the evolutionary constraints that arise from the conservation of RNA secondary structure. In the following sections of this introductory chapter, I briefly review RNA genes, the secondary structure of non-coding RNA, and the prediction of RNA genes in genomic sequences. A comparative approach is useful in RNA gene prediction, so the following section outlines sequence alignment, with particular respect to its relationship to phylogenetic inference, which is the subject of the subsequent section. The final part of the introduction summarises the aims and objectives of the thesis, which comprises the collation of an appropriate dataset of RNA genes in Chapter 2; an evaluation of the de novo prediction of RNA genes in Chapter 3; a method to compare models of RNA gene evolution in Chapter 4; and an application of that method of model comparison in Chapter 5.

### 1.1 RNA genes

Until recently RNA was viewed primarily as an intermediary molecule in protein production, albeit one which might have originally been responsible for the first life on Earth (Gilbert, 1986; Poole et al., 1998). The function and structure of mRNA, tRNA, and rRNA are well established, but as the volume of genomic data has increased it has become apparent that other forms of RNA are crucial to a wide range of biological processes (Mattick and Makunin, 2006). To distinguish these new RNA from mRNA they were termed non-coding RNA (ncRNA), because they are not directly involved in protein coding. The term is slightly misleading, as RNA genes do code for a biologically functional molecule, just not a protein, but suggestions for an alternative nomenclature (Brosius and Tiedge, 2004) have not been widely accepted. An RNA gene is defined as the DNA sequence which gives rise to an ncRNA molecule, analogous to a protein-coding gene. There is evidence for RNA genes with introns (Meyer, 2007), particularly with regard to the ever-growing repertoire of long non-coding RNA (e.g. Guttman et al., 2009), but here I assume that a single contiguous stretch of DNA
codes for a structured ncRNA molecule.

Some families of ncRNA, such as microRNA precursors, have been relatively well characterised in terms of structure and function (Kozomara and Griffiths-Jones, 2011). However, there are many other poorly understood types of ncRNA that are involved in a heterogeneous array of complex biological processes (Taft et al., 2007; Mercer et al., 2009). RNA genes often have low sequence conservation, which in protein-coding genes may imply a lack of function, but the mechanisms that underlie RNA evolution might be quite different (Pang et al., 2006). In particular, the conservation of RNA secondary structure may be as important, or more so, than sequence conservation, as suggested by the wide range of tRNA sequences which nonetheless have very similar shapes. The act of transcription itself (rather than a biologically functional product) has been proposed as an explanation for the lack of sequence conservation, but this seems plausible only for a small part of the transcription activity (Mercer et al., 2009). Nonetheless, RNA secondary structure has not been thoroughly examined with a phylogenetic approach for types of ncRNA other than rRNA and tRNA, and extrapolation from analyses of these molecules may be inappropriate because their fundamental biological roles make them atypical examples of RNA genes.

1.1.1 Types of non-coding RNA

The range of non-coding RNA is increasingly large and diverse, and not all types are pertinent to this thesis. For example, since the methods applied in this thesis explicitly aim to exploit information about secondary structure, in this section I review some important types of structured RNA, but omit details of unstructured RNA such as Xist (Brown et al., 1992) or piRNA (Girard et al., 2006; Watanabe et al., 2006). Also, because I use vertebrate datasets, RNA types that are specific to other taxonomic groups (e.g. bacteria: Waters and Storz, 2009, or plants: Schwach et al., 2009) are not covered.

Ribosomal and transfer RNA have central roles in protein synthesis and have been widely studied, but a large repertoire of ncRNA is now acknowledged, and Eddy (2001) has written a comprehensive historical review of the field. The review by Mattick and Makunin (2006) also provides a good overview of the diversity of RNA genes. But, any discussion of ncRNA must start with a brief review or rRNA and tRNA.

Ribosomal RNA are part of the ribosome, the ribonucleoprotein complex responsible for protein synthesis. The ribosome consists of small and large subunits (SSU and LSU, respectively); the SSU binds to mRNA, and the LSU binds to tRNA and generates a polypeptide. In eukaryotes there is one rRNA in the SSU and three in the LSU.
The rRNA molecules provide the core structure of the ribosome, contain binding sites for tRNA (Yusupov et al., 2001), and catalyze the formation of peptide bonds (Noller, 2005). Transfer RNA are quite small (up to 100 bases) and have a highly conserved clover leaf structure. The stem of a tRNA binds to an amino acid that corresponds to the anticodon sequence of the loop, which the ribosome will match to an mRNA codon. The biogenesis of tRNA is dependent on another ubiquitous and ancient RNA type; RNase P RNA is part of a ribonucleoprotein responsible for the cleavage of sequence from the 5’ end of primary tRNA transcripts (Guerrier-Takada et al., 1983; Evans et al., 2006).

Ribosomal RNA biogenesis occurs in the nucleolus, and the necessary chemical modifications are guided by members of large family of small nucleolar RNA (snoRNA) genes (reviewed in Granneman and Baserga, 2004), which may also act on some tRNAs (Kiss, 2001). There are two main types of snoRNA, each of which acts as part of a ribonucleoprotein (snoRP): C/D-box snoRPs perform methylation, and H/ACA-box snoRPs perform pseudouridylation. There is also evidence that snoRNA have roles beyond guiding chemical modifications, such as alternative splicing (Kishore and Stamm, 2006).

It is clear that RNA molecules often work in concert with proteins, and other examples of ribonucleoproteins include the relatively well-known structure of the spliceosome, and the more mysterious Vault complex. Like the ribosome, the major and minor spliceosomes are large, biologically fundamental complexes of proteins and RNAs; each spliceosome contains five spliceosomal RNAs. The spliceosomal RNAs recognise the boundaries between introns and exons, and also have a catalytic role (Valadkhan, 2005). In the same way that snoRNAs guide chemical modifications of rRNA, small Cajal body RNAs (scaRNAs) guide methylation and pseudouridylation of spliceosomal RNA, which occurs in a nuclear organelle called the Cajal body (Darzacq et al., 2002). The Vault organelle is a ribonucleoprotein that is conserved in eukaryotes but whose function is only partially understood (Kedersha and Rome, 1986). Vault RNA produces small RNA molecules (in much the same way that precursor miRNAs produce miRNA, albeit through a different pathway), and the effect on gene expression of these RNA molecules may be the cause of the drug resistance associated with the Vault complex (Persson et al., 2009).

Although many types of non-coding RNA are involved in the function of ribonucleoproteins, other types, notably microRNA (miRNA), have a role in the regulation
and modification of protein-coding genes. MicroRNAs are short sequences that down-regulate gene expression through a range of mechanisms (Morozova et al., 2012), and are derived from the cleavage of a precursor (pre-miRNA), which has a hairpin structure. The pre-miRNAs are themselves derived from a higher-level structure, a primary transcript (pri-miRNA), which often exists within the introns of protein-coding genes. The history and biogenesis of miRNA are reviewed in He and Hannon (2004). MicroRNA are now widely studied due to their prevalence (Friedman et al., 2009) and role in disease (e.g. Valastyan et al., 2009; Trajkovski et al., 2011), and also because they are often highly conserved and are thus informative in evolutionary analyses (e.g. Sperling et al., 2009; Heimberg et al., 2010; Shen et al., 2011).

In this thesis I use the term ‘RNA gene’ in a broad sense that includes cis-acting RNA structures in UTRs, which, like miRNA, often have regulatory functions. For example, selenocysteine insert sequences (SECIS elements) have a characteristic structure that causes UGA stop codons to be translated as selenocysteines (Walczak et al., 1996); and iron-response elements (IRE) bind to certain proteins to control the translation of iron-dependent genes, based on the concentration of iron in the cell (Addess et al., 1997).

Many of the RNA types described in this section so far have quite well-defined functions, and many are also relatively short. In contrast, long non-coding RNA (IncRNA) are defined (arbitrarily) by a length greater than 200 bases, rather than functional or structural similarity, and thus represent a heterogeneous, but possibly very large (Carninci et al., 2005), group of RNA. In general, the functions of IncRNA are less well-understood than those of shorter types such as snoRNA and miRNA, but examples include chromatin modification, and the transport and activation of transcription factors (reviewed in Mercer et al., 2009; Wang and Chang, 2011; Rinn and Chang, 2012). Long ncRNA genes may have alternating structured and unstructured regions, giving an exon/intron-like pattern. So, although the whole sequence may not be amenable to the analyses in this thesis, the exon-like regions can be treated in the same manner as the shorter RNA genes, under the assumption that the secondary structure of the RNA underlies its function, and thus its evolution.

1.1.2 RNA secondary structure

Although some ncRNA is unstructured, most well-known ncRNA have structures that are primarily composed of short helices of paired nucleotides (‘stems’) connected by
single-stranded regions (‘loops’). Hydrogen bonds are formed between complementary base pairs in stems to give the structure stability, which enhances the stability arising from stacking interactions between neighbouring base pairs. ‘Watson-Crick’ base pairs in RNA structures are defined as A-U, U-A, C-G and G-C pairs; G-U and U-G pairs are known as ‘wobble’ base pairs, due to their slightly less stable nature; and together, these pairs are ‘canonical’ base pairs.

Conservation at the structural level in RNA genes occurs through the maintenance of helices in which a pair (rather than either of the paired nucleotides) is conserved by compensatory mutations. For example, a G-C base pair in an RNA gene could mutate from G-C to G-U, which is slightly less stable, but perhaps not sufficiently so to be removed by purifying selection; a subsequent mutation might then create an A-U pair (or revert back to G-C).

Non-coding RNA can fold into more complex 3-D structures, but compared to RNA secondary structure, tertiary structure has not been extensively studied (Holbrook, 2008). This is beginning to change, as the volume of experimentally-determined structures increases in tandem with new computational methods for prediction (e.g. Rother et al., 2011; Bida and Maher, 2012), but I focus here on secondary structure because it clearly underlies the tertiary structure, and the evolutionary conservation of base pairs suggests that secondary structure is a dominant force in RNA evolution. Figure 1.1 shows an example of the secondary structure of a microRNA.

The prediction of RNA secondary structure from primary sequence has been an active area of research for more than 25 years (and the same concepts and methodology also underlie the prediction of RNA genes, of which more later). From an evolutionary perspective, the most interesting approaches to secondary structure prediction are ‘phylo-grammars’ that explicitly use a phylogenetic tree and probabilistic models of evolution (Knudsen and Hein, 2003; Klosterman et al., 2006; Barquist and Holmes, 2008). The concept of formal grammars, from the field of linguistics (Chomsky, 1959), has been applied to RNA structure prediction because the base pairing behaviour of RNA is well modelled by stochastic context-free grammars (SCFGs) (Sakakibara et al., 1994; Durbin et al., 1998). These approaches can perform with comparable efficiency to popular methods based on experimentally-derived thermodynamic parameters (Dowell and Eddy, 2004), and can, in fact, incorporate such parameters (Rivas et al., 2012). (Note, however, that SCFGs cannot accommodate pseudoknots in secondary structures.) Having a better understanding of RNA gene evolution could lead to more biologically realistic phylo-grammars that have the potential to improve
Figure 1.1: An example of a microRNA. The consensus secondary structure shown here is from the Rfam (version 10.1: Gardner et al., 2011) seed alignment of the mir-10 microRNA (RF00104), with sequence data from Homo sapiens (EMBL: AC018755.3). Hydrogen bonds between base pairs are shown as bars connecting bases; a wobble base pair is indicated with a dot on a single bar. The sequence data includes gaps, shown here as grey circles, and indicates variability in the length of the loop region in different species. The effect of deriving the structure from multiple sequences is also apparent in the second bulge loop, where there are apparently two, unconnected, wobble base pairs; in fact, one side of the loop is highly variable, and non-complementary pairings in other species mean that the bases are unpaired in the consensus structure. This raises the interesting question, which could be answered with the aid of phylogenetic information, of whether other, non-human, primates have complementary base pairs in this region, which would suggest relatively recent coevolution in that group, towards a structure with a longer main helix. The image was created with VARNA (Darty et al., 2009).
the accuracy of both secondary structure prediction and RNA gene prediction (Dowell and Eddy, 2006; Anderson et al., 2012).

### 1.1.3 RNA gene prediction

There may exist unknown families of non-coding RNA, and unidentified members of existing families, and their discovery has the potential to open up important new areas of research, as was the case with the role of microRNAs in cancer (Oulas et al., 2009), for example. Predicting the location of RNA genes from genomic sequence data, however, is difficult. RNA genes are heterogeneous and lack the well-characterised signals of protein-coding genes, such as open reading frames. The genetic signatures of ncRNA, such as conservation of promoters or altered expression patterns in disease (Mattick, 2009), are an active area of research, but the discovery of new types of ncRNA is restricted by a lack of in-depth knowledge about what to look for.

There are two main methods of finding new RNA genes, through homology with known data, or by *de novo* approaches that rely on RNA secondary structure prediction and comparative analysis. Meyer (2007) reviews and compares these two approaches, and emphasizes the need to develop a more complicated and nuanced understanding of the concept of an RNA gene when attempting to predict new types of ncRNA.

Finding homologs of RNA genes is non-trivial and computationally expensive, since the comparison must extend beyond sequence similarity to structural similarity. Menzel et al. (2009) highlight the difficulties involved in detecting RNA gene homologs, and conclude that without structural alignments, simply using BLAST (Altschul et al., 1997) may be the best method for most biologists. In this thesis I study *de novo* RNA gene prediction (reviewed by Gorodkin et al., 2010) because it can be less computationally-intensive than homology searching, and has the potential to find novel ncRNA families and divergent members of existing families.

The many algorithms and methods that have been developed to predict secondary structure from aligned sequences suggest methods for finding RNA genes (Bernhart and Hofacker, 2009; Gorodkin and Hofacker, 2011). There are three prominent methodologies for secondary structure prediction: programs either (i) use thermodynamic information, (ii) predict structure and alignment simultaneously, or (iii) use probabilistic and evolutionary models. Underlying the last two of these methods is the assumption that coevolutionary processes maintain structure rather than sequence, predominantly through correlated mutations in the helical stems of the RNA that conserve canonical base pairs rather than individual bases. All of these techniques are typically
applied to multiple sequence alignments, although they may differ in the way that they exploit the additional information available in a comparative analysis.

Simultaneous structure and alignment prediction is computationally expensive and is currently not practical for scanning multiple sequence alignments for RNA genes, although good results have been reported for pairwise alignments by using heuristics to reduce computation time (Havgaard et al., 2007; Uzilov et al., 2006). Thermodynamic approaches are based around the minimization of the free energy of an RNA molecule across all of the sequences in an alignment, using experimental data to estimate the energies involved. To generate predictions, the free energy results are combined with information on conservation of sequence and structure (Coventry et al., 2004; Washietl et al., 2005b; Gruber et al., 2010). Probabilistic models have been central to searching for homologs of known RNA genes (Klein and Eddy, 2003; Nawrocki et al., 2009; Gardner, 2009), but have also been applied to de novo searches (Rivas and Eddy, 2001; Pedersen et al., 2006; Yao et al., 2006; Bradley et al., 2009b). The probabilistic methods use SCFGs to model secondary structure and sequence evolution, and may also require an a priori phylogenetic tree. In Chapter 2, I evaluate thermodynamic and probabilistic programs for RNA gene prediction, both of which require an existing multiple sequence alignment.

1.2 Sequence alignment

Historically, the starting point of many bioinformatic analyses, including phylogenetics, was a fixed alignment of some homologous sequences. Generating such alignments is a complex problem, and will not be extensively addressed here (see Durbin et al. (1998) for a historical review; Kemena and Notredame (2009) for a more recent review; Felsenstein (2004, pp.496-520) for a phylogenetics-focused summary; and Morrison (2009b) for a critique of the current usage of alignment in phylogenetics). Instead, I will briefly review alignment in a phylogenetic context, before discussing the genomic alignments that are the basis of the RNA gene datasets that I use in subsequent chapters.
1.2.1 Multiple sequence alignment and phylogenetics

In a phylogenetic context, a multiple sequence alignment is an arrangement of sequences that reflects evolutionary events, rather than, say, structural similarity (Morrison, 2009a). Thus, it is usually necessary to distinguish between orthology and paralogy, as the different types of homology have different phylogenetic interpretations; but the parameters of alignment software are typically tuned with reference to structural alignments (Kemena and Notredame, 2009), which do not necessarily reflect the evolutionary events that interest phylogeneticists.

Treating alignment and phylogenetic inference as two distinct steps allows phylogenetic analysis of existing alignments, and until recently was the only computationally feasible approach. However, alignment and phylogenetic inference are not independent, and both can be improved by calculating phylogenetically-informed alignments (Löytynoja and Goldman, 2005, 2008). An alignment and a tree can be co-estimated in a probabilistic framework (Thorne et al., 1991, 1992; Suchard and Redelings, 2006; Novák et al., 2008) or with heuristic methods (Bradley et al., 2009a), potentially improving the accuracy of both, and providing a measure of alignment uncertainty analogous to the standard practice of evaluating the reliability of tree inference. These sophisticated alignment methods are tractable but complex and computationally demanding, so the future of sequence alignment might involve the use of an initial approximate method, whose results are refined with a more biologically realistic approach (Paten et al., 2009). Whatever method is used, it is important to acknowledge the correctness of the sequence alignment as an assumption in subsequent phylogenetic inference (Löytynoja and Goldman, 2008; Wong et al., 2008).

1.2.2 Genomic alignment

Genomic alignments are multiple sequence alignments of genomes (in practice, ordered sets of alignments of genomic regions), and can be useful for analysis of regions that do not contain protein-coding genes. Multiple sequence alignments of protein-coding sequences typically consider a limited set of small-scale mutations, such as single-base changes, insertions, and deletions. In order to align genomes, larger-scale evolutionary events, such as duplications and inversions, must be modelled. Genomic alignment methods usually make the simplifying assumption that the small-scale and large-scale evolutionary events are independent, and use multi-step pipelines to first cluster homologous regions and then refine the alignment (Kent et al., 2003).
Compared to the range of alignment software for genes, there are relatively few programs that produce genomic alignments, and there are only two that have associated datasets available for public consumption, MultiZ and EPO. MultiZ is part of the TBA (Threaded Blockset Aligner: Blanchette \textit{et al.}, 2004) pipeline, and combines pairwise alignments generated by BlastZ (Schwartz \textit{et al.}, 2003) or LastZ (Harris, 2007) to generate a multiple alignment. A MultiZ genomic alignment is a connected set of local alignments, (‘blocks’) arranged (or ‘threaded’) with respect to a reference species. It is possible to use TBA to extend these MultiZ alignments to a non-reference-based alignment, but this is not practicable for whole genomes.

The EPO (Enredo-Pecan-Ortheus) pipeline has three stages, the first of which (Paten \textit{et al.}, 2008a) creates an iteratively-refined graph that clusters homologous regions. These regions are then aligned by Pecan (Paten \textit{et al.}, 2008a, 2009), which is an extension of the consistency-based optimization function in the ProbCons (Do \textit{et al.}, 2005) alignment software. Finally, the Ortheus program (Paten \textit{et al.}, 2008b) is used to infer ancestral genome sequences.

More recent methods of genomic alignment use a more nuanced hierarchical representation that reflects evolutionary events as a continuum, rather than a false, albeit useful, dichotomy between small-scale and large-scale events (Paten \textit{et al.}, 2011a). These have the potential to provide more accurate alignments than MultiZ or EPO (Paten \textit{et al.}, 2011b), but genomic alignment datasets have not yet been made available via the UCSC Genome Browser.

\section*{1.3 Phylogenetic inference}

Phylogenetic inference is used to generate a tree, and possibly the parameters of an evolutionary substitution model, from a sequence alignment, and inference techniques fall into three broad categories. Distance matrix methods are the simplest and make the least efficient use of the data (in that the difference between two sequences is reduced to a single value), but remain useful for approximations and initial analyses. Parsimony was developed at around the same time, and was once \textit{de rigueur}, but has fallen out of favour somewhat. In recent years the parametric techniques of maximum likelihood and Bayesian inference have become the most prominent.
1.3.1 Distance matrices

Distance matrix methods calculate pairwise distances between taxa in a sequence alignment, then aim to construct a tree for all of the taxa that best approximates those distances. There are a variety of methods (Desper and Gascuel, 2007), of which UPGMA (Sokal and Sneath, 1963) and neighbour-joining (Saitou and Nei, 1987; Gascuel, 1997) are the most widely used. Neighbour-joining remains popular as a quick means of generating a reasonable tree, which can be used as a starting point for more sophisticated methods. Significant problems with all distance methods are that they discard phylogenetic information, and use information about rate variation significantly less efficiently than likelihood methods (Felsenstein, 2004).

1.3.2 Parsimony

Parsimony methods are character-based, rather than distance-based; it is quite difficult to formally define exactly what a ‘character’ is in general (DeSalle, 2006), but in a molecular context a character is a base or an amino acid (or a gap) in a sequence alignment. Parsimony methods seek the tree in which the least evolution has occurred, meaning the one with fewest changes of character (Fitch, 1971), and this intuitively attractive aim, along with computationally tractable algorithms, saw the method gain popularity throughout the 1980s and 90s. The main problem with parsimony is that it can be inconsistent under certain conditions; that is, as more data is added, the method becomes increasing certain that a wrong tree is correct (Felsenstein, 1978). This behaviour is sometimes termed ‘long branch attraction’, although that phrase can be misleading, as long branches are not a necessary or sufficient characteristic of inconsistency (Kim, 1996). Other problems with parsimony are that it is generally used in a non-parametric manner (so it is not amenable to robust statistical analysis), and that it does not involve an explicit model of evolution.

1.3.3 Maximum likelihood and Bayesian analysis

Maximum likelihood (ML) and Bayesian analysis are both parametric techniques which share many characteristics, particularly when contrasted to parsimony. Thorne et al. (1992, p.4) eloquently justify the use of these methods (with reference to ML, but also applicable to Bayesian techniques): “The advantages of this approach include explicit assumptions, a model of sequence change based upon actual biological phenomena
instead of arbitrary criteria for sequence comparison, and the vast statistical theory concerned with likelihood methods”.

Working within the rigorous mathematical framework of statistical inference is appealing because statistical hypothesis testing can provide a degree of confidence in the results (Goldman, 1993). The major downside of parametric techniques is the level of computation required, even for moderate numbers of taxa. Finding the best tree by exhaustive search is generally not possible, so heuristic methods are used (this may also be the case for parsimony methods). Heuristics are not guaranteed to find the globally optimum tree, but in practice they work quite well (Whelan, 2007).

Maximum likelihood methods became prominent in phylogenetics after Felsenstein (1981) proposed a pruning algorithm (a dynamic programming technique) that allowed for computation to be completed in a reasonable time. ML was not in common use until the mid-1990s, however, probably due to a combination of inertia from researchers who were accustomed to parsimony, and computational speed; the method is tractable, but still requires substantial number-crunching. The use of maximum likelihood methods in phylogenetics are comprehensively reviewed by Felsenstein (2004) and Buschbom and von Haeseler (2005).

The application of Bayesian theory to phylogenetics stems from the mid-1990s (Rannala and Yang, 1996; Yang and Rannala, 1997), but the approach was not widely used until a review for a general audience (Huelsenbeck et al., 2001) and user-friendly software were written (MrBayes: Huelsenbeck and Ronquist, 2001; Ronquist et al., 2012). Bayesian inference uses the same definition of likelihood as ML, but aims to compute the posterior probabilities of the tree and model parameters, rather than a maximum likelihood estimate (Huelsenbeck and Ronquist, 2005). Exact calculations are not generally practicable in a Bayesian approach, but Markov chain Monte Carlo (MCMC) methods (Huelsenbeck et al., 2001) and sequential Monte Carlo methods (Bouchard-Côté et al., 2012) are effective in producing good approximations.

### 1.3.4 Choosing an inference method

Each inference method has a band of advocates who favour methods on ideological or philosophical grounds, which is often difficult to disentangle; for example, Karl Popper has been invoked on both sides of the parsimony-versus-likelihood debate (Helfenbein and DeSalle, 2005; Faith, 2006). In practice, it is perhaps best to take a pragmatic approach and focus on the properties of the different methods, and the situations in which they may outperform one another in practice.
Distance-matrix methods are good for quick approximations, but are too simplistic for thorough phylogenetic inference. Parsimony can become inconsistent, but if the number of changes per site is small (that is, the rate of evolution is slow) then the method can perform well, and approximates maximum likelihood (Steel and Penny, 2000). Parsimony and ML can, in fact, be conceptualised as the extreme ends of a sliding scale (Tuffley and Steel, 1997), and it has been shown (for a small tree, as the computations are complex) that regions of the parameter space in which one method is inconsistent are consistent for the other method (Kim and Sanderson, 2008). Parsimony can be useful because ML (and Bayesian) calculations are computationally intensive, which may be prohibitive for large numbers of taxa.

The computational requirements of the parametric methods can be assuaged by various clever heuristics and approximations, but model misspecification can also be a problem. ML is only consistent if the model is adequate, and determining what represents an ‘adequate’ model is not easy; although the method tends to be fairly robust to model misspecification (Yang et al., 1994; Kelchner and Thomas, 2007). If many parameters are being estimated then the advantages of taking a statistical approach are lessened, since statistical power is inversely proportional to the number of parameters.

The robust, statistical basis of ML and Bayesian methods have made them popular in phylogenetic inference, but choosing between them is rather difficult, perhaps because of their similarities (akin to choosing between a tangerine and a satsuma, compared with the banana of parsimony). The two methods have quite different underlying philosophies, however, and one of the main criticisms of Bayesian methods has been the need to specify prior probabilities which do not always have a clear biological meaning. In practice, this may be less important than the quantifiable phylogenetic uncertainty that the Bayesian approach inherently provides, but which ML lacks (bootstrapping methods can be used, but this requires additional work). Even then, however, there is debate over the accuracy of the posterior probabilities produced by the Bayesian methods, which are used to indicate statistical confidence (Kolaczkowski and Thornton, 2007). The parametric methods have the advantage of an explicit evolutionary model, meaning that conclusions can be drawn about the biology of evolution; but this will not always be relevant in a study, in which case the parameters may add unnecessary complexity (Edwards, 1972).
1.4 Substitution models of evolution

Mathematical models of molecular evolution describe the probability that one state (e.g. nucleotide, amino acid) changes to another; a matrix containing these probabilities is known as a transition rate matrix. Each model has some specific assumptions, but other assumptions are more general. Unless otherwise noted, all the models that are described below assume stationarity, homogeneity, and reversibility. Stationarity and homogeneity imply that the nucleotide frequencies and the rate of substitution, respectively, have remained constant throughout evolution. Reversibility indicates that a change in one direction (e.g. from A to C) is as likely as a change in the opposite direction (from C to A). Another general assumption is that each site in a sequence evolves at the same rate, and independently of other sites. Liò and Goldman (1998) and Whelan et al. (2001) review the most popular nucleotide and amino acid models in detail, and Delport et al. (2009) provide a review of codon-based models.

1.4.1 DNA models

The simplest model for the evolution of DNA is the Jukes-Cantor model (Jukes and Cantor, 1969), usually known more succinctly as the JC or JC69 model. Each base has an equal chance of changing to another, and the bases are assumed to exist at equal frequencies throughout the DNA sequence. The JC model is, in most cases, too simple to model biological data, but its importance lies in being the first evolutionary model to account for unobserved mutations, through the treatment of evolution as a Markov process. This is biologically reasonable; once a base has mutated, subsequent mutations will depend only on the current base, and knowledge of the previous bases is not available to evolutionary processes.

Kimura (1980) generalised the JC model by assigning different rates of change for transitions and transversions (the K80 or K2P model); all bases have the same equilibrium frequencies, as in the JC model. Felsenstein (1981) created a different generalisation of the JC model (the F81 or FEL model), by keeping the rate of change the same for all bases, but allowing unequal expected frequencies. These two approaches were combined in the HKY model (Hasegawa et al., 1985), and this is probably the simplest model that is currently in relatively common usage; the computational requirements are greater than for the JC, K80, or F81 models, but are not onerous for modern technology.

Taking this process of generalisation further gives the general time-reversible (GTR)
model, also referred to as REV. In this model the equilibrium frequencies can be unequal, and six parameters define the rates of change between each permutation of base pairs. Acknowledging the development of the GTR model is not entirely straightforward; Lanave et al. (1984) were the first to use such a model, but as Yang (1994a) noted, they stated that the model was general but implicitly assumed reversibility. Perhaps for that reason, Tavaré (1986) is sometimes credited with the invention of the GTR model; this author also provided a transition rate matrix for the model and framed it in the context of previous models, which Lanave et al. did not. As a further complication, Yang’s lucid exposition of the model (1994a) is occasionally cited instead.

If the restriction on reversibility is removed from the GTR model, then the most general model has 12 independent substitution parameters (Rodríguez et al., 1990), but this model is very difficult to work with (Yang, 1994a; Felsenstein, 2004, p.210-211), and there is scant evidence on the level of improvement over the GTR model (but see the section below, on model assumptions). By constraining different parameters in the GTR model it is possible to generate a suite of evolutionary models. For example, the TN93 model extends the HKY model by considering two types of transition, purine to purine and pyrimidine to pyrimidine (Tamura and Nei, 1993). Zharkikh (1994) provides a review and comparison that includes some of the more esoteric models.

1.4.2 RNA models

Much of the work on DNA models has assumed that sites in a sequence are independent and identically distributed, but this is not the case for RNA, where secondary structure due to complementary base pairs is important. Schöniger and von Haeseler (1994) showed that nucleotides in stem regions are correlated, and that the assumption of no correlation leads to an underestimate of evolutionary distances. A more sophisticated model that treated base pairs in stem regions as the units of evolution, found that these evolved at almost twice the rate of bases in loop regions (Rzhetsky, 1995). Although not explicitly stated in the paper, this implies that pairs of bases are coevolving in order to maintain function.

To account for the dependency introduced by base pairing, RNA-stem models describe changes between pairs of nucleotides (dinucleotides), rather than individual nucleotides (Tillier and Collins, 1995). Savill et al. (2001) provided the definitive review of RNA-stem models, grouping them into broad categories based on the states in the model: all dinucleotide combinations (16-state); Watson-Crick and wobble base pairs only (6-state); Watson-Crick and wobble base pairs, with a single ‘mismatch’ category
representing all other pairings (7-state).

There are several biologically-motivated variations within each of these three groups, such as whether double substitutions (where both nucleotides in a pair change simultaneously) are permitted. In models without double substitutions, compensatory mutations are assumed to proceed explicitly via intermediates that involve single nucleotide changes. There is some evidence that double substitutions occur in nature (Averof et al., 2000; Whelan and Goldman, 2004), but the mechanism of this process is unclear, and it is normally assumed to be an uncommon event (Smith et al., 2003). However, including them in a phylogenetic model can provide a better fit to the data, perhaps because, in some types of RNA at least, compensatory substitutions reach fixation so rapidly they look like a simultaneous substitution in the sequence data (Tillier and Collins, 1998). It may also be that double substitutions are a plausible mechanism at the level of populations rather than individuals (Higgs, 2000).

To analyse an RNA sequence in its entirety, rather than just the stems, it is necessary to partition the sequence into stem and loop regions based on a known structure, and then use a mixture model composed of an RNA-stem model and a DNA model for the loops. An RNA alignment is often associated with a structure, either hand-curated or as ancillary output from RNA-specific alignment software (e.g. Sahraeian and Yoon, 2011), but an alternative approach is to use a mixture model which does not require \textit{a priori} partitioning (Pagel and Meade, 2004; Lanfear et al., 2012).

Software that has been developed for phylogenetic inference with DNA and amino acid models will generally not work with a model of RNA that takes account of base-pairing rules (although MrBayes (Ronquist et al., 2012) does permit a limited set of dinucleotide models). The \textsc{Phase} program (Jow et al., 2002; Hudelot et al., 2003; Gibson et al., 2005; Gowri-Shankar and Rattray, 2006) has been specifically designed to work with all of the RNA models described by Savill et al. (2001), some of which have been incorporated into later versions (7.2.3 and above) of RaxML (Stamatakis, 2006). \textsc{Phase} is ideally suited to analyses of RNA genes, but has not been actively developed for some time, and in Chapter 5 and Appendix C I describe some modifications and extensions that I made to the program.

\subsection*{1.4.3 Amino acid models}

Amino acid models have generally used an empirical approach, generating replacement matrices based on the rates of change from one amino acid to another in groups of related proteins. Dayhoff et al. (1978) produced the first empirical model, which
was later updated with more protein data and a faster and less error-prone method, known as the JTT model (Jones et al., 1992). Analyses that use the Dayhoff and JTT models are usually combined with amino acid frequencies estimated from the data being studied, and this is indicated by adding the suffix ‘+F’ to the name of the model.

The counting methods of the Dayhoff and JTT models do not account for multiple substitutions at the same site, and will thus tend to underestimate the overall amount of evolution (the use of closely related proteins in the creation of the replacement matrices is an attempt to alleviate this problem). The WAG model (Whelan and Goldman, 2001) incorporates an approximate method of phylogenetic inference to allow for multiple substitutions, and in most cases it models evolution more accurately than the Dayhoff+F and JTT+F models. Le and Gascuel (2008) incorporated rate heterogeneity across sites (see section 1.4.4) into the WAG model, and also used a larger and more diverse database of protein sequences.

Models for specific types of protein have also been developed to describe, for example, evolution in transmembrane (Jones et al., 1994), mitochondrial (Adachi and Hasegawa, 1996), and retroviral (Dimmic et al., 2002) proteins. A comprehensive study (Keane et al., 2006) demonstrated that no single amino acid model performed the best for all datasets, and that the best model could sometimes be counterintuitive, strongly suggesting the need to use formal methods of model selection (see section 1.4.8).

1.4.4 Rate heterogeneity

The standard models of nucleotide and amino acid evolution assume that all sites in a sequence evolve at that same rate. However, allowing the rate of substitution to differ across the sites in a sequence is much more biologically realistic than assuming a constant rate, as different parts of the sequence may be under very different selective pressures. A successful approach has been to use a gamma distribution to model the rates; in relation to evolutionary models this was first proposed by Uzzell and Corbin (1971), but Yang’s computationally tractable treatment (1994b) has become the definitive citation. Yang showed that the fit of the model can improve significantly by considering either a continuous gamma distribution or a set of discrete rate categories drawn from the distribution (see also the review by Yang, 1996).

Along similar lines, it is often useful to consider some sites as invariant (Hasegawa et al., 1985), the assumption being that these sites will be so important to function that any changes will not be viable. These methods can be combined with virtually
any nucleotide or amino acid model, and notationally this is indicated by suffixing the model name with ‘+I’ for invariants, and ‘+G’ or ‘+Γ’ for the gamma distribution.

1.4.5 Codon models

The use of codons rather than nucleotides or amino acids in evolutionary models allows for more biological realism, because different positions in a codon evolve at different rates (Bofkin and Goldman, 2007), and because a codon has more information content than an amino acid. The two main types of codon model are named MG (Muse and Gaut, 1994) and GY (Goldman and Yang, 1994), and most subsequent models are a variation or extension of them. Rodrigue et al. (2008) review and compare the two methods, and conclude that the MG model performs better than the GY model. Accounting for rate heterogeneity in codon-based models is not straightforward due to the more complicated structure of these models (Anisimova and Kosiol, 2009), and the gamma distribution method is usually not used.

Compared to DNA or amino acid models, the increased complexity of modelling changes between all 61 sense codons is computationally unwieldy, and the methods are not easily applied to phylogenetic inference (Anisimova and Kosiol, 2009). Ren et al. (2005) demonstrated that codon models can be applied to moderately-sized datasets, however, and also showed that nucleotide models that allow for codon-position variation (suitable for analysis of larger datasets) can perform well, although this is not necessarily true (Whelan, 2008a).

1.4.6 Context-dependent models

The use of knowledge about codon positions in nucleotide models is a relaxation of the assumption that each site in a sequence is independent of its neighbours. Such context-dependent models have the potential to model evolution more realistically, and although this adds significant complexity, a number of such models have been successful, without finding their way into mainstream use. Hidden Markov Models (HMMs) have been used to model dependence between neighbouring sites with respect to rate heterogeneity (Felsenstein and Churchill, 1996), and protein secondary structure (Goldman et al., 1996). Siepel and Haussler (2004) provide a review of (and rationale for) the application of HMMs to phylogenetics, and extend earlier HMMs to accommodate higher-order states. The known tertiary structure of proteins can also be used to model context dependency (Robinson et al., 2003; Rodrigue et al., 2005),
with interesting results, but the pros and cons of these methods compared to context-independent models are not yet fully explored (Rodrigue et al., 2006). Kosiol et al. (2006) show where context-dependency fits in the framework of evolutionary models in general, and note that these approaches are only partially understood.

1.4.7 Model assumptions

The relaxation of the assumptions concerning rate homogeneity and context-independence provide models that perform well, so it is instructive to examine the other common model assumptions. In addition to variation across sites, there may be variation across branches, known as heterotachy (Lopez et al., 2002). The rationale underlying heterotachy is that evolutionary pressures will have varied over time, as environmental conditions have changed, sometimes drastically. In recent years computing power has caught up with theoretical considerations to make heterotachous models viable and informative (e.g. Wang et al., 2007b; Pagel and Meade, 2008; Whelan, 2008b).

The assumptions of reversibility and stationarity are related, and their relaxation is often considered together. Removing these assumptions invalidates many of the tricks used to make computations simpler, so while the most general DNA model was described some time ago (Barry and Hartigan, 1987), it is only recently that practical applications have been developed (Jayaswal et al., 2005; Squartini and Arndt, 2008; Jayaswal et al., 2011). These studies provide evidence that non-reversibility and non-stationarity are a biological reality, and in particular that the GC content may be a significant factor which models should accommodate. However, it is too early to make any general conclusions, and it may be, for example, that GC content is sufficiently correlated with environmental conditions to be modelled by heterotachy. The caveat to all attempts to model evolution in increasingly realistic (and complicated) ways is that a complex model does not necessarily perform better than a simple one, and formal methods of model selection are essential.

1.4.8 Model selection

If an inference method involves an explicit evolutionary model, then a formal model selection procedure should be used to choose an appropriate model (Burnham and Anderson, 2002; Sullivan and Joyce, 2005). Here, ‘appropriate’ means the simplest model (the one with the least parameters) that best fits the data; parameter-rich models will tend to fit the data well, but at the cost of statistical power (Steel, 2005), and
“overparameterization is often the mark of mediocrity” (Box, 1976, p.792).

The likelihood ratio test (LRT) provides a way to compare the maximum likelihood values of two models to determine if one is a statistically significant better description of the data, in a formal hypothesis-testing framework. If the models are nested (that is, one is a general form of the other) then a $\chi^2$ distribution can be used to determine significance (Kendall and Stuart, 1973; Goldman and Whelan, 2000). For non-nested models, and for cases with small sample sizes, the $\chi^2$ approximation is not appropriate, and Monte Carlo simulations are required to calculate significance (Goldman, 1993). LRTs have been applied in a range of phylogenetic scenarios (Huelsenbeck and Rannala, 1997), and can be used in a hierarchical manner to select the best-fitting model (Posada, 2008).

Information-theoretic approaches are an alternative to model selection with hierarchical LRTs (Pol, 2004; Posada and Buckley, 2004). The most popular information-theoretic method uses the Akaike information criterion (AIC) (Akaike, 1974), which includes a term that penalises a model in proportion to the number of its parameters. The Bayesian information criterion (BIC) has a similar formulation, and might provide a stricter test and a clearer interpretation than the AIC, but its suitability requires careful consideration (Posada and Buckley, 2004). Minin et al. (2003) suggest a potentially useful extension to the BIC within a decision theory framework, and Sullivan and Joyce (2005) review model selection and place all of the above techniques within such a framework.

1.5 Aims and objectives

The chief motivation for this thesis is the need to develop a better understanding of the evolution of RNA genes, in order to gain knowledge about the biological function of ncRNA molecules. Phylogenetic inference with explicit evolutionary models has been used to investigate the evolution of protein-coding genes, and may also be useful in relation to RNA genes. However, although a variety of different RNA substitution models have been shown to be effective, they are not in widespread use; I suggest that this is, at least in part, because comparisons between DNA and RNA models of evolution are not straightforward. Without a framework to select the model that best fits the data, and subsequently have confidence in its parameterisation and the resultant trees, it is difficult for researchers to justify a move away from the standard practice of applying DNA models. Such model selection is useful not only because the best
models are expected to provide more accurate trees, but also because the properties of the models can shed light on the evolutionary processes that occur in RNA genes. The central aim of this thesis, then, is:

- To present a quick, simple, statistically rigorous way to compare DNA and RNA substitution models of evolution.

Several ancillary objectives accompany that central aim:

- A software pipeline to gather and filter a set of alignments of RNA genes.
- The development of open-source software that enables model selection with DNA and RNA models.
- Analysis of RNA gene alignments to demonstrate the utility of model selection with DNA and RNA models.
- The characterisation of different RNA models in their ability to describe evolution in RNA genes.

Finally, a better understanding of RNA gene evolution should lead to improvements in the de novo prediction of RNA genes, and the creation of a large set of RNA gene alignments presents an opportunity for a complementary objective:

- The evaluation of de novo RNA gene prediction.

1.5.1 Thesis Structure

Chapter 2 describes the MARMOSET pipeline that I developed to retrieve, filter, and visualise genomic alignments of RNA genes and their flanking regions. A reusable, flexible pipeline for generating alignments of RNA genes is important in order to keep pace with the rapidly increasing numbers of known RNA genes and genome sequences. The MARMOSET pipeline is one element of a larger code base, named MonkeyShines, which is also used in subsequent chapters. The MonkeyShines software provides functionality to manipulate and analyse genomic alignments, and includes novel code to create visualisations of alignments with a technique that had been described previously but which had not been implemented elsewhere. In Chapter 3 I test two popular methods of de novo RNA gene prediction which have not been evaluated with either large positive datasets or appropriate negative datasets, and assess the factors that can affect performance.
In Chapters 4 and 5 I analyse the RNA gene alignments with a range of evolutionary models, including some specific to RNA evolution, and examine which models best describe the changes evident in the alignment. Chapter 4 consists largely of a mathematical proof that allows models with different state spaces to be compared in a statistically valid manner, extending the work of others who applied the approach to comparisons between nucleotide, amino acid, and codon models. In Chapter 5 I apply the methodology of the previous chapter to a phylogenetic analysis of the RNA gene alignments from Chapter 2, first using maximum likelihood to assess model fit, and then applying Bayesian methods to compare the trees that are generated under different models. To perform these phylogenetic analyses it was necessary to update existing software for phylogenetic inference, to make it work reliably with a range of different types of RNA gene and to implement additional functionality to allow comparison between models with different state spaces. In the final chapter I summarise my results and highlight the advantages of using a phylogenetic approach to investigate the evolution of RNA genes.
Chapter 2

Retrieving RNA gene alignments from genomic data

2.1 Introduction

This chapter describes the methodology that I use to generate alignments of RNA genes, in order to investigate RNA gene prediction and mathematical models of RNA evolution in later chapters. It is necessary to generate alignments because existing alignments of RNA genes never include flanking sequence, which is required to evaluate RNA gene prediction programs because these work by differentiating flanking and gene regions. My RNA gene alignments are the result of a software pipeline that takes the sequence of a known RNA gene, locates it in a reference genome, and then extracts the relevant portion of a genomic alignment. Before describing the pipeline, it is necessary to review the availability of RNA data and the properties of genomic alignments, as these factors affect the interpretation of the RNA gene alignments.

2.1.1 Sources of RNA data

There are a range of publicly available RNA databases, some specialising in particular types of RNA and tending to have manual annotation, while others have a much more general scope and often collate and augment subsets of data from the specialised databases. Specialised databases may contain data based on function (e.g. microRNA in miRBase: Kozomara and Griffiths-Jones, 2011), or structure (e.g. pseudoknots in PseudoBase: van Batenburg et al., 2000; Taufer et al., 2009), and there are comprehensive databases for the study of rRNA (e.g. SILVA: Pruesse et al., 2007). As was
recently noted (Bateman et al., 2011), there is a lack of a comprehensive and canonical source of RNA data, largely due to the relatively recent discovery of the number and variety of RNA genes. Of the general RNA databases, Rfam (Gardner et al., 2011) is widely used, and although it is not the largest such database, its basis in manual curation is useful for my purposes, in which I want to analyse sequences which are almost certainly genuine RNA genes.

Rfam adopts the approach of Pfam (Punta et al., 2012) in using profile-based models to group RNA genes into families. A curated multiple sequence alignment and a consensus base-paired secondary structure is used to produce a covariance model, which defines an RNA family and a set of ‘seed’ alignments. This covariance model can subsequently be used to assign additional RNA genes to that family, to construct the ‘full’ dataset. The database only contains structured RNA, and Rfam alignments do not necessarily represent the evolutionary history of any particular locus.

I use Rfam data as the starting point for my analyses because other general databases focus on a too narrow range of RNA genes (CRW: Cannone et al., 2002), lack structural information (NONCODE: Bu et al., 2012), have been retired (RNAdb: Pang et al., 2007), or add little to the Rfam data (fRNAdb: Mituyama et al., 2009). The BRaliBase datasets (Gardner and Giegerich, 2004; Gardner et al., 2005; Freyhult et al., 2007) are the RNA equivalent of the BaliBase alignments that are widely used to compare sequence alignment programs (Thompson et al., 2005), and are a possible alternative to Rfam as a source of RNA data. However, these datasets only cover a very small number of different RNA genes, and, as with all sources of RNA data, lack flanking sequence. It is important, particularly for RNA gene prediction, to be aware of the genomic context of an RNA gene, and to extend the alignment to flanking regions on either side of the gene. Given this need for flanking sequence, the ENCODE project (ENCODE Project Consortium, 2007; Margulies et al., 2007) is potentially a good source of annotated RNA genes. However, there are only 8 known RNA genes in the pilot ENCODE regions, and 7 of those are either microRNA or one particular type of snoRNA (Washietl et al., 2007). (The results from the most recent ENCODE studies (ENCODE Project Consortium, 2012) were published after the majority of work for this thesis was completed.)

To obtain evolutionary alignments of RNA genes, with flanking sequence, it is thus necessary to generate alignments myself. The basic approach is to find the genomic location of Rfam sequences for a reference species (human in this case) and then retrieve the relevant section of a genomic alignment. Similar methods have been used
before (e.g. Babak et al., 2007), and there is evidence that RNA genes are often well-aligned in genomic alignments (Wang et al., 2007a), but care needs to be taken to appropriately filter and evaluate the resultant RNA gene alignments (Margulies et al., 2007; Chen and Tompa, 2010).

2.1.2 Genomic alignments

The topic of genomic alignment was briefly surveyed in the introductory chapter, and while there several software packages to generate alignments, only two, MultiZ (Blanchette et al., 2004) and EPO (Paten et al., 2008a), have been used to produce large, publicly available datasets, distributed by the UCSC Genome Browser (Dreszer et al., 2012) and Ensembl (Flicek et al., 2012), respectively.

2.1.2.1 MultiZ genomic alignments

The UCSC Genome Browser provides a MultiZ 46-species alignment for vertebrates, with human as the reference species, and this has been used for investigations into RNA genes (e.g. Washietl et al., 2007; Torarinsson et al., 2008; Jeggari et al., 2012) and many other evolutionary analyses (e.g. Washietl et al., 2011; Gelfman et al., 2012; Hiller et al., 2012). There are two potential problems with using MultiZ genomic alignments. The first is that the alignments are now relatively old, given the recent glut of genomic data. The current 46-species vertebrate alignment dates from early 2009, so it lacks certain genomes altogether (e.g. pig, Sus scrofa), and many others have been updated (e.g. chimp, gorilla, and cow). This is not an insurmountable problem, as it is possible to generate one’s own genomic alignments with the latest genome assemblies, but this is a complicated and time-consuming process.

The second problem with MultiZ alignments is the relatively short block size of the alignments, which means that for most applications multiple blocks need to be joined together. However, if joining the blocks was straightforward and unambiguous, MultiZ would have done it already, so one must decide on criteria that define whether simply concatenating blocks is appropriate or whether more sophisticated processing is required; and these criteria change depending on how the alignment is to be used (e.g. Washietl et al., 2007). Sometimes prior knowledge, such as intron/exon boundaries (Gelfman et al., 2012), can be used to join blocks in a more rigorous manner, but such information is often not available for non-coding regions. Nonetheless, many researchers have joined blocks and successfully used MultiZ alignments, but the problem can
be avoided entirely by using EPO alignments instead.

2.1.2.2 EPO genomic alignments

Ensembl (release 67) provides two mammalian EPO alignments, one with 12 ‘high-coverage’ species, and one with 35 ‘low-coverage’ species which is based on the 12-species alignment; for the sake of brevity I will refer to these as EPO-12 and EPO-35 respectively. The use, by Ensembl, of the terms high-coverage and low-coverage is somewhat misleading, as although the species in the EPO-35 set had 2X coverage when the alignment was first produced, many of the assemblies have subsequently been updated. Moreover, the gorilla assembly in the EPO-12 dataset is officially low-coverage, but is included in the EPO-12 set because it has been assembled onto chromosomes and is considered sufficiently high quality.

EPO alignments have been used to address evolutionary questions (e.g. Romiguier et al., 2010; Scally et al., 2012), but not as extensively as MultiZ alignments, and not, to my knowledge, with regard to RNA genes. For this study, EPO alignments offer a number of advantages over MultiZ alignments. Each release of the Ensembl website (4 or 5 times a year) includes an update to the genomic alignments, enabling the incorporation of new and updated assemblies, in contrast to the less regular updates for MultiZ alignments at the UCSC Genome Browser. The Enredo component of the EPO pipeline generates much longer alignment blocks than MultiZ (Paten et al., 2008a), so blocks need to be joined far less frequently, and alignments that span blocks can be discarded without sacrificing a large amount of data. The Pecan stage of the EPO pipeline has also been shown to produce accurate alignments (Paten et al., 2008a), particularly for non-coding regions (Chen and Tompa, 2010). The EPO alignments cover fewer species than the vertebrate MultiZ alignment, but because alignment quality decreases quite dramatically when moving beyond mammals (Margulies et al., 2007; Chen and Tompa, 2010), it is sensible to restrict this analysis to mammals in any case.

2.1.2.3 Evaluating genomic alignments of RNA genes

The MultiZ and EPO genomic alignments are based on primary sequence, and thus may misalign RNA sequences, in which conservation is often at the structural level. It has been shown that MultiZ produces reasonable alignments of RNA genes (Wang et al., 2007a), and this can be tested for a given data by re-aligning the RNA regions of a genomic alignment with structurally-aware RNA alignment software. There are, naturally, many RNA alignment programs to choose from, and unfortunately there is no
recent review that systematically compares the accuracy of these programs. However, the X-INS-i program in the MAFFT suite of alignment programs (Katoh and Toh, 2008) has been shown to perform well (Sahraeian and Yoon, 2011), and is at least representative of the field. A slight disadvantage of MAFFT/X-INS-i is that it does not output an inferred secondary structure, which would be useful to compare to the consensus Rfam structure. Another RNA alignment program, PicXAA-R (Sahraeian and Yoon, 2011), has similar performance to MAFFT and does provide a structure with each alignment.

In addition to generating alternatives to the genomic alignments, a range of statistics can be calculated for each alignment, and used to judge its quality. These include properties common to all multiple sequence alignments, such as the number of gaps or ambiguous nucleotides, and properties specific to RNA alignments, such as the Structural Conservation Index (SCI: Washietl et al., 2005b). SCI uses minimum free energy calculations to compare the folding energy of the alignment to the average energy of the individual sequences. It is formulated so that values near 0 indicate low conservation, values near 1 indicate high levels of structural conservation, and values greater than 1 imply compensatory substitutions in the base pairs. The alignment of an RNA gene can be evaluated with various measures for the evolutionary conservation of RNA structures, and although SCI is one of the simplest methods, it is also one of the most accurate (Gruber et al., 2008).

The pipeline I have developed retrieves EPO and MultiZ genomic alignments, and provides the option to realign with MAFFT/X-INS-i and PicXAA-R, for comparison with the genomic alignments. A range of alignment statistics, including SCI, are calculated, and the presence of protein-coding genes and other RNA genes in the flanking regions is determined. These statistics can be used to either remove problematic sequences from an alignment, or to discard low quality alignments. I apply the pipeline to retrieve human RNA sequences from Rfam, retrieve EPO-12, EPO-35 and MultiZ genomic alignments, and filter them to produce high quality datasets of mammalian RNA gene alignments in an annotated genomic context.

2.1.3 The MARMOSET pipeline

There are several advantages to developing a software pipeline to generate alignments of RNA genes. Such alignments have potential applications beyond the scope of this thesis, and a pipeline enables others to generate new datasets, for different species or when the underlying data is updated. Moreover, the data processing is complex and
it is natural to split the work into discrete modules; this also makes it easy to apply different filters to the same source data, and to omit certain stages. The pipeline that produces RNA gene alignments is named MARMORET: Multiple Alignments of RNA for Models Of Structure and Evolutionary Theory. The different stages of the MARMORET pipeline often require similar code for tasks such as sequence manipulation and tree parsing, so I wrote a software library named MonkeyShines to provide this functionality.

2.2 Materials and methods

2.2.1 MonkeyShines software library

The MonkeyShines software library consists of Perl modules for general programming and bioinformatics tasks, and a module specific to the MARMORET pipeline. (It also contains a module relating to the TARSIER pipeline, for evaluating RNA gene prediction, but description of that is deferred to a later chapter.) In some cases there is existing code for the functions in these modules, but if so it tends to be straightforward to write: for example, calculating the mean of an array of numbers or parsing a FASTA-format file. There are many freely available Perl libraries, including BioPerl for bioinformatics work, but these often provide too much functionality (making the code unnecessarily complicated), or not quite the desired functionality (meaning that edits or re-writes of existing code are required). The MonkeyShines library is available under an open access (GPL3) licence, at http://bitbucket.org/james_monkeyshines/monkeyshines/overview, and the functions are documented, so I will not describe the code in exhaustive detail. Rather, to give an idea of what the code is doing I will describe a representative function from each module, with the exception of the ‘Baboon’ module, which performs a novel alignment visualisation and so warrants a full explanation.

2.2.1.1 MonkeyShines Perl modules and example functions

MonkeyShines::Sequence The excise_columns function takes a sequence alignment and removes columns which match a criterion specified by a regular expression; the default is to remove columns that consist entirely of gap characters. Columns of gaps can occur, for example, in the MARMORET pipeline when sequences that fail a quality check are removed.
The unroot function takes a rooted tree and creates a trifurcation at the root, effectively unrooting it, in the absence of an explicit outgroup. If the two children of the root are internal nodes, then the choice of which one to collapse, to create the trifurcation, is arbitrary; this function does it with the first child it processes, which is the one that is leftmost in the original tree. The MARMOSET pipeline uses this function to create acceptable trees for other software programs, such as PhyML and PHASE.

The coord_overlap function takes two start and stop coordinates and determines whether they overlap, and if so, the nature of the overlap. The MARMOSET pipeline uses this function to detect whether a protein-coding gene overlaps an RNA gene, and if so, whether the RNA gene is contained within an intron or whether it overlaps a boundary of a UTR or CDS region.

The crop_alignment function takes an alignment of an RNA gene plus flanking sequence, and trims the flanking sequences to a fixed number of bases. This is necessary in the MARMOSET pipeline because the EPO alignment is retrieved based on the genomic location of a reference RNA sequence and a given amount of flanking sequence. Gaps are invariably introduced when this sequence is aligned, and thus the lengths of the flanking regions will vary between alignments. This variation complicates later analyses, so the alignment is trimmed to restore a fixed flanking length on either side, including gaps in the reference sequence.

2.2.1.2 Visualising alignments with BABOON

The MonkeyShines::Baboon module is used for visualising alignments, with the name representing a rather tortuous backronym: Blurred Alignment Barcodes Of amino acids Or Nucleotides. During the course of developing the MARMOSET pipeline I often wanted a quick visual overview of the genomic alignments that I was retrieving, so as to assess their quality at a glance. This is no substitute for a more thorough quantitative assessment, but it highlights the sorts of alignment properties that will be important to quantify. There are many programs for alignment visualisation, none of which produced the images I wanted in a scriptable manner. Jalview (Waterhouse et al., 2009) is widely used, and the Mesquite package (Maddison and Maddison, 2011) is highly customisable, but both are standalone GUI programs that require several steps to generate an image from an alignment file. TEXshade (Beitz, 2000) is a powerful package
for generating high-quality alignment images, but is complex and has large memory requirements for long alignments. The key novelty of Baboon is the blurring that, perhaps counterintuitively, makes the alignments more comprehensible. Taylor (1997) described a systematic method for colouring amino acids based on their properties, such that blurring would produce sensible results. For example, hydrophobic amino acids are shades of green, so if a column consisting of alanine and leucine was blurred, the result would be a green column, emphasising that a hydrophobic residue is generally seen at that position while reducing visual complexity. If there were also hydrophilic amino acids at that position, the column would be more brown, as other colours would pollute the greenness. Although many existing visualisation tools implement the Taylor colour scheme, no software implements the blurring technique.

Alignments of nucleotides, rather than amino acids, are the focus of my work, but the same methods can be applied to generate digestible images. With nucleotide alignments the key properties are whether a column is GC-rich or AT-rich, or whether a column contains purines (R) or pyrimidines (Y). With these in mind, a systematic colouring similar to the Taylor scheme is possible, as shown in Table 2.1. Gaps are represented as white, and unknown characters are black, so a surfeit of these produce lighter and darker regions, respectively. It is easy to update the Baboon software to use any other colour scheme, e.g. if the distinction between Keto and aMino nucleotides is important.

Baboon permits blurring of rows instead of, or as well as, columns. In the amino acid case this would, for example, usefully highlight the hydrophobic and hydrophilic regions of a transmembrane protein. In the nucleotide case, GC-content is more apparent with horizontal blurring, and in both cases misalignments can become more obvious. To blur vertically, each position in a column is replaced by the colour derived from the mean of the R, G and B values at the sites in that column. To blur horizontally, the colour at a given position is replaced by the average of the R, G and B values at that site and those of neighbouring sites; the number of neighbours on each side is a user-defined parameter. At the extreme ends of the sequences there are fewer neighbouring sites, so the software uses as many neighbours as are available, but always equal numbers on either side. Blurring in both directions is achieved by blurring horizontally, and then vertically.

The Baboon software produces images in PNG format, and there are various display options, such as adding a legend for the colour scheme or marking a region of interest (e.g. an RNA gene).
Table 2.1: Nucleotide colour scheme.

<table>
<thead>
<tr>
<th>Nucleotide</th>
<th>Colour</th>
<th>RGB Value</th>
<th>Swatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Dark blue</td>
<td>(0, 0, 255)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>C</td>
<td>Yellow</td>
<td>(255, 255, 0)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>G</td>
<td>Red</td>
<td>(255, 0, 0)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>T (or U)</td>
<td>Light blue</td>
<td>(0, 255, 255)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>R (A or G)</td>
<td>Purple</td>
<td>(127, 0, 127)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>Y (C or T)</td>
<td>Green</td>
<td>(127, 255, 127)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>S (C or G)</td>
<td>Orange</td>
<td>(255, 127, 0)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>W (A or T)</td>
<td>Blue</td>
<td>(0, 127, 255)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>K (G or T)</td>
<td>Grey</td>
<td>(127, 127, 127)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>M (A or C)</td>
<td>Grey</td>
<td>(127, 127, 127)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>N</td>
<td>Black</td>
<td>(0, 0, 0)</td>
<td>![Swatch]</td>
</tr>
<tr>
<td>Gap (- or .)</td>
<td>White</td>
<td>(255, 255, 255)</td>
<td>![Swatch]</td>
</tr>
</tbody>
</table>

Figure 2.1 shows an amino acid alignment of a transmembrane protein (Or9a) from *Drosophila melanogaster* and three closely related fly species (Chang *et al.*, 2012). The transmembrane helices that Chang *et al.* annotate (which they say are consistent with other studies) clearly coincide with the colouring in Figure 2.1. Figure 2.2 shows an alignment of a snoRNA (RF01291) with 400 bases of flanking sequence on either side, for ten species from the EPO mammalian dataset. Note that both figures display the sequences on a single line, rather than the several wrapped lines that would be necessary if the sequence characters were displayed, enabling easier interpretation of the different regions of the alignments. It is also worth noting that the blurred and barcoded images are aesthetically pleasing, which may be of some consolation if one has to study a large number of them.

2.2.2 MARMOSET pipeline structure

Figure 2.3 shows the structure of the MARMOSET pipeline. The stages of the pipeline correspond to Perl scripts that are stored in the *marmoset* subdirectory of the MonkeyShines software package, which also contains instructions on how to execute the scripts and recommended values for filtering. In this section I describe each stage of the
Figure 2.1: A four-species alignment of a transmembrane protein. Amino acids are represented as 2x10 pixel blocks of colour, according to the Taylor scheme, in which hydrophobic amino acids are green, hydrophilic are purple, and neutral are red. The black bars at the bottom of the figure indicate interior loops, helices, and exterior loops, in the top, middle, and bottom rows, respectively. Four degrees of blurring are shown: (a) an unblurred image: gaps and conserved columns are clear; (b) a ‘barcode’ image, blurred vertically: more vibrant colours indicate conservation, without the overwhelming detail of the unblurred image (the effect is more marked with more species); (c) a horizontally blurred image, averaged across 5 amino acids: larger scale patterns are more apparent, and differences between the sequences are highlighted; (d) a blurred barcode, in which the image in (c) is blurred vertically: patches of colour coincide with the structural annotation. Apart from the lettering of the images, the figure was wholly generated by the BABOON software.
Figure 2.2: A ten-species alignment of an intronic snoRNA and flanking sequence. Nucleotides are coloured according to the scheme in Table 2.1. The black bars at the bottom of the figure indicate, from left to right, an exon (of the gene EIF4G2) and the snoRNA (RF01291). Four degrees of blurring are shown: (a) an unblurred image: gaps and conserved columns are clear; (b) a ‘barcode’ image, blurred vertically: patterns of AT-rich (blue) and GC-rich (red/orange/yellow) regions are obvious; (c) a horizontally blurred image, averaged across 5 bases: differences in the level of conservation between the exon and the RNA gene are clear; (d) a blurred barcode, in which the image in (c) is blurred vertically. Apart from the lettering of the images, the figure was wholly generated by the BABOON software.
pipeline in general terms, and the subsequent Results section describes an application of the pipeline to generate the datasets that are used in later chapters.

Figure 2.3: MARMOSET pipeline structure. Cylinders represent external data sources, boxes are stages of the pipeline, and arrows represent different types of data, defined in the key at the bottom-right of the figure. Dashed lines indicate sources, stages, or data that are optional. The ‘Filter’ stages are deliberately ambiguous, as the filtering criteria will change depending on the scientific questions that one hopes to address with the final set of genomic alignments.

2.2.2.1 Rfam data

RNA alignments and structures are downloaded in flat files from Rfam (from the ‘seed’ dataset), and unnecessary data is removed to reduce them to a manageable size. The RNA sequences for a given reference species are extracted from the Rfam alignments, gaps are removed, and redundant sequences are flagged so that they can be filtered
out. The consensus structure for each alignment is also extracted, and mapped from the gapped reference sequence in the Rfam structural alignment to the ungapped RNA sequence. Some structures have paired bases at gap positions (because they have been annotated with respect to species other than the reference), and these are not used to avoid complications from having to edit the structures.

2.2.2.2 Find genomic locations in reference

The genomic location of an RNA sequence is determined with a BLAT search (Kent, 2002) against the genome of the reference species, and the properties of the best-scoring hit(s) are summarised to enable the removal of low-quality or ambiguous results. The BLAT score indicates how much of the query sequence was matched, and if the query and result sequences are identical this is noted as a ‘perfect’ match. A hit that maps to discontiguous genome sequence may cause problems for downstream analysis, so this is flagged, as are multiple non-overlapping hits with the same score, since duplications may also be problematic. It is also possible for one RNA query sequence to be a partial match to another query sequence, such that two distinct sequences map to the same genomic location, so this information is also included in the summary of the BLAT results.

2.2.2.3 Fetch genomic alignments

The Ensembl Perl API (Flicek et al., 2012) makes it far easier to programmatically retrieve an EPO alignment for a particular genomic location than an equivalent MultiZ alignment, for which no such access is available (there is an API associated with the Galaxy project (Blankenberg et al., 2010), but it does not seem to be actively developed and has no documentation). As mentioned in the introduction, EPO alignments also contain sequences from more recent assemblies than MultiZ alignments, so these are considered to be the main source for genomic alignments in the MARMOSET pipeline. However, as MultiZ alignments have been widely used, it is useful to be able to retrieve these too, and this forms an optional stage in the pipeline.

Given a set of genomic locations of RNA genes, the EPO alignments are retrieved with the Ensembl Perl API, with a fixed amount of flanking sequence on either side (400 bases by default). Any EPO alignments that span multiple genomic blocks are discarded, to avoid the complication of joining blocks together. Occasionally the requested amount of flanking sequence is unavailable, and these alignments are also rejected. The gap percentage of each sequence is calculated, and if it is above a certain
threshold (25% of the gapped reference sequence length by default) the sequence is removed from the alignment. Long insertions that occur in a single species suggest a poor quality alignment and can cause problems for later analyses, so sequences with such inserts longer than a threshold (10% of the ungapped reference sequence length by default) are deleted. Ambiguous nucleotides (’N’s) may indicate a poor quality region of the underlying genome assembly, and also cause a sequence to be removed from the alignment. If any of these criteria result in the removal of the reference species, then the whole alignment is discarded. This stage of the pipeline also calculates if the sequences of the RNA region are identical between species, and whether the RNA region is entirely absent in any species, as this information will be pertinent for downstream analyses.

Since there is no programmatic way to access MultiZ alignments, the MAF-format files are downloaded from the UCSC Genome Browser and processed locally. This processing requires the installation of the bx-python (http://bitbucket.org/james_taylor/bx-python) and Galaxy (http://wiki.galaxyproject.org/Admin/GetGalaxy: Blankenberg et al., 2010) libraries, which provide functionality for indexing and manipulating the MAF files. As with the EPO alignments, flanking is added to the genomic locations of RNA genes, and the MultiZ alignments are extracted, either for all of the species in the dataset, or a subset of species.

It will almost always be necessary to join multiple MAF blocks, but the Galaxy scripts to join blocks take a very conservative approach and remove any species that are not common to all blocks, and this frequently leads to alignments of just 2 or 3 species. Instead, the MARMOSET pipeline joins blocks that are contiguous in the human reference sequence, only removing species if blocks contain sequences from different top-level scaffolds. This is rather unsophisticated, but subsequent filtering steps are effective at removing misaligned sequences and identifying low quality alignments. Apart from retaining alignments that span multiple blocks, the same processing steps that are applied to EPO alignments are applied to the joined MultiZ alignments.

2.2.2.4 Examine sequence context

Non-coding RNA molecules often regulate protein-coding genes, so it is interesting to know whether the RNA genes in the alignments are within the bounds of such a gene. If so, the RNA genes tend to be wholly within introns or UTRs, but some overlap CDS regions as a consequence of misannotation or due to some complicated biology.
The location of protein-coding genes is determined by the annotation of the human sequence in Ensembl (release 67). The ‘canonical’ transcript, which is usually the one with the longest protein product, defines a set of exons that are split into UTR and CDS regions if necessary. The location of these structures is compared to the bounds of the RNA gene, which is classified as either within or overlapping a CDS, an intron or a UTR. If none of these occur, the protein-coding gene is classified as either upstream or downstream, relative to the RNA gene.

In addition to protein-coding genes, there may be RNA genes in flanking regions, not only by chance but because some classes of RNA gene are often clustered on the genome. The MARMOSE pipeline detects RNA genes in flanking regions by submitting the human sequences for those regions to a homology search with Rfam, which runs a BLAST search as filtering step and then scans against any matching covariance models.

2.2.2.5 Perform structural re-alignments

The MARMOSE pipeline can re-align genomic alignments with two programs specifically designed for RNA alignment MAFFT/X-INS-I and PicXAA-R.

2.2.2.6 Generate alignment statistics

A range of common statistics are calculated for each alignment, including gap percentage, GC content, and mean pairwise identity (MPI). The MARMOSE pipeline also uses the structure associated with each alignment to calculate RNA-specific properties, such as SCI and the number and type (Watson-Crick, wobble, or mismatch) of paired bases in the alignment. Alignment visualisations are generated with the Baboon software described above, by default using 2 neighbours for horizontal blurring.

2.2.2.7 Create neighbour-joining trees

Some analyses in subsequent chapters require a fixed tree, and my original intention was to use the species tree provided by Ensembl that accompanies the EPO alignments. (The MultiZ phylogeny has an identical topology for the species that EPO and MultiZ have in common, and very similar branch lengths.) However, after performing Bayesian MCMC tree search on a small sample dataset, some consensus trees were significantly different from the species tree (this result is described and discussed in a later chapter). As an alternative to the species tree, the MARMOSE pipeline optionally
calculates a neighbour-joining (BIONJ: Gascuel, 1997) tree for each alignment, using PhyML 3.0 (Guindon et al., 2010).

2.2.3 Source code

The MonkeyShines software library, incorporating the Marmoset pipeline, is freely available under an open-access licence at http://bitbucket.org/james_monkeyshines/monkeyshines/overview.

2.3 Results and discussion

2.3.1 MARMOSET pipeline execution

2.3.1.1 Rfam data

Human is used as a reference species, and I extract all human RNA sequences from the alignments in version 10.1 of the Rfam ‘seed’ dataset, a total of 1,403 sequences that are associated with 550 Rfam families (Gardner et al., 2011). There are 148 duplicate sequences and 194 sequences in which the structure cannot be mapped, and these are removed to leave 1,061 RNA sequence spanning 524 families.

2.3.1.2 Find genomic locations in reference

The 1,061 RNA sequences from the previous step are submitted to a BLAT search against version GRCh37/hg19 of the human genome, and taking the best-scoring hit(s) gives a list of 1,210 results. I discard those that return hits that map to discontiguous genome sequence. Non-perfect matches and hits on the mitochondrial chromosome are filtered out, and if two different RNA sequences have overlapping genomic locations only the longest is retained. If there are two or more non-overlapping results with the same score, these are all discarded, since they may represent paralogous RNA genes, which make it harder to interpret the results in the later chapter on model selection. Table 2.2 shows the effect of these filters on the size of the dataset, which leave a set of 858 non-overlapping sections of the human genome, corresponding to 480 Rfam families.
Table 2.2: Results of filtering human genomic locations.

<table>
<thead>
<tr>
<th></th>
<th>Rfam Families</th>
<th>Genomic Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted</td>
<td>Total</td>
</tr>
<tr>
<td><strong>Pre-Filtering Total</strong></td>
<td></td>
<td>524</td>
</tr>
<tr>
<td>Zero BLAT Hits</td>
<td>-9</td>
<td>515</td>
</tr>
<tr>
<td>Discontiguous Genome Sequence</td>
<td>-11</td>
<td>504</td>
</tr>
<tr>
<td>Non-Perfect Hits</td>
<td>-16</td>
<td>488</td>
</tr>
<tr>
<td>Overlapping Genomic Locations</td>
<td>-1</td>
<td>487</td>
</tr>
<tr>
<td>Mitochondrial Chromosome</td>
<td>0</td>
<td>487</td>
</tr>
<tr>
<td>Multiple Equally-Good BLAT Hits</td>
<td>-7</td>
<td>480</td>
</tr>
<tr>
<td><strong>Post-Filtering Total</strong></td>
<td>480</td>
<td>858</td>
</tr>
</tbody>
</table>

2.3.1.3 Fetch genomic alignments

I retrieve EPO-12 and EPO-35 mammalian alignments from Ensembl, which cover the species and assemblies shown in Table 2.3. I also retrieve MultiZ alignments for the 11 species that are shared between the EPO-12 and MultiZ alignments (pig is not included in the MultiZ dataset). The results of filtering on sequence and alignment quality, using the default settings described in the Materials and Methods section, are shown in the top section of Table 2.4. In order to provide subsequent analyses with adequate data, alignments with fewer than 5 distinct sequences in the RNA region are removed from the datasets.

Some examples of the consequences of filtering are given in Figure 2.4. Figure 2.4a shows an EPO-12 alignment before filtering; the sequence with ambiguous bases (shown in black) is removed, followed by the species with the long inserts that are not shared by the remaining species, resulting in the alignment shown in Figure 2.4b. It is uncommon to encounter alignments in which the RNA region is absent (Figure 2.4c), which suggest that the RNA gene has been gained or lost in some species; these alignments are removed because of their uncertain effect on downstream analyses. Some RNA genes are very well conserved at the sequence level, and Figure 2.4d shows an extreme example of a miRNA that is perfectly conserved in primates; this effectively only represents one sequence, and is deleted from the dataset.
**Table 2.3:** Species in EPO alignments (Ensembl release 67).

<table>
<thead>
<tr>
<th>Common Name</th>
<th>Species</th>
<th>Assembly</th>
<th>Coverage</th>
<th>EPO-12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human</td>
<td><em>Homo sapiens</em></td>
<td>GRCh37</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Chimpanzee</td>
<td><em>Pan troglodytes</em></td>
<td>CHIMP2.1.4</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Gorilla</td>
<td><em>Gorilla gorilla</em></td>
<td>gorGor3.1</td>
<td>Low</td>
<td>✓</td>
</tr>
<tr>
<td>Orangutan</td>
<td><em>Pongo abelii</em></td>
<td>PPYG2</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Macaque</td>
<td><em>Macaca mulatta</em></td>
<td>MMUL 1.0</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Marmoset</td>
<td><em>Callithrix jacchus</em></td>
<td>C_jacchus3.2.1</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Mouse</td>
<td><em>Mus musculus</em></td>
<td>NCBIM37</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Rat</td>
<td><em>Rattus norvegicus</em></td>
<td>RGSC 3.4</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Cow</td>
<td><em>Bos taurus</em></td>
<td>UMD3.1</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Pig</td>
<td><em>Sus scrofa</em></td>
<td>Sscrofa10.2</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Horse</td>
<td><em>Equus caballus</em></td>
<td>EquCab2</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Dog</td>
<td><em>Canis familiaris</em></td>
<td>CanFam 2.0</td>
<td>High</td>
<td>✓</td>
</tr>
<tr>
<td>Gibbon</td>
<td><em>Nomascus leucogenys</em></td>
<td>Nleu1.0</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Tarsier</td>
<td><em>Tarsius syrichta</em></td>
<td>tarSyr1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Mouse Lemur</td>
<td><em>Microcebus murinus</em></td>
<td>micMur1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Bushbaby</td>
<td><em>Otolemur garnetti</em></td>
<td>OtoGar3</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Tree Shrew</td>
<td><em>Tupaia belangeri</em></td>
<td>tupBel1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Kangaroo Rat</td>
<td><em>Dipodomys ordii</em></td>
<td>dipOrd1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Guinea Pig</td>
<td><em>Cavia porcellus</em></td>
<td>cavPor3</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Squirrel</td>
<td><em>Ictidomys tridecemlineatus</em></td>
<td>specBel2</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Rabbit</td>
<td><em>Oryctolagus cuniculus</em></td>
<td>oryCun2</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Pika</td>
<td><em>Ochotona princeps</em></td>
<td>OchPri2.0</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Alpaca</td>
<td><em>Vicugna pacos</em></td>
<td>vicPac1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Dolphin</td>
<td><em>Tursiops truncatus</em></td>
<td>turTru1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Cat</td>
<td><em>Felis catus</em></td>
<td>CAT</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Panda</td>
<td><em>Ailuropoda melanoleuca</em></td>
<td>ailMel1</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Microbat</td>
<td><em>Myotis lucifugus</em></td>
<td>Myoluc2.0</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Megabat</td>
<td><em>Pteropus vampyrus</em></td>
<td>pteVam1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Hedgehog</td>
<td><em>Erinaceus europaeus</em></td>
<td>eriEur1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Shrew</td>
<td><em>Sorex araneus</em></td>
<td>sorAra1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Elephant</td>
<td><em>Loxodonta africana</em></td>
<td>Loxaf3.0</td>
<td>High</td>
<td></td>
</tr>
<tr>
<td>Hyrax</td>
<td><em>Procavia capensis</em></td>
<td>proCap1</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Hedgehog Tenrec</td>
<td><em>Echinops telfairi</em></td>
<td>TENREC</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Armadillo</td>
<td><em>Dasypus novemcinctus</em></td>
<td>dasNov2</td>
<td>Low</td>
<td></td>
</tr>
<tr>
<td>Sloth</td>
<td><em>Choloepus hoffmanni</em></td>
<td>choHof1</td>
<td>Low</td>
<td></td>
</tr>
</tbody>
</table>
Table 2.4: Results of filtering genomic alignments.

<table>
<thead>
<tr>
<th></th>
<th>EPO-12 Rfam Families</th>
<th>Genomic Locations</th>
<th>EPO-35 Rfam Families</th>
<th>Genomic Locations</th>
<th>MultiZ Rfam Families</th>
<th>Genomic Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Filtering Total</td>
<td>480</td>
<td>858</td>
<td>480</td>
<td>858</td>
<td>480</td>
<td>858</td>
</tr>
<tr>
<td>No Genomic Blocks</td>
<td>-5</td>
<td>-27</td>
<td>831</td>
<td>-5</td>
<td>833</td>
<td>0</td>
</tr>
<tr>
<td>Multiple Genomic Blocks</td>
<td>-29</td>
<td>-48</td>
<td>783</td>
<td>-29</td>
<td>-785</td>
<td>N/A</td>
</tr>
<tr>
<td>Ambiguous Bases (Human)</td>
<td>0</td>
<td>0</td>
<td>783</td>
<td>0</td>
<td>785</td>
<td>0</td>
</tr>
<tr>
<td>Long Inserts (Human)</td>
<td>-14</td>
<td>-32</td>
<td>751</td>
<td>-5</td>
<td>768</td>
<td>-10</td>
</tr>
<tr>
<td>More than 25% Gaps (Human)</td>
<td>0</td>
<td>0</td>
<td>751</td>
<td>0</td>
<td>768</td>
<td>0</td>
</tr>
<tr>
<td>Insufficient Flanking</td>
<td>0</td>
<td>-2</td>
<td>749</td>
<td>-1</td>
<td>765</td>
<td>0</td>
</tr>
<tr>
<td>Gene Gain/Loss</td>
<td>-2</td>
<td>-3</td>
<td>746</td>
<td>-1</td>
<td>762</td>
<td>-1</td>
</tr>
<tr>
<td>Fewer than 5 Sequences</td>
<td>-277</td>
<td>-563</td>
<td>183</td>
<td>-90</td>
<td>492</td>
<td>-234</td>
</tr>
<tr>
<td>CDS Overlap</td>
<td>-11</td>
<td>-16</td>
<td>167</td>
<td>-20</td>
<td>463</td>
<td>-18</td>
</tr>
<tr>
<td>UTR/Intron Overlap</td>
<td>-3</td>
<td>-3</td>
<td>164</td>
<td>-6</td>
<td>456</td>
<td>-5</td>
</tr>
<tr>
<td>RNA in Flanking</td>
<td>-26</td>
<td>-27</td>
<td>137</td>
<td>-67</td>
<td>370</td>
<td>-41</td>
</tr>
<tr>
<td>SCI &lt; 0.8</td>
<td>-6</td>
<td>-13</td>
<td>124</td>
<td>-53</td>
<td>287</td>
<td>-22</td>
</tr>
<tr>
<td>Post-Filtering Total</td>
<td>107</td>
<td>124</td>
<td>203</td>
<td>287</td>
<td>149</td>
<td>182</td>
</tr>
</tbody>
</table>
Figure 2.4: Examples of EPO-12 alignments of RNA genes with 400 flanking bases, coloured and blurred with the default BABOON settings described in section 2.2.1.2. (a) A snoRNA (RF01291) before filtering to remove sequences with ambiguous bases and long insert regions. (b) The snoRNA in (a) after filtering, with the RNA region marked by a black bracket. (c) A snoRNA (RF01210) that is only present in great apes. (d) A perfectly conserved miRNA precursor (RF00027). (e) A pre-miRNA (RF01039) that overlaps the CDS regions (red brackets) of the canonical transcript of the human gene SCRIB. (f) A pre-miRNA (RF00130) with another RNA gene (green bracket) in the flanking region.
2.3.1.4 Examine sequence context

It is useful to know whether an RNA gene lies within a protein-coding region when interpreting subsequent analyses, and overlapping annotation of CDS regions and RNA genes, as in Figure 2.4e, can be identified and removed, since they make reasoning about evolutionary events difficult. Alignments in which RNA is detected in the flanking region (e.g. Figure 2.4f) are filtered out, for two reasons. Firstly, these clusters of RNA genes are typically from the same family, and thus will have similar sequences, which could lead to the alignment of paralogs rather than orthologs. Secondly, it greatly simplifies the evaluation of RNA gene prediction software if it is known that there are no RNA signatures in the flanking sequence which could lead the software astray.

2.3.1.5 Generate alignment statistics

The SCI value is used to judge whether the RNA region of an alignment resembles a structurally conserved RNA gene, and a cut-off value of 0.8 is used. This value is somewhat arbitrary, but is effective at removing alignments that do not match the associated secondary structure, which may mislead subsequent inference.
2.3.2 RNA gene properties

The MARMOSET pipeline tends to produce datasets with particular properties, due to biases in the Rfam source data and to the filtering steps of the pipeline. Table 2.5 shows the numbers of different RNA types in the original and filtered datasets. I use the Rfam ‘seed’ dataset, to obtain the most reliable set of sequences and structures, but this does mean that there are few genes in some notable categories, such as rRNA and tRNA. However, these RNA genes may be the exception rather than the rule with respect to structural and evolutionary patterns, due to their fundamental importance to all life and their subsequent conservation. In this thesis, I use the dataset to evaluate de novo gene prediction and to assess the fit of different models of evolution, and a lack of well known types of RNA genes is not necessarily problematic for these aims. There are already programs to predict well known types of RNA gene (e.g. RNAMMER Lagesen et al., 2007, tRNASCan-SE Lowe and Eddy, 1997), so while gene prediction software should find such genes, they will generally not be used to do so. It has been shown several times that RNA models better describe evolution in rRNA genes than DNA models (refer to the introduction to Chapter 5 for further details), and my intention in this thesis is to examine whether this holds for other types of RNA gene. Using the Rfam ‘seed’ dataset gives a set of RNA genes that represent the current state of knowledge in this area, and although this is certainly biased, it is a good starting point; and by constructing a pipeline to gather the alignments I hope to have made it easy to perform similar analyses in the future, as the suite of RNA genes in Rfam expands.
Table 2.5: RNA types in the pre-filtered dataset, and in the filtered datasets for each set of genomic alignments. The ‘Other’ type is a heterogeneous mixture of molecules such as cis-regulatory elements and selenocysteine insertion sequences that do not naturally fit into other groups.

<table>
<thead>
<tr>
<th>RNA Type</th>
<th>Pre-filtering</th>
<th>Post-filtering</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPO-12</td>
<td>EPO-35</td>
</tr>
<tr>
<td>Long ncRNA</td>
<td>111</td>
<td>19</td>
</tr>
<tr>
<td>microRNA</td>
<td>256</td>
<td>34</td>
</tr>
<tr>
<td>Ribosomal</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>RNase P</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>scaRNA</td>
<td>22</td>
<td>6</td>
</tr>
<tr>
<td>snoRNA</td>
<td>346</td>
<td>54</td>
</tr>
<tr>
<td>Spliceosomal</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>tRNA</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>Vault</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>115</td>
<td>11</td>
</tr>
</tbody>
</table>

Many of the known vertebrate RNA genes are miRNA and snoRNA, which are relatively short; in the filtered EPO-35 dataset the minimum and maximum lengths of these two types are 61 and 420, respectively, with a median length of 96 bases. In Rfam, conserved regions of long ncRNA genes, rather than the entire RNA gene, are often stored as distinct entries, and the length of the ‘genes’ in this category is also relatively short, with a median value of 133 bases. Treating each of these regions as a gene is a simplifying assumption that should not affect the results too greatly, as each is defined as a domain with a secondary structure that should resemble a short RNA gene.

The proportion of paired bases in an alignment (calculated across all sequences, according to the consensus secondary structure) ranges from 8% to 95% in the EPO-35 dataset, and is dependent on the type of RNA gene. The miRNA genes have the highest proportion on average, with a mean value of 62%, and snoRNA and long ncRNA genes have means of 39% and 35%, respectively. Across all of the genes, most of the paired bases are Watson-Crick pairs (median 85%) or wobble pairs (median 12%), which is encouraging since it indicates that the secondary structures are plausible. The GC content of the RNA gene alignments is approximately normally distributed (Shapiro-Wilk test, p=0.01), with mean 0.48 and standard deviation 0.10.
The filtering steps in the MARMOSET pipeline remove different proportions of RNA genes from the original dataset depending on the alignments that are used. The filtered EPO-12 dataset retains 14% of the original RNA genes, compared to 33% for the EPO-35 dataset. The difference here is largely due to the constraint that alignments have at least 5 sequences; it is clearly going to help if you start with more species. The MultiZ dataset represents 21% of the original dataset, which is more than the EPO-12 dataset due to the necessarily absent filter on multiple alignment blocks.

Filtering is not generally biased towards RNA genes with a particular property. A disproportionate number of RNA genes in the ‘Other’ category (Table 2.5) are filtered, but since these are poorly defined in the first place this is neither too surprising nor too troubling. Since the proportion of paired bases is closely linked to the RNA type, the distribution of this property is similarly unaffected by filtering, and the GC content remains approximately normally distributed around the same mean value (0.48, SD 0.09).

2.3.3 Comparing alignments

2.3.3.1 EPO and MultiZ alignments

It is somewhat tricky to compare the genomic alignments produced by the EPO and MultiZ methods, as they cover different sets of species and different assemblies, but there are a couple of ways to compare them. The first is to generate summary statistics for each and compare the distribution of alignment properties, such as gap length or alignment length. The strict filtering of the original genomic alignments removes many of the large gaps, and the remaining gaps tend to be very short (Figure 2.5). The gap distribution differs between RNA gene regions and flanking regions, with the latter tending to be longer, as one would expect from less constrained regions. The gap distributions between different alignment sources are very similar, as are the distributions of alignment length (data not shown).
Figure 2.5: Gap length distributions for (a) RNA gene regions and (b) flanking regions. Most gaps are a single character in length, and there is a tendency for longer gaps in flanking regions.

Another means to compare the alignments is to compare the sequences themselves; the MultiZ alignments are a superset of the EPO alignments, because the filtering is more permissive for the MultiZ alignments in allowing multiple genomic blocks. For the alignments in both datasets, I took the sequences of the common species and calculated the Needleman-Wunsch distance to measure sequence similarity (Needleman and Wunsch, 1970), which is equivalent to the Levenshtein edit distance (Sellers, 1974). Calculations were done with ‘needle’ from the EMBOSS software package (Rice et al., 2000). Figure 2.6 shows that, while there is no guarantee that the sequences represent the same genomic location, at the sequence level they are very similar, with only a handful of changes in the RNA region, and not many more when extending out to 400 bases flanking on either side. Given that the sequences are often from different assemblies, it is perhaps surprising that there are few large differences between the sequences from the different alignments. However, the RNA genes are often well-conserved and have been rigorously filtered, so the comparison between the EPO and MultiZ alignments is of well-aligned sequences, of relatively-easy-to-align regions. I would not necessarily expect the similarity to extend to regions of non-coding DNA in general.

2.3.3.2 Structural re-alignments

In contrast to the comparison of EPO and MultiZ alignments, it is possible to rigorously compare a genomic alignment and its structural realignment, as both contain exactly
Figure 2.6: Pairwise difference between species common to EPO and MultiZ alignments of the same RNA sequence. The x-axis was truncated at 5. Four comparisons had values between 5 and 16, three of which were *Callithrix jacchus*, the remaining one being rat. *C. jacchus* has a new assembly in the EPO alignments (it is not assembled onto chromosomes in the MultiZ data), and this accounts for these differences. In the case of the rat comparison, both alignments use the same genomic location, but MultiZ aligns a small additional region at one end.

The same characters. The MetAl program (Blackburne and Whelan, 2012) calculates a distance metric between two alignments, and this is used to compare the two structural alignments (MAFFT and PicXAA-R), and EPO-12 and PicXAA-R. Both structural alignments produce very similar results, so EPO-12 and MAFFT are not compared. The default ‘d-pos’ metric of MetAl is used, which is equivalent to the probability that a random base would align to another location in a randomly selected sequence. Figure 2.7 demonstrates that the EPO genomic alignments are not very different from structural alignments, because the distance values are mostly close to zero. The structural alignments are not used in subsequent chapters, in order to simplify the interpretation of the results.

2.3.4 Conclusions

In this chapter I have outlined the need to generate a set of RNA gene alignments from genomic alignments, in order to study the properties of those genes from an evolutionary and phylogenetic perspective. I presented the MARMOSET pipeline as a means to generate such alignments, and described a novel implementation of a colouring scheme
Figure 2.7: Distance between EPO genomic alignments and structural re-alignments, using the default ‘d-pos’ metric of MetAl (Blackburne and Whelan, 2012) which has a value between 0 and 1.

that creates useful visualisations of alignments. The EPO and MultiZ pipelines use different approaches to generate alignments, but the alignment properties are similar, and the sequences in common between the alignments are usually identical. Strict filtering can be attritional, causing a significant portion of the original alignments to be discarded, but the greater numbers of sequences in the EPO-35 alignments go some way to assuage this problem. Despite nominally including ‘low-coverage’ genomes, the EPO-35 alignments are of a similar quality to the EPO-12 alignments, and thus offer a viable alternative to the ‘high-coverage’ EPO-12 alignments. In the following chapters I use the filtered genomic alignments of RNA genes to evaluate de novo RNA gene prediction and to investigate the usefulness of RNA models of evolution.
Chapter 3

Evaluating de novo RNA gene prediction software

3.1 Introduction

De novo RNA gene prediction has the potential to uncover new families of ncRNA, in turn improving knowledge about the evolution of RNA genes, in turn hopefully leading to better methods of prediction. RNA gene prediction usually requires sequences from multiple species, because the thermodynamic stability of a single sequence is not generally distinguishable from that of suitably random sequences (Workman and Krogh, 1999; Rivas and Eddy, 2000); although this is not necessarily the case for certain types of small RNA, such as miRNA precursors (Bonnet et al., 2004). Some programs for RNA gene prediction are limited to certain ncRNA families (reviewed in Machado-Lima et al., 2008), and others are taxonomically restricted (e.g. Herbig and Nieselt, 2011), but I will concentrate on general methods that are applicable to large mammalian datasets. In the introductory chapter I briefly reviewed different methods of de novo RNA gene prediction, and in this introduction I provide more details about the programs, examples of their application, and evaluation of their accuracy.

3.1.1 De novo RNA gene prediction software

The DYNALIGN program, which simultaneously predicts structure and a pairwise alignment, has been adapted for RNA gene prediction (Uzilov et al., 2006), as has the similar FOLDALIGN (Havgaard et al., 2007). DYNALIGN and FOLDALIGN are computationally expensive, and are currently not practical for scanning genomes for RNA
genes; the use of pairwise rather than multiple alignments may also limit the performance of these methods, depending on the species being studied.

**MSARI** (Coventry et al., 2004) uses thermodynamic information and a measure of covariation to predict RNA genes, and allows for a limited amount of misalignment, to reduce the dependence on the quality of the sequence alignment; it has now been superseded by more sophisticated software. **RNAz** is explicitly designed with the aim of fast execution, and uses multiple sequence alignments and a machine learning method that combines measures of evolutionary conservation and thermodynamic stability (Washietl et al., 2005b; Gruber et al., 2010).

**QRNA** (Rivas and Eddy, 2001) uses probabilistic models and has good accuracy, but its practicality is limited by slow execution and the restriction to pairwise alignments. In the EvoFold software, a phylo-grammar models both secondary structure and sequence evolution, and requires a tree with branch lengths to be provided (Pedersen et al., 2006). Bradley et al. (2009b) develop and compare a range of phylo-grammar models, including EvoFold, but their sophisticated approach is correspondingly complex, and has not been widely applied. **CMfinder** (Yao et al., 2006) predicts RNA motifs in unaligned homologous sequences with covariance models, and can be used for detection of RNA genes; heuristics that incorporate thermodynamic and comparative data are used to generate local alignments in which structural motifs are detected and then merged, to form putative RNA genes.

In this chapter I evaluate the accuracy of RNAz and EvoFold, so it is useful to describe their algorithms in further detail, in order to provide some context for the interpretation of my results.

### 3.1.1.1 RNAz

RNAz is based on a method of RNA secondary structure prediction that models the thermodynamics of RNA molecules. Stacking interactions between neighbouring base pairs in a secondary structure give helices stability, and can be used to calculate a good approximation of the free energy of the helix as a whole. Between or within helices, different types of single-stranded loop can occur, and these have less well-defined free energy calculations than helices, and are usually defined by loop length rather than base composition. Methods to predict the RNA structure based on minimum free energy (MFE) calculations have been widely used (e.g. Zuker and Stiegler, 1981; Mathews et al., 2004; Markham and Zuker, 2008), although they can perform poorly for large molecules (Reeder et al., 2006).
There are two versions of RNAz, both of which have the same methodology; the algorithm is more clearly explained in Gruber et al. (2010) than in Washietl et al. (2005b). RNAz measures two independent properties of an RNA structure, both of which are based on the thermodynamics of the molecule. The first of these is thermodynamic stability, which is judged by calculating z-scores to determine how much the MFE of a sequence (calculated with RNAfold (Hofacker et al., 1994; Hofacker, 2003)) differs from randomised sequences with the same base composition and length. RNAz uses a machine learning technique (based on nucleotide composition) to estimate the required values for the randomisations, because exact calculations are computationally expensive for genome-wide analysis.

The second property that RNAz measures is structural conservation, which is evaluated using the Structural Conservation Index (SCI; described in section 2.1.2.3). The MFE of the whole alignment is calculated with RNAalifold (Hofacker et al., 2002; Bernhart et al., 2008), which incorporates information on covariation, and the ratio of this and the mean of the individual MFEs for each sequence gives the SCI. The z-scores and SCI values are used as input for another machine learning model, a support vector machine (SVM), which subsequently determines whether the input represents structural RNA. The SVM classifier also provides a “probability”, which is a number between 0 and 1 but is not a probability in the formal sense of the word.

In version 1.0 of RNAz the number of sequences and their mean pairwise identity (MPI) were also provided to the SVM classifier, which restricted the program to analysis of a maximum of 6 sequences. In version 2.0 these values are replaced by a normalised Shannon entropy value, which achieves much the same effect, and removes the limit on the number of sequences in the input alignments. Another improvement in version 2.0 is the use of a more sophisticated dinucleotide model for calculating z-scores, providing a better null model and thus better discrimination between RNA and other sequences.

Training alignments for the SVM classifier were generated in the same manner for both versions of RNAz (although the dataset was larger for version 2.0), following an approach that enabled the results to be compared with previous work (Washietl and Hofacker, 2004). Sequences from Rfam were clustered based on pairwise identity, then sets of sequences were randomly chosen from the clusters and aligned with ClustalW (Larkin et al., 2007). In version 1.0 a randomised version of each alignment was created by a shuffling procedure that maintained some alignment properties, but not dinucleotide content. This was a weakness in the method (Babak et al., 2007),
and in version 2.0 randomised alignments in the negative training set were created with either Multiperm (Anandam et al., 2009) or SISSIz (Gesell and Washietl, 2008), depending on the information content of the alignment. Despite this improvement in the training for version 2.0, Gruber et al. (2010) highlight the problem of poor-quality alignments that do not account for RNA structure, and suggest that as more taxa are added, increasing evidence of conservation may be counteracted by alignment errors.

3.1.1.2 EvoFold

In contrast to the thermodynamic approach of RNAz, EvoFold uses phylo-grammars (see section 1.1.2) that explicitly model the evolution of sequence and structure with stochastic context-free grammars (SCFGs). EvoFold uses two phylo-grammars, one for regions with RNA genes, the other for “background” regions that lack RNA genes. The probabilities obtained when each is applied to an alignment are then used to determine whether it contains an RNA structure. The RNA phylo-grammar has a DNA model for loops and unpaired regions, and an RNA model for paired bases; the background phylo-grammar has the same DNA model (and no RNA model). The RNA model has 16 states, describing the changes between all dinucleotides, each of which has an associated equilibrium frequency (15 free parameters); there are 15 parameters to describe the rate of change between each combination of canonical base pairs, plus two further parameter for changes within mismatch pairs, and between mismatch and canonical pairs. The DNA model is derived from the RNA model using a marginalisation strategy intended to minimise unimportant differences between the models (supplementary information in Pedersen et al., 2006).

EvoFold predicts RNA genes by means of the folding potential score ($f_{ps}$), defined as the log odds ratio of the likelihoods of observing an alignment, $a$, with the RNA ($\phi_{RNA}$) and background ($\phi_{background}$) phylo-grammars:

$$f_{ps} = \log \left( \frac{P(a|\phi_{RNA})}{P(a|\phi_{background})} \right)$$. The value is length-dependent, so a normalised version of the score is used in the paper, although the method of normalisation is not explicitly stated. The original version of the EvoFold software only calculates the probabilities of each phylo-grammar, requiring the user to perform the log odds calculation and a sensible length-normalisation step. A later version of EvoFold, unpublished but available on request from the lead author, is more user-friendly, and outputs a comprehensive set of results including the $f_{ps}$ and the regions of the alignment that are predicted to contain RNA structure.

The RNA phylo-grammar was trained by mapping all human Rfam sequences to
the human genome, retrieving corresponding sections of the 8-species MultiZ genomic alignment, and annotating each with the consensus structure from Rfam. These alignments were then filtered to remove nonconserved regions (according to the phastCons method, Siepel et al., 2005), repeats, and regions that did not preserve synteny between human and mouse. The same phylogenetic tree was used for all training runs, calculated from the MultiZ genomic alignment by using phastCons.

### 3.1.2 Genome scans

The description of the RNAz software (Washietl et al., 2005b) was followed by an application to a filtered subset of the human genome (Washietl et al., 2005a), and a similar analysis was done with EvoFold (Pedersen et al., 2006). Subsequently, the regions in the ENCODE pilot project (ENCODE Project Consortium, 2007) were used to compare the performance of RNAz, EvoFold and CMfinder (Washietl et al., 2007; Torarinsson et al., 2008), with the interesting result that the three programs detect minimally overlapping sets of RNA genes. These genome scans were conducted by the authors of the software in the analyses, and aimed to provide a measure of the accuracy of the programs, to justify their use by other researchers.

CMfinder is computationally demanding, and has generally only been used by the authors of the software, to analyse prokaryote genomes (Weinberg et al., 2007; Yao et al., 2007; Weinberg et al., 2010). EvoFold and RNAz have been used to predict RNA genes in a wide range of organisms, including yeast (Steigele et al., 2007), fruit flies (Rose et al., 2007; Stark et al., 2007; Zhong et al., 2012), plants (Song et al., 2009), and vertebrates (Parker et al., 2011).

### 3.1.3 Evaluating RNA gene prediction

The evaluation of software for RNA gene prediction has, perhaps surprisingly given the popularity of RNAz and EvoFold, rarely been done in an independent and systematic manner. To calculate the accuracy of RNA gene prediction software it is necessary to provide sets of alignments both with and without RNA genes. As was demonstrated in Chapter 2, generating a positive dataset of RNA gene alignments is not trivial, and alignment quality can have a significant impact on the results (Saito et al., 2010). A negative dataset is used to calculate the false positive rate, which is important because while it is relatively easy to experimentally verify the very best candidate RNA genes, these are only a small proportion of the total, and a low false positive rate is required.
for confidence in the predictions.

In the evaluation of EvoFold and RNAz on the ENCODE regions (Washietl et al., 2007), the estimates of the false positive rate are high, ranging from 50% to 70%, and these are likely to be underestimates, because appropriate negative datasets that preserve dinucleotide content were not used (Babak et al., 2007). As Washietl et al. note, their study also suffers from a lack of known RNA genes in the ENCODE regions, providing a relatively sparse positive dataset that cannot provide a reliable true positive rate. Babak et al. (2007) tested a range of software, including RNAz and EvoFold, and found that results for most programs and RNA types correlated with sequence conservation, and that different types of RNA were differentially detected. The positive dataset in this case was gathered in a similar manner to that described in Chapter 2, albeit without flanking sequences. The negative dataset was carefully generated to preserve dinucleotide content, but unfortunately the exact shuffling algorithm limits the evaluation to pairwise alignments. This limitation inspired the creation of two programs that approximately preserve dinucleotide content (and other properties, such as gap percentage and local conservation patterns): SISSIz (Gesell and Washietl, 2008) uses a phylogenetic approach, and its methodology has been used to improve the accuracy of the latest version of RNAz (Gruber et al., 2010); Multiperm (Anandam et al., 2009) uses a graph theoretical method. Alternatively, sophisticated simulations of genomic background data are also able to effectively estimate false positive rates (Varadarajan et al., 2008; Bradley et al., 2009b).

The high rate of false positives seen in all genome scans means that candidate RNA genes are often processed to get a higher confidence dataset. Some genome scans do this in an ad hoc manner, according to the particular species under study (e.g. Stark et al., 2007; Weinberg et al., 2007), but LocARNA-P (Will et al., 2007, 2012) is a more generally applicable method that clusters putative RNA genes according to structure as a means of improving RNAz predictions. For many genome scans, however, experiments are used to confirm a handful of the very best results, and the bulk of the remaining results are used only to estimate the number of RNA genes in the genome. Clearly, there is scope for improvement in the accuracy of the prediction of RNA genes, and it is therefore useful to evaluate the existing software on carefully defined positive and negative datasets.

I chose to evaluate RNAz (Gruber et al., 2010) and EvoFold (Pedersen et al., 2006) because they have different underlying methodologies, and have been used for several genome scans. The MARMSETH pipeline provides genomic alignments of RNA genes
as a positive dataset. To create a negative dataset for the calculation of false positive rates, these genomic alignments are randomised in a way that preserves dinucleotide content and other alignment properties that are known to affect RNA gene prediction. My comprehensive assessment of these programs provides a degree of confidence in their results, demonstrates that different programs are appropriate in different contexts, and describes properties of the alignments and RNA families that affect gene prediction.

3.2 Materials and methods

3.2.1 Data

3.2.1.1 Genomic alignments of RNA genes

Three sets of RNA gene alignments were used as input to EvoFold and RNAz, derived from EPO 12-species and 35-species datasets and MultiZ 11-species datasets, as described in the previous chapter; these alignments have 400 bases of flanking on either side of the RNA gene. To evaluate the RNA gene prediction programs in a realistic manner it is important to include flanking sequence, as this tests their ability to find RNA genes in a genomic context. EvoFold and RNAz process the alignment as a series of overlapping windows, with default window sizes of 240 and 120, respectively, so a flanking length of 400 bases ensures that the programs are tested on a section of alignment without an RNA structure, but not so much that effort is wasted on analysis of bases remote from the RNA gene.

3.2.1.2 Randomised alignments

To judge the degree to which the prediction programs will erroneously predict RNA genes it is necessary to generate alignments that appear as similar as possible to the RNA alignments, but which lack the structural information of an RNA gene (Babak et al., 2007; Gesell and Washietl, 2008). I use Multiperm (version 0.9.3) to generate 10 randomisations of each alignment that effectively destroy the structure of the RNA gene, but approximately preserve dinucleotide content and local conservation, and exactly preserve gap structure (Anandam et al., 2009).

A problem with shuffling methods that exactly preserve dinucleotide content, which
have previously been used to test RNA gene prediction, is that many columns must remain fixed, even with pairwise alignments (Babak et al., 2007). I use Multiperm to circumvent this problem, and verify that the randomisations are adequate by comparing the equivalent bases of each genomic alignment and its randomisations. The expectation is that the bases should be the same approximately 25% of the time (since I can only detect when a base has changed to a different base, not when it has “changed” to the same base), and this is indeed the case (Table 3.1).

**Table 3.1:** Proportion of identical bases in genomic alignments and randomisations.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPO-12</td>
<td>0.22</td>
<td>0.05</td>
</tr>
<tr>
<td>EPO-35</td>
<td>0.28</td>
<td>0.10</td>
</tr>
<tr>
<td>MultiZ</td>
<td>0.25</td>
<td>0.04</td>
</tr>
</tbody>
</table>

### 3.2.1.3 Phylogenetic trees

EvoFold requires a tree as input so I use the neighbour-joining tree (BIONJ: Gascuel, 1997) that was calculated for each alignment, using PhyML 3.0 (Guindon et al., 2010), as part of the MARMOSET pipeline.

### 3.2.2 RNA gene prediction programs

#### 3.2.2.1 EvoFold

An unpublished version of EvoFold (v.7b) was provided by the lead author of the original paper (JS Pedersen, personal communication); it uses the same model as the original version, but is faster and incorporates functionality for scoring and collating the results. (This version is not publicly available due to licensing restrictions.) The default windowing scheme, of 240 bases with an offset of 80 is used. EvoFold outputs the co-ordinates of the alignment that are considered to be RNA (or nothing if no RNA is predicted), without the need for a ‘score’ threshold to be specified.
3.2.2.2 RNAz

I use version 2.0 of RNAz, but will omit the version number hereafter, for the sake of readability. The dinucleotide null model of RNAz (rather than the default mononucleotide option) is used, as this improvement to version 2.0 of the software is expected to improve prediction accuracy; and I execute RNAz on both strands, rather than just the default forward strand. The default behaviour of RNAz selects a maximum of 6 maximally different sequences, although it can use alignments of more species. To test whether RNAz utilises the increased evolutionary information available in large alignments, RNAz is executed twice, once with the default of 6 or fewer species, and once with all available species (denoted ‘Max Sp.’ in the results). The Perl scripts that accompany RNAz are used to pre-process the alignments with default settings for the remaining parameters, including a windowing scheme of 120 bases and an offset of 40. The threshold used to identify the presence of RNA is an ‘RNA-class probability’ greater than 0.9, which is defined as a ‘high confidence’ dataset (Washietl et al., 2005a).

3.2.3 Evaluation

I evaluate the programs in two ways, first recording whether an RNA gene is predicted, and if so, how well the boundary between RNA and flanking is detected. I use randomisations of the alignment to calculate the false positive rate for the case of RNA gene prediction. To evaluate boundary detection I use the flanking sequence as a negative dataset to determine the accuracy of the differentiation between RNA and flanking.

3.2.3.1 Predicting RNA genes

For each of the genomic and randomised alignments I record whether or not a prediction was made (Table 3.2). For the genomic alignments, predictions that overlap the RNA gene are counted as true positives, regardless of how much of the gene was predicted. To evaluate and compare the predictions I calculate the true positive rate (recall) and the false positive rate, and also the precision, which may be a more useful statistic than the false positive rate for researchers following up the results of RNA gene prediction (Babak et al., 2007). To ensure there is no ambiguity in terminology, the statistical metrics are formally defined in Table 3.3. Confidence intervals for the true and false positive rates are calculated with the Wilson score method (Wilson, 1927; Newcombe, 1998).
3.2.3.2 Detecting RNA gene boundaries

Predicting whether an RNA gene is present somewhere in an alignment is a liberal test because it does not examine where RNA has been predicted. To provide a stricter, and potentially more informative, test of performance I analyse the boundaries of regions that are predicted to be RNA, which are provided by RNAz and EvoFold as part of their standard output. The co-ordinates of inferred genes are compared to the original alignment, site by site, to determine the number of bases that are correctly inferred to be within the known RNA. In this analysis the negative dataset is not a randomised alignment; each genomic alignment contains both positive and negative datasets, the RNA and flanking sequences respectively (Table 3.4). Note that this assumes that the sequences in the source Rfam data span the complete RNA gene.

3.2.4 Implementation

To automate the execution and evaluation of RNA gene prediction software, I wrote a pipeline in Perl, named TARSIER: Testing and Analysing RNA gene Software Including Evolutionary Relationships. The TARSIER pipeline consists of a module in the MonkeyShines library that was described in Chapter 2, and a small number of scripts in the...
The MonkeyShines software library, incorporating the TARSIER pipeline, is freely available under an open-access licence at http://bitbucket.org/james_monkeyshines/monkeyshines/overview.

### 3.3 Results

#### 3.3.1 True and false positive rates of RNA gene prediction

Figure 3.1 shows the true positive rates (TPRs) and false positive rates (FPRs), broken down by RNA gene alignments that are either within introns (or, in a few cases, immediately upstream or downstream) of protein-coding genes (‘genic’) and those that are not. EvoFold has low TPRs for the EPO-12 and MultiZ alignments, and a higher TPR for EPO-35 alignments, suggesting that the program needs a certain number of species before it is effective. The FPR for EvoFold tends to be higher than the TPR, so it is more likely to predict an RNA gene in a randomised alignment than an RNA gene alignment. There is little difference between the default version of RNAz with alignments limited to 6 species or those that have as many species as possible (‘Max Sp.’), but since the latter tend to have slightly lower FPRs these results will be used in comparisons with EvoFold in subsequent sections. There is negligible difference between the results for RNA genes that are within or near protein-coding genes, and those that are not.

#### 3.3.2 Detecting RNA gene boundaries

To assess how well the programs determine the boundary between RNA and flanking sequence I examine the set of predictions from each program, using sensitivity to measure how much of the prediction corresponds to the true RNA gene, and specificity to measure the amount of flanking that is excluded from the predictions (Table 3.5). Both EvoFold and RNAz predict genes in the flanking regions that do not overlap with the true RNA gene (that is, sensitivity = 0). With the exception of EvoFold and the
**Figure 3.1:** True and false positive rates of RNA gene prediction for (a) EPO-12 alignments, (b) EPO-35 alignments, and (c) MultiZ alignments. Bars show the 95% confidence intervals.

EPO-35 alignments, specificity is high, meaning that boundaries are detected quite accurately when a true positive prediction is made.

**Table 3.5:** Mean sensitivity and specificity in detecting RNA gene boundaries, and the percentage of predictions with sensitivity = 0, where RNA is predicted in the flanking regions only. Values in parentheses are the mean sensitivity and specificity including predictions with sensitivity = 0.

<table>
<thead>
<tr>
<th></th>
<th>EPO-12</th>
<th>EPO-35</th>
<th>MultiZ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>EvoFold</strong></td>
<td>Sensitivity</td>
<td>0.56 (0.17)</td>
<td>0.80 (0.42)</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.96 (0.93)</td>
<td>0.39 (0.53)</td>
</tr>
<tr>
<td></td>
<td>Sensitivity = 0</td>
<td>70%</td>
<td>47%</td>
</tr>
<tr>
<td><strong>RNAz (Max Sp.)</strong></td>
<td>Sensitivity</td>
<td>0.84 (0.63)</td>
<td>0.90 (0.72)</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>0.87 (0.85)</td>
<td>0.88 (0.87)</td>
</tr>
<tr>
<td></td>
<td>Sensitivity = 0</td>
<td>24%</td>
<td>20%</td>
</tr>
</tbody>
</table>

To better visualise boundary detection, I calculated the prediction rate at each site for the EPO-35 alignments and their randomisations (Figure 3.2). The relatively poor specificity of EvoFold occurs because when it makes a prediction, it tends to include most of the flanking region in its prediction. In the randomised alignments, EvoFold makes more predictions in flanking regions than the RNA gene region, suggesting that the Multiperm randomisation removes structural information but that EvoFold continues to detect a signal of conservation in the flanking.
**Figure 3.2:** Detecting RNA gene boundaries in EPO-35 alignments. ‘Prediction Rate’ represents the number of times an RNA gene is predicted at a site, across all alignments. Solid lines represent genomic alignments, dashed lines represent randomised alignments. The vertical dotted lines indicate the boundary between the RNA gene and flanking regions.

### 3.3.3 Comparing prediction programs

Figure 3.3 shows the overlap between the predictions from EvoFold and RNAz, for the EPO-35 alignments. Comparisons on the EPO-12 and MultiZ alignments are not informative due to the poor performance of EvoFold on these alignments. A subset of RNA genes are correctly predicted by both programs, but they tend to have different sets of incorrect predictions. The size of the overlap between pairs of programs can be compared to the expected value under randomly distributed data, by using the hypergeometric distribution (Kim *et al.*, 2001). The overlap of true positives is significantly greater than expected by chance, by a factor of 1.26 ($p < 0.01$), and the overlap of false positives is half the expected value ($p < 0.01$).

RNAz consistently predicts RNA genes that are 120 or 160 bases in length, irrespective of whether the prediction is in the RNA region or in the flanking sequence (predictions are always a multiple of 40, due to RNAz’s windowing method). In contrast, EvoFold mostly predicts very short RNA genes in the flanking regions, but sometimes predicts RNA genes that span the whole alignment.
3.3.4 Properties that affect RNA gene prediction

The accuracy of RNA gene prediction is not affected by the GC content of an alignment (Figure 3.4a), for either RNAz or EvoFold, contrary to previous analyses (Washietl et al., 2007; Torarinsson et al., 2008). The percentage of paired bases in an RNA gene should affect the performance of the prediction programs, since they are designed to exploit the signal arising from secondary structure, and this is the case, with recall increasing in line with the proportion of paired bases for both prediction programs (Figure 3.4b). Precision also increases with the proportion of paired bases for RNAz, but not for EvoFold, which is a consequence of the program having a false positive rate greater than the true positive rate.

Having more species in an alignment should also be of advantage to RNA gene prediction programs, but the relationships are not straightforward. RNAz’s recall is independent of the number of species in the alignment, and its precision increases with the number of species up to point, before dropping off (Figure 3.4c). In contrast, EvoFold’s recall increases with species number (and precision is again un informatively low).

3.4 Discussion

*De novo* prediction of RNA genes is known to be a difficult problem, and I have demonstrated the usefulness of evaluating and comparing prediction programs on real-world
Figure 3.4: The effect of (a) GC content, (b) paired bases, and (c) species number on RNA gene prediction in EPO-35 alignments. ‘Recall’ is the true positive rate, and ‘precision’ is the proportion of predictions that are correct. The alignments are grouped into bins, and the area of the circles is proportional to the number of alignments in each bin.
genomic alignments of RNA genes. Before discussing the factors that affect de novo RNA gene prediction, it is useful to compare my results with those of similar studies. Babak et al. (2007) examined a range of programs including EvoFold and RNAz, but direct comparison with my results is complicated by the use of different datasets and the limitations imposed by those authors’ shuffling procedure. The RNA families in the studies are similar, however, and my results qualitatively agree on the manner in which different types of RNA are differentially predicted.

In evaluations of EvoFold and RNAz on the ENCODE pilot regions (ENCODE Project Consortium, 2007), the false positive rates (FPRs) are 71% (Confidence Interval, CI: 70-72%) for EvoFold (Washietl et al., 2007) and 54% (CI: 52-56%) for RNAz (Gruber et al., 2010). The estimate for EvoFold does not use randomisations that preserve dinucleotide content, and thus may be an underestimate of the FPR (Babak et al., 2007; Gesell and Washietl, 2008). I use a randomisation process that approximately preserves dinucleotide content, and for the EPO-35 alignments estimate an FPR of 65% (CI: 63-67%) for EvoFold, slightly lower than previous estimates, perhaps due to the strict filters that were applied to the genomic alignments. Nonetheless, a value this high is rather disappointing from a evolutionary point of view, since an explicitly phylogenetic approach has the potential to provide a greater understanding of RNA gene evolution.

For RNAz with no restrictions on the number of species, I estimate the FPR to be 31% (CI: 28-34%) for the EPO-12 alignments and 18% (CI: 16-19%) for the EPO-35 alignments, substantially lower than earlier estimates which used fewer species. The additional information on conservation in larger alignments is effectively exploited by RNAz, and this trend is also apparent, to a lesser extent, in the RNAz analysis that limited alignments to 6 species (Figure 3.1). A more sophisticated evaluation of the effect of evolution requires knowledge of how well RNA models of evolution describe the genomic alignments, which is the subject of the following two chapters.

False positive rates are difficult to interpret without accompanying estimates of the true positive rate (TPR). By using genomic alignments that contain RNA genes I am able to estimate TPRs for the prediction programs, which was not possible in previous studies that used the ENCODE regions, because these regions contain only a handful of annotated RNA genes (Washietl et al., 2007). It is rather curious that a large portion of predicted RNA genes are located wholly in the flanking regions (Table 3.5). EvoFold and RNAz are able to predict multiple RNA genes in an alignment and both scan the alignment in overlapping windows of fixed size, so predictions in the flanking
region should not hinder further predictions in the RNA region. Approximately two-thirds of the RNA gene alignments are within protein-coding genes or have protein-coding genes in the flanking regions, and the predictions in the flanking regions occur with the same proportion. So it may be that the prediction programs are detecting the conservation of protein-coding regions and erroneously inferring RNA genes, but there remains an unknown source of conservation that is leading the programs astray.

How, then, should a researcher proceed if they wish to find RNA genes in some alignment? One option is to use multiple programs and to regard some intersection of the results as the most likely. The degree of overlap between the results of different programs has previously been reported to be much less than expected (Washietl et al., 2007; Torarinsson et al., 2008), but I find this to be the case only for the false positive predictions. The percentage of the genome that contains RNA genes is expected to be relatively small, which suggests that any genomic scan for RNA genes will be swamped by false positives, because there is greater opportunity for them to occur. Thus, the previously observed (lack of) overlap between programs could be dominated by the relatively large numbers of independently predicted false positives, masking the tendency of the programs to predict the same true positives. So, rather than choosing between prediction programs, the results of both programs can be combined, and the intersection of predictions may provide a high-confidence dataset, with a reduced false positive rate. The TARSIER pipeline that I developed can easily be used to apply EvoFold and RNAz to a set of genomic alignments, and analyse the results. The moses software (Raasch et al., 2010) was explicitly designed to combine the results from different methods of RNA gene prediction, but it does not currently include EvoFold.

Researchers wishing to find RNA genes, or develop tools to do so, should also bear in mind the potential for poor quality alignments to produce inaccurate predictions (Saito et al., 2010). Given the results of the previous chapter, that showed that the sequences and gap distributions of EPO-12 and MultiZ alignments were similar, the difference between the true and false positive rates for these alignments (Figure 3.1) is perhaps surprising. The results for EPO-12 alignments are better than the MultiZ alignments, and EPO-35 alignments are, in turn, more accurate than EPO-12, suggesting that increased quantities of genome data should enable more successful RNA gene prediction. However, it seems that evolutionary information is not being used as effectively as it might be, and the same alignments used in this chapter are analysed with phylogenetic RNA models in the next two chapters, in an effort to better understand the evolutionary processes of RNA genes.
Chapter 4

Comparing evolutionary models across state space

4.1 Introduction

It is often desirable to compare the likelihoods of different models, to evaluate their fit to the data, and thus their usefulness as descriptions of real evolutionary processes. There are a range of statistically rigorous methods to compare likelihoods within a given state space, but it is not possible to compare the likelihoods of models with different state spaces, since this effectively changes the data on which the calculations are conditioned (Burnham and Anderson, 2002). However, if there is a mapping between the states of different models, then it is possible to map all models under examination to the same state space, and thus compare them with standard statistical methods.

To compare models across state space it is necessary to define a mapping between every state in each model to at least one state in the other model. In biological terms this is usually not restrictive because the types of model that one would want to compare have natural, biologically meaningful mappings, such as that between nucleotides and codons. Such mappings were described by Whelan and Goldman (2004) to move between nucleotide and codon representations of the data, but the mappings were incidental to the main subject matter of the article, and are not explicitly considered. The mapping of nucleotide models to a 64-state space by Seo and Kishino (2009) demonstrates not only that such a mapping is possible, but that the likelihoods of these models are directly comparable. The extension of this technique to compare nucleotide and di-nucleotide models (useful in the context of RNA alignments) is straightforward, and is outlined in the next chapter.
The mapping between amino acids and codons (Seo and Kishino, 2008) is an example of a relationship in which a state in one space represents a group of one or more states in another space. In this chapter I present an extension of the proof of Seo and Kishino (2008), which permits the comparison between any two models of evolution for which such a mapping is possible (and, hopefully, sensible in biological terms). This provides a foundation for selection between certain (but not all) models of evolution, such as between RY and nucleotide models, or different categories of RNA model. Using a special case of the proofs outlined below it is easy to calculate adjustments to the likelihoods to enable comparisons among physicochemical models and standard amino acid models. The reduction in the number of parameters in these physicochemical models also permits the possibility of tractable mechanistic, rather than empirical, models of amino acid substitution.

After establishing some notation and definitions, I first show that one can map from a model with a larger state space to one with a smaller state space, essentially by averaging the parameters of the first model. The main result of this chapter is the more complicated case of mapping in the other direction (note that the chapter does not have a conventional structure, since the ‘Methods’ are effectively ‘Results’). Finally, if certain parameters are restricted in the mapping then models with different state spaces can be shown to be equivalent, and a relatively simple formula can be used to generate a likelihood ‘correction’ term which is applied to make the likelihoods of the two models directly comparable.

4.2 Comparing evolutionary models across state space

4.2.1 Modelling evolution as a Markov process

Evolution can be mathematically modelled by a time-reversible Markov process that describes changes between states using a rate matrix \( Q = \{ q_{ij} \} \), where \( q_{ij} \) is the substitution rate between states \( i \) and \( j \). Rows in the matrix must sum to zero, which is achieved by setting \( q_{ii} = -\sum_{i \neq j} q_{ij} \). The equilibrium frequency of \( i \) is denoted by \( \pi_i \). The constraint of reversibility means that \( \pi_i q_{ij} = \pi_j q_{ji} \), and \( q_{ij} = s_{ij} \pi_j \), where \( S = \{ s_{ij} \} \) is a symmetric matrix of exchangeability parameters; so \( s_{ij} \) describes the tendency of changes between \( i \) and \( j \) (note that \( s_{ij} = s_{ji} \)). To calculate \( L \), the likelihood of a model, it is necessary to convert from a rate matrix \( Q \) to a transition probability matrix over time \( t \), \( P(t) = \{ p_{ij}(t) \} = e^{tQ} \).
4.2.2 Mapping between compound and distinct models

This chapter is concerned with mappings between ‘compound’ models and ‘distinct’ models. The states in a compound model are defined as a collection of one or more (atomic) states from an associated distinct model. Each distinct state must appear in one, and only one, of the groups that form the compound states, and at least one compound state must have more than one member. (Strictly speaking, there could be one-to-one mappings between compound and distinct states, but such a situation renders the proof redundant, and I assume fewer compound than distinct states.) Note that the definition of a distinct model in equation 4.2 below includes a term from the definition of the related compound model (equation 4.1), and thus this is not a general proof, as defining the distinct model in this way places restrictions on its parameterisation.

For brevity I will treat a compound state and the group that it represents as synonymous and refer to, for example, ‘members of the compound state’, rather than the unwieldy but more precise ‘members of the group defined by the compound state’.

4.2.2.1 Definitions

A compound model $C$ has a rate matrix $Q_C$, defined by:

$$
q_{c_ic_j} = \begin{cases} 
q_{cjc} & i \neq j \\
-\sum_{k \neq i} q_{cck} & i = j 
\end{cases}
$$

(4.1)

where $c_i \in C$, $1 \leq i \leq n$, are states in the model. The $m$ ($> n$) states of an associated distinct model are defined in relation to the states of the compound model, where membership of a compound state is indicated by the first subscript: $d_{i,1}, d_{i,2}, \ldots, d_{i,l}$, $l \geq 1$, $\forall i \in \{1, 2, \ldots, n\}$. The distinct model has a rate matrix $Q_D$, defined by:

$$
q_{d_{ix}d_{jy}} = \begin{cases} 
s_{cjc} \pi_{d_{ix}} & i \neq j \\
s_{d_{ix}d_{jy}} \pi_{d_{ix}} & i = j \text{ and } x \neq y \\
-\sum_{k \neq i, z \neq x} q_{d_{ix}d_{kz}} & i = j \text{ and } x = y 
\end{cases}
$$

(4.2)

where $c_i \in C$ are states in the compound model and $d_{i,x} \in D$ are states in the distinct model. Note that there are two potentially sensible simplifications to equation (4.2). If the rate of change among members of a compound state is assumed to be equal,
then the $s_{d_i,x d_j,y}$ term can be replaced with a parameter $\rho_i$, describing the rate of change within a group. Further, if these within-group rates of change are the same for all compound states, a single parameter, $\rho$, suffices.

### 4.2.3 Distinct models to compound models

The main result of this chapter is a proof of the mapping from a compound model to a distinct model, but it is possible to perform the mapping in the other direction, from distinct to compound models. For completeness it is useful to demonstrate the bi-directionality of the mapping between compound and distinct models, but it will not often be practicable to move from a distinct to a compound model. One would usually want to recode the input data and perform the analysis in a smaller state-space, rather than doing a more complex and time-consuming analysis in a larger state-space, and then, in essence, averaging the model parameters.

To prove that one can map from a distinct to a compound model, it must be shown that the rate matrix of the compound model can be expressed in the parameters of the associated distinct model. The formal demonstration of this mapping was given for the conversion from a codon to an amino acid model in Yang et al. (1998).

The rate matrix $Q_C$ of a compound model $C$ can be expressed as follows:

$$q_{c_i,c_j} = \begin{cases} \sum_{x=1}^{n_i} \sum_{y=1}^{n_j} \frac{s_{d_i,x d_j,y}}{\pi_{d_i,x} \pi_{d_j,y}} \pi_{c_j} & i \neq j \\ -\sum_{k \neq i} q_{c_i,c_k} & i = j \end{cases}$$

(4.3)

where $n_i$ and $n_j$ are the number of distinct states in the compound states $c_i$ and $c_j$, respectively. (The frequencies of the compound states are the sum of the frequencies of the relevant distinct states, $\pi_{c_i} = \sum_{x=1}^{n_i} \pi_{d_i,x}$, but this is not represented explicitly in equation 4.3, so as not to overburden the equation with sigmas.) The proof of equation 4.3 follows that given in Yang et al. (1998), generalised from amino acids and codons to any set of compound and distinct states.
Proof. The substitution rate from $d_i,x$ to $c_j$ represents a substitution to any of the distinct states $d_{j,y}$:

$$q_{d_i,c_j} = \sum_{y=1}^{n_j} q_{d_i,d_{j,y}} = \sum_{y=1}^{n_j} s_{d_i,d_{j,y}} \pi_{d_{j,y}}$$  \hspace{1cm} (4.4)$$

And the rate from $c_j$ to $d_i,x$ is the weighted average across distinct states $d_{j,y}$:

$$q_{c_j,d_i,x} = \sum_{y=1}^{n_j} \frac{\pi_{d_{j,y}}}{\pi_{c_j}} q_{d_{j,y},d_i,x} = \sum_{y=1}^{n_j} \frac{\pi_{d_{j,y}}}{\pi_{c_j}} s_{d_{j,y},d_i,x} \pi_{d_{j,y}}$$

$$= \frac{\pi_{d_{j,x}}}{\pi_{c_j}} \sum_{y=1}^{n_j} s_{d_{j,x},d_{j,y}} \pi_{d_{j,y}} = \frac{\pi_{d_{j,x}}}{\pi_{c_j}} s_{d_{j,x},d_{j,y}} \pi_{d_{j,y}}$$  \hspace{1cm} (4.5)$$

Applying similar logic to derive substitutions between compound states gives:

$$q_{c_j,c_i} = \sum_{x=1}^{n_i} q_{c_j,d_i,x} = \sum_{x=1}^{n_i} \frac{\pi_{d_{i,x}}}{\pi_{c_j}} q_{d_{i,x},c_j} = \sum_{x=1}^{n_i} \frac{\pi_{d_{i,x}}}{\pi_{c_j}} s_{d_{i,x},d_{i,y}} \pi_{d_{i,y}}$$

$$= \frac{\pi_{d_{i,x}}}{\pi_{c_j}} s_{d_{i,x},d_{i,y}} \pi_{d_{i,y}} \frac{\pi_{c_j}}{\pi_{c_i}} = \frac{\pi_{d_{i,x}}}{\pi_{c_j}} s_{d_{i,x},d_{i,y}} \pi_{d_{i,y}} \frac{\pi_{c_j}}{\pi_{c_i}}$$  \hspace{1cm} (4.6)$$

And $q_{c_j,c_i}$ can be similarly defined. Let $s_{c_j,c_i} = \sum_{x=1}^{n_i} \frac{\pi_{d_{i,x}}}{\pi_{c_j}} s_{d_{i,x},d_{i,y}} \pi_{d_{i,y}} \frac{\pi_{c_j}}{\pi_{c_i}}$; then the rate matrix defined by $q_{c_j,c_i}$ is a reversible Markov process of substitutions between compound states. \hfill $\blacksquare$
4.2.4 Compound models to distinct models

The transformation from an \( n \)-state compound model to an \( m \)-state distinct model is an extension of the case in Seo and Kishino (2008), in which a mapping was defined from a 20-state amino acid model to a 61-state codon model. In addition to generalising the numbers of states, I also extend Seo and Kishino’s proof to include different exchangeabilities, \( \rho_i \), for each group of distinct states rather than using a single parameter. (I think that a similar proof is possible for the case in which there is variation between distinct states in a group, but I have not been able to prove this to my satisfaction.)

For any distinct model \( D \) defined with respect to a compound model \( C \), the transition probability matrix \( P_D(t) \) can be expressed in terms of the parameters of \( P_C(t) \) and the parameters of the rate matrices \( Q_C \) and \( Q_D \):

\[
p_{di,dj}(t) = \begin{cases} 
  p_{c_i,c_j}(t) \frac{\pi_{d_j}}{\pi_{d_i}} & i \neq j \\
  p_{c_i,c_j}(t) \frac{\pi_{d_i}}{\pi_{c_j}} e^{(q_{c_i,c_j} - \rho_i) t} & i = j \text{ and } x \neq y \\
  p_{c_i,c_j}(t) \frac{\pi_{d_i}}{\pi_{c_j}} e^{(q_{c_i,c_j} - \rho_i) t} & i = j \text{ and } x = y 
\end{cases}
\] (4.7)

**Proof**  The compound-state rate matrix \( Q_C \) (defined in Equation 4.1) can be decomposed:

\[
Q_C = U_C \cdot D_C \cdot V_C
\]

\[
= \begin{pmatrix}
  u_{11}^{(c)} & \cdots & u_{1n}^{(c)} \\
  \vdots & \ddots & \vdots \\
  u_{n1}^{(c)} & \cdots & u_{nn}^{(c)}
\end{pmatrix}
\begin{pmatrix}
  \lambda_1^{(c)} & \cdots & 0 \\
  \vdots & \ddots & \vdots \\
  0 & \cdots & \lambda_n^{(c)}
\end{pmatrix}
\begin{pmatrix}
  v_{11}^{(c)} & \cdots & v_{1n}^{(c)} \\
  \vdots & \ddots & \vdots \\
  v_{n1}^{(c)} & \cdots & v_{nn}^{(c)}
\end{pmatrix}
\]

\[
= \begin{pmatrix}
  u_1^{(c)} & \cdots & u_n^{(c)}
\end{pmatrix}
\begin{pmatrix}
  \lambda_1^{(c)} & \cdots & 0 \\
  \vdots & \ddots & \vdots \\
  0 & \cdots & \lambda_n^{(c)}
\end{pmatrix}
\begin{pmatrix}
  v_1^{(c)T} \\
  \vdots \\
  v_n^{(c)T}
\end{pmatrix}
\] (4.8)

where \( u_i^{(c)} \) and \( \lambda_i^{(c)} \) are eigenvectors and eigenvalues of \( Q_C \), respectively, and \( V_C = U_C^{-1} \), so that \( U_C V_C = V_C U_C = I \). The transition probability matrix for the compound states is given by the matrix exponential:
\[
P_C(t) = e^{tQ_C} = U_C \cdot e^{tD_C} \cdot V_C
\] (4.9)

The distinct-state rate matrix \(Q_D\) (defined in Equation 4.2) is ordered in the rows (and columns) to be consistent with the ordering in \(Q_C\), such that if state \(c_1\) is the first row in \(Q_C\), then states \(d_1, d_1, d_2, \ldots, d_1\) are the first rows of \(Q_D\), and so on. The initial ordering of \(Q_C\), and of the rows within a compound state in \(Q_D\) is arbitrary. The distinct-state rate matrix \(Q_D\) can be decomposed:

\[
Q_D = U_D \cdot D_D \cdot V_D
\]

\[
= \begin{pmatrix}
    u^{(d_1,1)}_1 & \cdots & u^{(d_n,p)}_1 \\
    \vdots & \ddots & \vdots \\
    u^{(d_1,1)}_m & \cdots & u^{(d_n,p)}_m \\
\end{pmatrix}
\begin{pmatrix}
    \lambda^{(d_1,1)}_1 & \cdots & 0 \\
    0 & \ddots & \vdots \\
    0 & \cdots & \lambda^{(d_n,p)}_m \\
\end{pmatrix}
\begin{pmatrix}
    v^{(d_1,1)}_1 & \cdots & v^{(d_n,p)}_1 \\
    \vdots & \ddots & \vdots \\
    \vdots & \cdots & v^{(d_n,p)}_m \\
\end{pmatrix}
\]

(4.10)

where \(u^{(d,s)}_j\) and \(\lambda^{(d,s)}_j\) are eigenvectors and eigenvalues of \(Q_D\), respectively, and \(V_D = U_D^{-1}\), so that \(U_D V_D = V_D U_D = I\). The eigenvalues and eigenvectors of \(Q_D\) can be expressed in terms of the eigenvalues \(\lambda_i^{(c)}\) and eigenvectors \(u_i^{(c)}\) of \(Q_C\), the parameters of \(Q_C\), and the within-group rates of change. The eigenvalues of \(Q_D\) can then be expressed as:

\[
\lambda_j^{(d,s)} = \begin{cases} 
    \lambda_i^{(c)} & x = 1 \\
    q_{c_i c_j} - \rho_i \pi_i & x \neq 1 
\end{cases}
\] (4.11)

The matrix \(D_D\) can thus be rewritten:
\[ D_D = \begin{pmatrix}
\lambda_{1}^{(c)} & 0 & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & q_{c_1c_1} & \cdots & 0 & \cdots & 0 & 0 & \cdots & 0 \\
-\rho_1\pi_{c_1} & \vdots & \ddots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & q_{c_1c_1} & \cdots & 0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & \lambda_n^{(c)} & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & q_{c_n c_n} & \cdots & 0 \\
0 & 0 & \cdots & 0 & 0 & -\rho_n\pi_{c_n} & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0 & 0 & \cdots & q_{c_n c_n} & -\rho_n\pi_{c_n}
\end{pmatrix}
\]

(4.12)

Proving equation 4.11, is tricky because analytical calculation of eigenvalues is often not possible for non-trivial matrices. Seo and Kishino (2008) rather sidestep the issue by stating that they “found that” the equations were true. However, the case for a 2x2 compound-state rate matrix and a 3x3 distinct-state rate matrix can be proved analytically, from which it is possible, in theory, to extend the proof to larger matrices. As this proof is rather long and incidental to the main proof, it is given in Appendix A.

It is useful to introduce a function at this point, \( f(c_i) \), representing the index (i.e. row number) of \( d_{i,1} \) in \( Q_D \). The eigenvectors of \( Q_D \) are:

\[
U^{(d,c)}_{j,k} = \begin{cases}
    u_{i,j}^{(c)} & x = 1 \\
    -\frac{\pi_{d_{i,1}}}{\pi_{d_{j,1}}} & x \neq 1, j = f(c_i) \\
    1 & x \neq 1, j = k \\
    0 & \text{otherwise}
\end{cases}
\]

(4.13)

and \( U_D \) can be rewritten:
Two additional functions are helpful: \( g(c_i) \) is defined to represent the index (i.e. row number) of \( c_i \) in \( Q_C \); and \( h(c_i) \) is the index of \( d_{i,l} \) in \( Q_D \), where \( l \) is the number of distinct states in the compound state \( c_i \). Then \( V_D \) can be written in terms of \( V_C \) and the frequency parameters:

\[
V_D = \begin{pmatrix}
    u^{(c)}_{1,1} - \frac{\pi_{d_{1,2}}}{\pi_{d_{1,1}}} & \cdots & \frac{\pi_{d_{1,l}}}{\pi_{d_{1,1}}} & \cdots & u^{(c)}_{1,n} & 0 & \cdots & 0 \\
    u^{(c)}_{1,1} & 1 & \cdots & 0 & \cdots & u^{(c)}_{1,n} & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \ddots & \ddots & \ddots \\
    u^{(c)}_{n,1} & 0 & \cdots & 1 & \cdots & u^{(c)}_{1,n} & 0 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \ddots & \ddots & \ddots \\
    u^{(c)}_{n,1} & 0 & \cdots & 0 & \cdots & u^{(c)}_{n,n} - \frac{\pi_{d_{n,2}}}{\pi_{d_{n,1}}} & \cdots & -\frac{\pi_{d_{n,p}}}{\pi_{d_{n,1}}} \\
    u^{(c)}_{n,1} & 0 & \cdots & 0 & \cdots & u^{(c)}_{n,n} & 1 & \cdots & 0 \\
    \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \ddots & \ddots & \ddots \\
    u^{(c)}_{n,1} & 0 & \cdots & 0 & \cdots & u^{(c)}_{n,n} & 0 & \cdots & 1 \\
\end{pmatrix} \tag{4.14}
\]

\[
v^{(d_{i,x})}_{j,k} = \begin{cases} 
    u^{(c)}_{g(c_i),j} \frac{\pi_{d_{x,i}}}{\pi_{d_{i,i}}} & j = f(c_i) \\
    1 - \frac{\pi_{d_{x,i}}}{\pi_{d_{i,i}}} & j \neq f(c_i), j = k \\
    -\frac{\pi_{d_{x,i}}}{\pi_{d_{i,i}}} & j \neq f(c_i), j \neq k, g(c_i) \leq j, k \geq h(c_i) \\
    0 & \text{otherwise}
\end{cases} \tag{4.15}
\]

and \( V_D \) can be rewritten:
Equations 4.13 and 4.15 follow from eigendecomposition using equation 4.11. The transition probability matrix for the distinct states is given by the matrix exponential:

\[
\mathbf{P}_D(t) = e^{\mathbf{Q}_D} = \mathbf{U}_D \cdot e^{\mathbf{D}_D} \cdot \mathbf{V}_D
\]  

(4.17)

into which can be substituted the matrices from equations 4.12, 4.14, and 4.16, from which it can be shown that:

\[
P_{d_i,x,d_j,y}(t) = \begin{cases} 
  p_{c_i,c_j}(t) \frac{\pi_{d_j,y}}{\pi_{c_j}} & i \neq j \\
  p_{c_i,c_j}(t) \frac{\pi_{d_j,y}}{\pi_{c_j}} e^{(q_{c_j} - q_{c_i})t} & i = j \text{ and } x \neq y \\
  p_{c_i,c_j}(t) \frac{\pi_{d_j,y}}{\pi_{c_j}} + p_{c_i,c_j}(t) e^{(q_{c_j} - q_{c_i})t} & i = j \text{ and } x = y 
\end{cases}
\]  

(4.18)
4.2.5 Equivalent compound and distinct models

The proof in the previous section generates a distinct-state model that has the potential to be more informative than its associated compound-state model, as with the SK-1 model of Seo and Kishino (2008). My aim, however, is to map the compound-state model into the distinct-state space such that the likelihoods of the models can be compared directly with standard model selection techniques. The distinct-state model is equivalent to the compound-state model when the rate of change between distinct states is ‘saturated’, and the $\rho_i$ parameters are effectively infinite. This leads to a simplification of equation 4.7:

$$p_{d_i, d_{j'}}(t) = p_{c_i c_{j'}}(t) \frac{\pi_{d_{j'}}}{\pi_{c_j}}$$ (4.19)

Equation 4.19 leads to a simple correction which can be applied to the likelihood of a compound-state model to generate the likelihood of the equivalent model in distinct-state space:

$$L_D = L_C \prod_{i=1}^{T} \prod_{j=1}^{l} \frac{\pi_{d_{ij}}}{\pi_{c_{ij}}}$$ (4.20)

for an alignment of $T$ taxa and of length $l$, where $d_{ij}$ is the distinct state in the $i$th taxon at the $j$th site, and $c_{ij}$ is the associated compound state.

**Proof** This proof is essentially the same as that in the Appendix of Seo and Kishino (2008), modified to describe compound and distinct models with $n$ and $m$ states, respectively. Equation 4.20 is proved for the four taxa (distinct-state) tree shown in Figure 4.1, and can be extended to more taxa in a straightforward manner. The likelihoods at the $j$th site for a distinct-state model and an associated compound-state model are denoted $L_D^{(j)}$ and $L_C^{(j)}$, respectively. The compound state associated with a distinct state $d$ is denoted $c_{d}$. The likelihood at the $j$th site for the distinct-state model is then:
Figure 4.1: A four taxa, distinct-state, tree.

\[ L_D^{(j)} = \sum_{x=1}^{m} \pi_x p_{xp}(t_1) p_{sq}(t_2) \sum_{y=1}^{m} p_{xy}(t_5) p_{yq}(t_3) p_{ys}(t_4) \]
\[ = \sum_{x=1}^{m} \pi_x \frac{p_{cxcp}(t_1)}{\pi_{cp}} \frac{p_{csargsq}(t_2)}{\pi_{qs}} \sum_{y=1}^{m} p_{cxcy}(t_5) \frac{p_{cyq}(t_3)}{\pi_{qa}} \frac{p_{csysq}(t_4)}{\pi_{qs}} \]
\[ = \frac{\pi_p}{\pi_{cp}} \frac{\pi_q}{\pi_{cq}} \frac{\pi_r}{\pi_{cq}} \frac{\pi_s}{\pi_{cs}} \sum_{x=1}^{m} \sum_{c_y=1}^{n} p_{cxcp}(t_1) p_{csargsq}(t_2) \sum_{c_y=1}^{n} p_{cxcy}(t_5) p_{cyq}(t_3) p_{csysq}(t_4) \]
\[ = \frac{\pi_p}{\pi_{cp}} \frac{\pi_q}{\pi_{cq}} \frac{\pi_r}{\pi_{cq}} \frac{\pi_s}{\pi_{cs}} L_C^{(j)} \]  
\[ (4.21) \]

The product of all sitewise likelihoods gives Equation 4.20.

If the frequencies of the distinct states are unknown, each member of a compound state can be considered as equally likely. If \( n_{cij} \) is the number of distinct states in the compound state \( c_{ij} \), equation 4.20 becomes:

\[ L_D = L_C \prod_{j=1}^{l} \prod_{i=1}^{I} \frac{1}{n_{cij}} \]  
\[ (4.22) \]

Note that the correction given in Equation 4.22 may be useful even if the frequencies of the distinct states are known, particularly if there are many distinct states, as it reduces the degrees of freedom in the model, which may be penalised by model selection methods. The likelihood corrections of Equations 4.20 and 4.22 are extremely useful in practice. Existing software can be used to calculate the likelihood of a compound-state model, and the only additional work to make it comparable to any other model is the definition of associated distinct states and some simple frequency calculations. In the following chapter, I use these likelihood corrections to compare a wide range of RNA models with standard model selection methodology.

As outlined in the introduction of this chapter, the proofs here can be applied to generate and compare a variety of evolutionary substitution models, but in this thesis
I am chiefly interested with RNA models. However, as an example of the applications beyond RNA models, in Appendix B I demonstrate that it is possible to directly compare a 2-state RY model with a 4-state nucleotide model, using the proofs in this chapter. It is hoped that this example also makes the workings of the proof in this chapter more understandable by instantiating the variables with some concrete values.
Chapter 5

Investigating RNA models of evolution

5.1 Introduction

Understanding the evolutionary relationships between species, genes, and populations is important in many areas of biology, and this is usually obtained through the inference of a phylogenetic tree from a set of aligned sequences. The landmark paper by Woese and Fox (1977) demonstrated that the presence of ribosomal RNA in all living organisms and its high degree of conservation make it an excellent gene for studying species relationships, and ever since it has been a popular choice for phylogenetic inference, ranging from the algae that live on sloth fur (Suutari et al., 2010) to hundreds of metazoan species (Mallatt et al., 2010). The biological importance of rRNA (and tRNA) is well established, but recently the significance of other types of non-coding RNA (ncRNA) has been recognised (reviewed in Griffiths-Jones, 2007; Mattick, 2009). For these genes, phylogenetic tree estimates can be used to investigate relationships within and between families of ncRNA, in order to better understand their evolution and function (e.g. Cuperus et al., 2011; Wang and Ruvinsky, 2012). For example, a microRNA precursor might be subject to several, potentially antagonistic, evolutionary constraints, whereby the functional site(s) of the microRNA could be derived from one or both sides of the base-paired stem region (Berezikov, 2011).

Inferring trees from alignments of sequences requires a reliable method of inference, such as maximum likelihood or Bayesian inference (reviewed in Yang and Rannala, 2012). These methods require an explicit description of how sequences change
over time, in the form of a parametrised probabilistic substitution model. Substitution models describing nucleotide evolution typically assume that sites in an alignment evolve independently from one another, but this assumption is difficult to justify for RNA genes where there are strong functional constraints induced by complementary base-pairing in stem regions. To account for these dependencies, evolution of RNA stems is frequently described by dinucleotide substitution models, summarised by Savill et al. (2001). The earliest RNA models describe changes between 16 states, representing all 16 possible dinucleotides (Schöniger and von Haeseler, 1994; Muse, 1995). Later simplifications merge the 10 dinucleotides representing unstable base pairs into a single ‘mismatch’ state, resulting in models with 7 states (Tillier and Collins, 1998; Higgs, 2000). Since their inception there have been a wide variety of 16-state and 7-state RNA substitution models, each reflecting different biologically informed descriptions of RNA evolution.

In order to investigate the improvement of RNA models over their nucleotide-based counterparts, and the relative importance of their biological parameters, statistical methodology for comparing models is required. It is routine in phylogenetics for researchers to use formal model selection to decide which substitution model to use when inferring phylogenetic trees from nucleotide or amino acid sequence data (e.g. jModelTest: Posada, 2008). Common model selection methods include likelihood ratio tests for nested models and, more generally, information theoretic measures, such as AIC and BIC (Sullivan and Joyce, 2005; Burnham and Anderson, 2004). Such approaches are not appropriate for comparing models with different state-spaces, such as comparisons between 4-state nucleotide models and 7-state RNA models, or between 7-state RNA models and 16-state RNA models. When the models to be compared have a different state-spaces it changes the data on which the likelihood calculations are conditioned (Burnham and Anderson, 2002). To overcome this problem, previous studies developing RNA models have used model selection methods based on complex and time-consuming simulations (Schöniger and von Haeseler, 1999; Gibson et al., 2005; Telford et al., 2005), or have avoided direct model comparisons by evaluating the recovery of a ‘true’ tree by each model (Letsch and Kjer, 2011). The majority of these studies conclude that RNA models better describe the evolution of RNA stems than nucleotide models, although they usually analyse only a single alignment of rRNA (e.g. Schöniger and von Haeseler, 1994; Rzhetsky, 1995; Tillier and Collins, 1998; Savill et al., 2001; Telford et al., 2005; von Reumont et al., 2009).

The first program to implement a wide range of RNA models was PHASE, and in
this chapter I describe some updates and modifications I made to the software, which has not been actively maintained in recent years. The first version of PHASE implements a range of 7-state RNA models and a Bayesian inference method (Jow et al., 2002). The usefulness of the program is demonstrated with an analysis of stems from mitochondrial tRNA and rRNA in which the trees inferred under RNA and DNA models differ, although neither one provides a more reasonable choice than the other; model fit is not explicitly evaluated. The second version of PHASE permits the partitioning of alignments, to allow for the modelling of loops as well as stems (Hudelot et al., 2003). The authors analyse the same RNA genes as in the earlier study, and report that the mean evolutionary rate for loops and stems is very similar; but the most variable loop sections are removed in a filtering step, and the unit of branch length differs (substitutions per site, as opposed to substitutions per pair), so it is hard to interpret this result. The next development of PHASE concerns mitochondrial base composition, and a three-state DNA model that groups C an T into a compound Y state (Gibson et al., 2005). In evaluating whether to model separate codon positions with 3-state or 4-state DNA models, the authors test the hypothesis that the data was generated by a DNA model using a Cox test to compare against the alternative model; there is evidence to reject the DNA model for the second codon position. Leading on from this work, a non-stationary element is added to PHASE (Gowri-Shankar and Rattray, 2006, 2007), extending the modelling of rate heterogeneity with a gamma distribution to permit each rate category to have different equilibrium frequencies.

In this chapter I investigate the fit of RNA models for large numbers of mammalian RNA genes derived from genomic alignments, including many different types of ncRNA. This requires a novel method for comparing models with different state-spaces, based on methods created for comparing amino acid and codon models (Seo and Kishino, 2008, 2009), the proof of which is outlined in the previous chapter. This method enables rapid comparisons between all RNA and nucleotide models, allowing large-scale comparison without time-consuming simulation. Finally, I examine whether the choice of best-fit model affects the phylogenetic tree estimate, under the expectation that better fitting models should provide more accurate estimates. In common with previous studies, I find that RNA models very frequently provide a better fit than nucleotide models across all RNA gene alignments, with similar patterns of model fit observed for all types of ncRNA. Of the different types of RNA model, the models that describe general base pair stability, rather than the precise identity of base pairs, tend to provide a better fit than other RNA models. The choice of model can have
a substantial effect on the tree estimate, with the greatest differences being between nucleotide and RNA models, but there is also substantial variation within the different types of RNA model.

5.2 Materials and methods

5.2.1 Substitution models

5.2.1.1 Definitions

In all of the models used in this chapter, changes between states are described by a time-reversible Markov process, with rate matrix $Q = \{q_{ij}\}$, where $q_{ij}$ is the substitution rate between states $i$ and $j$ (reviewed in Yang, 2006). The equilibrium frequency of states is denoted by $\pi = \{\pi_i\}$, where $\pi_i$ is the frequency of state $i$. The constraint of reversibility enforces $\pi_i q_{ij} = \pi_j q_{ji}$, and allows $Q$ to be represented as $q_{ij} = s_{ij} \pi_j$, where $S = \{s_{ij}\}$ is a symmetric matrix of exchangeability parameters ($s_{ij} = s_{ji}$), which describes the relative rate of change between $i$ and $j$. To calculate the likelihood of a model, $L$, requires the creation of a transition matrix from the instantaneous rate matrix by $P(t) = \{p_{ij}(t)\} = e^{Qt}$, which describes the probability of change between states $i$ and $j$ over a branch of length $t$. I use numerical superscripts to denote the dimension of a matrix and any values derived from that matrix; for example $Q^4 = \{q_{ij}^4\}$ denotes a 4-state instantaneous rate matrix.

5.2.1.2 Nucleotide and dinucleotide models

This study uses eighteen different parametrisations of $Q$ to define ‘foundation models’ of nucleotide and dinucleotide evolution, which are later combined to provide a range of substitution models describing RNA evolution. To describe the evolution of independent nucleotides I use two common 4-state foundation models: the HKY model (Hasegawa et al., 1985), and the general time-reversible (GTR) model (Lanave et al., 1984; Tavaré, 1986). Both nucleotide foundation models are always used in conjunction with $\Gamma$-distributed rates-across-sites, indicated by a ‘+$\Gamma$’ suffix (Yang, 1994b). To describe evolution in base pairs I examine a range of foundation models over two different state-spaces: 16-state foundation models describing substitutions between all possible base pairs, and 7-state foundation models describing substitutions between the six stable canonical base pairs (A:U, C:G, and G:U) and a mismatch state, which contains the ten other base pairs (A:C, A:G, C:U, A:A, C:C, G:G, and U:U). Following
the naming convention of Savill et al. (2001), I investigate nine 16-state dinucleotide foundation models (16A, 16B, 16C, 16D, 16E, 16F, 16I, 16J, and 16K) and seven 7-state dinucleotide foundation models (7A, 7B, 7C, 7D, 7E, 7F, and 7G). The original authorship of these models is provided by Savill et al. (2001), with the exception of 7G, which I propose here as a natural simplification of 7E and 7F. Under 7G the instantaneous rate matrix is defined as:

$$Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & MM \\
AU & * & \pi_{G:U} & 0 & 0 & 0 & 0 & \pi_{MM\alpha} \\
GU & \pi_{A:U} & * & \pi_{G:C} & 0 & 0 & 0 & \pi_{MM\alpha} \\
GC & 0 & \pi_{G:U} & * & 0 & 0 & 0 & \pi_{MM\alpha} \\
UA & 0 & 0 & 0 & * & \pi_{G:U} & 0 & \pi_{MM\alpha} \\
UG & 0 & 0 & 0 & \pi_{A:U} & * & \pi_{G:C} & \pi_{MM\alpha} \\
CG & 0 & 0 & 0 & 0 & \pi_{G:U} & * & \pi_{MM\alpha} \\
MM & \pi_{A:U} & \pi_{G:U} & \pi_{G:C} & \pi_{A:U} & \pi_{G:U} & \pi_{G:C} & * \\
\end{pmatrix}$$

(5.1)

where $\pi_{A:U} = \frac{\pi_{AU} + \pi_{UA}}{2}$, $\pi_{G:U} = \frac{\pi_{GU} + \pi_{UG}}{2}$, $\pi_{G:C} = \frac{\pi_{GC} + \pi_{CG}}{2}$, and $\pi_{MM}$ is the total frequency of the mismatch states. Note that I do not examine the early 6-state models, such as those proposed by Tillier and Collins (1995), because it seems unreasonable to recode unstable base pairs as missing data, rather than explicitly incorporate them into the model.

Figure 5.1 summarises the parameterisation of the 18 foundation models described above, and how they can be grouped into four classes depending on how they deal with paired bases. The first class (red), consisting of HKY+$\Gamma$ and GTR+$\Gamma$, ignores base-pairing and allows nucleotides to evolve independently. The remaining three classes are determined by how they describe the selective pressures acting on dinucleotides, primarily defined by the parametrisation of frequencies. The foundation models contained in the ‘All Pairs’ class (purple) consider changes between the 16 possible dinucleotides, allowing each dinucleotide, XY, to have its own equilibrium frequency, $\pi_{XY}$.
Figure 5.1: Summary of the parameterisation of 7-state and 16-state RNA and 4-state DNA models, and the relationships between them. The values below each model name are the number of frequency and exchangeability parameters, respectively. Double borders around models indicate that double substitutions are permitted. Arrows between models indicate nesting. Colouring indicates the groups of models defined in the text: DNA models (red); All Pairs (purple); Stable Pairs (green); Stable Sets (blue). The general 16-state model (dotted box) has too many parameters to be tractable, and is not included in this analysis. The 4-state and 16-state models are directly comparable. The 7-state models require a likelihood adjustment value to account for the mapping from 1 mismatch state to 10, which can use either equal frequencies (0 degrees of freedom) or empirical frequencies (9 d.f.).

The ‘Stable Pairs’ class has models with separate frequencies for each of the stable base pairs ($\pi_{AU}$, $\pi_{UA}$, $\pi_{CG}$, $\pi_{GC}$, $\pi_{GU}$, $\pi_{UG}$ ) and groups the 10 mismatch base pairs together into a single frequency parameter ($\pi_{MM}$). This restriction is simple in 7-state dinucleotide models because each state has its own frequency, whereas dinucleotide frequencies for the 10 mismatch states in 16C are defined as $\pi_{MM}/10$. Note that models 7B, 7F and 7G place the further restriction of strand symmetry, resulting in three frequencies for the stable base pairs ($\pi_{AU} = \pi_{UA}$, $\pi_{CG} = \pi_{GC}$, and $\pi_{GU} = \pi_{UG}$) and a single frequency describing mismatches ($\pi_{MM}$).

Finally, the ‘Stable Sets’ foundation models (blue) define their equilibrium frequencies based on the product of the individual nucleotide frequencies and two parameters describing the tendency for stable base pairs to occur ($\lambda$) and for wobble pairings to occur ($\phi$). The formulation of these models means that the instantaneous rate of change between dinucleotides for the Stable Sets is different to the other two classes (See Savill...
et al., 2001, for full details of all dinucleotide models). The instantaneous rate matrices for all dinucleotide models are given in Appendix C. As an alternative to mathematical formulations, Figure 5.2 shows graphical representations of some example substitution models with different numbers of states.

![Graphical representations of example substitution models with 4, 7, and 16 states.](image)

**Figure 5.2:** Graphical representations of example substitution models with 4, 7, and 16 states.

### 5.2.1.3 Modelling RNA evolution

The foundation models described above are combined to create RNA substitution models. The loop regions of the RNA are specified by the secondary structure associated with each alignment and may be modelled by either of the two nucleotide foundation models (HKY+Γ or GTR+Γ). The base-paired stems may be modelled by either of the 2 nucleotide foundation models, or by any of the 16 dinucleotide foundation models with or without Γ-distributed rates-across-sites, yielding \((2 + (2 \times 16) =) 34\) possible stem models. The different combinations of stem and loop foundation models produces \((2 \times 34 =) 68\) mixed models. A further two, non-mixed, models are also used, in which a single nucleotide model (HKY+Γ or GTR+Γ) is used, ignoring the loop and stem partitions. For models where the loops and stems are partitioned, a scaling factor, \(\mu\) describes the evolutionary rate of stems relative to that of loops. This scaling factor can then be used to calculate meaningful tree lengths in terms of expected number of substitutions per nucleotide from RNA models combining nucleotide and dinucleotide foundation models, tree length = \((Pr(\text{loop}) \times \text{nucleotide tree length}) + 2(Pr(\text{stem})) \times (\text{stem tree length})\).
\( \mu \times \) nucleotide tree length, where \( Pr(\text{loop}) \) and \( Pr(\text{stem}) \) are the relative proportions of the nucleotides in loops and stems, respectively, and the ‘2’ corrects for dinucleotide models being scaled to evolve at one substitution per dinucleotide per unit time.

### 5.2.2 Model comparison

To compare the different RNA substitution models I use the corrected version of Akaike’s Information Criterion (AICc: Akaike, 1974; Burnham and Anderson, 2002). An approximation to the sample size is computed by counting the characters in an alignment, treating each base pair as a single character in the case of RNA models, following the approach of Posada and Buckley (2004). Since it is not valid to compare likelihoods computed in different state-spaces, AICc values cannot be compared between the groups of 4-state DNA models, 7-state RNA models, and 16-state RNA models (Burnham and Anderson, 2002). Previous research has used sophisticated simulation schemes to compare models (e.g. Savill et al., 2001; Telford et al., 2005). Instead, I project 4-state and 7-state models to a 16-state space (Figure 5.3), which then permits valid likelihood comparisons. This technique has been previously described for transforming DNA, amino acid, and codon models into 64-state models (Whelan and Goldman, 2004; Seo and Kishino, 2008, 2009). In Chapter 4 I described the mapping between 7-state and 16-state models, and in the following section I demonstrate that any 4-state model is comparable to any 16-state model.

![Diagram](image)

**Figure 5.3:** Schematic of mapping from 4-state and 7-state models to 16-state space.
5.2.2.1 Comparing 4-state and 16-state models

Previous studies have shown that 4-state nucleotide models and 64-state codon models are directly comparable (Whelan and Goldman, 2004; Seo and Kishino, 2009). In order to show that 4-state nucleotide and 16-state dinucleotide models are directly comparable I follow closely the proof of Seo and Kishino (2009). A dinucleotide model in which one nucleotide is fixed is equivalent to a 4-state model for the unfixed nucleotide:

\[
q_{ij}^{16} = \begin{cases} 
0 & i_1 \neq j_1, i_2 \neq j_2 \\
q_{i_2 j_2}^{4} & i_1 = j_1, i_2 \neq j_2 \\
q_{i_1 j_1}^{4} & i_1 \neq j_1, i_2 = j_2 
\end{cases}
\] (5.2)

where \(i, j\) are dinucleotides, and \(i_1\) and \(i_2\) are the nucleotides at the first and second position of the dinucleotide, respectively. The diagonal entries of the matrix are defined by the constraint that the row sum is 0. The matrix \(Q^{16}\) derived from formula (5.2) can be decomposed into two matrices, \(Q^{16,1}\) and \(Q^{16,2}\), which describe the transition rates of the first and second nucleotide, respectively. These two matrices are commutative, so \(P^{16}(t) = e^{tQ^{16}} = e^{t(Q^{16,1}+Q^{16,2})} = e^{tQ^{16,1}}e^{tQ^{16,2}} = P^{16,1}(t)P^{16,2}(t)\).

The rows (or columns) of any \(Q\) matrix can be interchanged without affecting the validity of the matrix, allowing the rearrangement of the rows and columns of \(Q^{16,x}\) \((x \in \{1, 2\})\) to obtain ‘diagonal block’ matrices which have \(Q^{4}\) on the diagonal and zeroes elsewhere (left panel of Figure 5.3). The calculation of \(e^{tQ^{16,x}}\) is then equivalent to a diagonal block matrix with \(P^{4}(t)\) on the diagonals, and the rows and columns of \(P^{16,x}(t)\) can subsequently be rearranged to restore their original order. Finally, multiplying \(P^{16,1}(t)\) and \(P^{16,2}(t)\) gives the original matrix \(P^{16}(t)\) leading to:

\[
p^{16}_{ij}(t) = p^{4}_{i_1 j_1}(t) p^{4}_{i_2 j_2}(t)
\] (5.3)

Following the proof of equation 11 in the appendix of Seo and Kishino (2009), it is possible to derive \(L^{4} = L^{16}\) using my equation 5.3, and demonstrate that the likelihoods of 4-state and 16-state models are directly comparable.

5.2.2.2 Comparing 7-state and 16-state models

The likelihoods of 7-state and 16-state models cannot be directly compared, but it is relatively easy to calculate a likelihood correction value that corresponds to projecting
the 7-state model to 16-state space. Following the proof of a mapping between models with different state spaces in the previous chapter, I define the off-diagonal values of a 16-state matrix in terms of parameters from a 7-state matrix:

\[
q_{ij}^{16} = \begin{cases} 
    s^7_{ij}\pi_j & i \in C, j \in C \\
    s^7_{im}\pi_j & i \in C, j \notin C; \text{ or } i \notin C, j \in C \\
    \rho\pi_j & i \notin C, j \notin C
\end{cases}
\]  

(5.4)

where \(i, j\) are dinucleotides, \(C\) is the set of canonical dinucleotides, and \(m\) is the compound mismatch state in the 7-state model. The substitution rate between mismatches is undefined in the 7-state model, so in the 16-state model I define it in terms of the dinucleotide frequency, \(\pi_j\) and a new exchangeability parameter, \(\rho\), which describes the rate that mismatch dinucleotides substitute one another.

Following the work of Seo and Kishino (2008), it is possible to optimise \(\rho\), which would create a new class of RNA models that lie somewhere between 7-state and 16-state models. I do not investigate this possibility here, however, because the rate of change between mismatches is of limited interest and including it would introduce a large number of additional models to this analysis. Instead, I concentrate on making existing 7-state models comparable with 16-state models. I assume that \(\rho\) in equation (5.4) is infinite, so that the substitution rates between all mismatch states are identical, giving the following likelihood correction:

\[
L^{16} = L^7 \text{taxa}^{\text{length}} \prod \prod \frac{\pi_i}{\pi_m}
\]  

(5.5)

where \(\pi_i, i \notin C\) is the frequency of a specific mismatch dinucleotide, and \(\pi_m\) is the combined frequency of all mismatch dinucleotides. Projecting the single mismatch state of the 7-state models into ten distinct states means that each of the frequencies needs to be defined. I investigate this projection in two ways, by using empirical frequencies, and by assuming that all non-canonical dinucleotides are equally likely, so that \(\pi_i = \pi_m/10\). The former method introduces 9 additional parameters for the AICc calculations.
5.2.3 Implementation

For model comparisons I use a maximum likelihood (ML) approach on a fixed tree topology, with branch lengths and model parameters estimated from the data. To conduct tree search I use Bayesian MCMC analysis to obtain samples from the posterior distribution across all parameters, including trees, branch lengths, and model parameters. The results from the ML inference are used as the starting point for the MCMC, followed by 150,000 burn-in iterations. In total I perform 300,000 sampling iterations, with a sampling period of 100, yielding 3000 posterior samples. Under ML and Bayesian inference, the (di)nucleotide frequency estimates are obtained from empirical counts from the sequence data, with no subsequent optimisation.

5.2.3.1 Modifications to the PHASE software

Phylogenetic analyses are performed with a modified version of the PHASE 2.0 software package (Hudelot et al., 2003; Telford et al., 2005; Gowri-Shankar and Rattray, 2007), which I will refer to as version 2.1, although note that this is not (yet) a version that has been sanctioned by the original authors. PHASE 2.1 consists of improvements to the stability of the programs when using relatively short alignments and/or highly parametrised models, and some new functionality in the maximum likelihood programs (mlphase and optimizer).

The proof in Chapter 4 requires the use of empirical (di)nucleotide frequencies, but PHASE 2.0 lacks this functionality for ML inference, so I implemented this as an optional calculation. With short alignments or with models with many parameters, PHASE 2.0 can perform unreliably and crash, due to problems with the optimisation which are resolved in version 2.1. This version also automatically calculates the likelihood correction described in the previous section, to enable quick and easy comparison between the models across state space. Model selection is further simplified by the inclusion in PHASE 2.1 of a Perl script that automatically applies a range of models and calculates AIC values, given an alignment, a structure and a tree. The changes in PHASE 2.1 are detailed in Appendix D.

This unofficial version 2.1 of Phase is freely available at http://www.monkeyshines.co.uk/phase.
5.2.4 Genomic alignments of RNA genes

The flanking regions are removed from the genomic alignments generated in Chapter 2, and are analysed with each RNA model. For each sequence in the alignments, if one base from a pair (as indicated by the associated secondary structure) is a gap character, then I change the other base to be a gap too, and if this introduces columns that consist entirely of gap characters then these are removed. The model selection analysis requires a fixed phylogenetic tree, and I use the neighbour-joining tree generated in Chapter 2, under the assumption that this a reasonable estimate of the evolutionary relationships between the sequences.

5.3 Results

5.3.1 RNA models describe evolution better than DNA models

The results for the three different alignment sets, EPO-12, EPO-35 and MultiZ, show the same patterns, so I will focus on the EPO-35 results, since this is the largest dataset. Table 5.1 shows the best fitting model for the 287 RNA gene alignments in the EPO-35 dataset. Almost all alignments (98%) are best described by an RNA model that explicitly describes dinucleotide evolution in the stem region. Two models best describe evolution in half of the alignments, the simplest Stable Pairs model, 7G, and the most complex Stable Sets model, 16D. The 7G model is, in fact, the simplest of all the RNA models (Figure 5.1), with only 4 free parameters (equation 5.1), and tends to be selected in the most conserved alignments. The rarely selected HKY model has the same number of parameters as 7G, and this suggests that even when there are relatively few changes observed in an alignment, an RNA model provides a better description than a DNA model.
Table 5.1: Number of models with ΔAICc = 0.

<table>
<thead>
<tr>
<th>Model Class</th>
<th>Loop Model</th>
<th></th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stem Model</td>
<td>HKY+Γ</td>
<td>GTR+Γ</td>
<td></td>
</tr>
<tr>
<td>DNA</td>
<td>One DNA model</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Two DNA models</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stable Pairs</td>
<td>16C</td>
<td>18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>7C</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7E</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>7F</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7G</td>
<td>58</td>
<td>9</td>
</tr>
<tr>
<td>Stable Sets</td>
<td>16D</td>
<td>93</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>16E</td>
<td>33</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>16F</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>All Pairs</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>234</td>
<td>53</td>
<td>287</td>
</tr>
</tbody>
</table>

In the few cases where a DNA model is selected, it is always a single model covering loop and stem, rather than a model partitioned for stems and loops. In the 281 alignments where an RNA model is chosen, the loop regions are best described by the simpler HKY+Γ, rather than GTR+Γ, in 234 (83%) alignments. The best-fit RNA models rarely include rates-across-sites heterogeneity, with only 14% of alignments using ‘+Γ’ dinucleotide models, suggesting that all base pairs in a stem tend to evolve at a similar rate. This observation notably contrasts with the tendency for nucleotide (Arbiza et al., 2011) and amino acid (Goldman and Whelan, 2002) alignments to require spatial rate heterogeneity.
Figure 5.4: Distribution of AICc values relative to the best fit model (ΔAICc). The best fit model is not included in the plot. The x-axis is truncated at 150 for clarity.

Simply examining the best-fit model may be misleading, because when there are several similarly fitting models small differences in the likelihood may lead to different models being chosen. Figure 5.4 shows the distribution of AICc values for each class relative to the best model. In cases where the Stable Sets models are not selected as the best models, their AICc values tend to be very close to the best fitting model, suggesting that they consistently provide a good fit to the data even if they are not the absolute best model. The Stable Pairs class is much more inconsistent; in some cases it fits well, but in others it fits very poorly. Although 7G is often chosen as the best fit model, in the remaining cases it does not fit as well as the Stable Sets models, especially 16D, which is the first or second choice model for 242 (85%) RNA gene alignments.

The parameter estimates obtained from the dinucleotide foundation models provide some insight into RNA function and evolution. The empirical frequency of Watson-Crick base pairs is 80%, with the remaining base pairs consisting primarily of wobble base pairs (13%) and a smaller proportion of mismatches (7%). These frequency estimates are used directly by the Stable Pairs models, and the strong preference for 16D over other models demonstrates the overwhelming importance of differentiating Watson-Crick and wobble base pairs from each other and the mismatch base pairs, via the $\lambda$ and $\phi$ parameters.
The frequency estimates and the best-fit models both demonstrate, as expected, that there is consistent and strong evidence for stable stems, and that wobble pair-pairing is a viable intermediate during RNA evolution. Although mismatches do occur, albeit relatively infrequently, the very low frequency (1%) with which All Pairs models are chosen suggests that the exact identity of mismatches when they occur is unimportant. Examining the relative rate of per nucleotide substitution in loops and stems, just under half of the RNA genes (49%) have a faster rate in stems than in loops; in many cases the difference is small, but 21% of the RNA genes have a stem rate over twice that of the loop rate.

5.3.2 Factors determining model choice

The type of RNA gene has some affect on model choice (Table 5.2), but in cases where there is more than one example of an RNA type, no single class of models is exclusively chosen. Rather than having a direct relationship with the type of RNA gene, model choice is related to the amount of structural and evolutionary information available. In the few cases where they are selected, the DNA models mostly describe evolution in snoRNA that have relatively few base pairs.

Table 5.2: Best-fit models for EPO-35 alignments, classified by RNA type. The ‘Other’ type is a heterogeneous mixture of molecules such as cis-regulatory elements and selenocysteine insertion sequences that do not naturally fit into other groups.

<table>
<thead>
<tr>
<th>RNA Type</th>
<th>DNA</th>
<th>Stable Pairs</th>
<th>Stable Sets</th>
<th>All Pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long ncRNA</td>
<td>0</td>
<td>9</td>
<td>15</td>
<td>0</td>
</tr>
<tr>
<td>microRNA</td>
<td>0</td>
<td>33</td>
<td>71</td>
<td>2</td>
</tr>
<tr>
<td>Ribosomal</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>RNase P</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>scaRNA</td>
<td>0</td>
<td>2</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>snoRNA</td>
<td>4</td>
<td>52</td>
<td>62</td>
<td>1</td>
</tr>
<tr>
<td>Spliceosomal</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tRNA</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Vault</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>4</td>
<td>16</td>
<td>0</td>
</tr>
</tbody>
</table>
The \textit{Stable Pairs} models are selected most often when fewer evolutionary events are detectable in the data; as greater numbers of substitutions are inferred, on larger numbers of paired bases, the \textit{Stable Sets} models tend to dominate (Figure 5.5). Factors such as GC content (Figure 5.5) and the number of gaps in an alignment (data not shown) do not lead to a preference for one category of model over another.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.5.png}
\caption{Factors affecting model choice, for the \textit{Stable Pairs} and \textit{Stable Sets} models: GC content; percentage of paired bases; and inferred tree length, where tree length is the sum of the individual branch lengths under the best-fit model.}
\end{figure}

\subsection{5.3.3 Model choice affects tree inference}

To study the effect of model choice on tree inference, I use Bayesian inference to estimate a tree under each model, for each of the RNA gene alignments. An MCMC sampling approach recovers a set of 3000 sampled tree topologies for each model and alignment. The mean overlap of sampled trees from different models indicates the similarity between the trees inferred by different models, and varies substantially between models (Figure 5.6). Some models, such as the more parameter-rich 7-state models, tend to produce trees which are different from all of the other models.

Evaluating the overlap of sampled trees demonstrates that tree estimates are different, but does not indicate how different the trees are. To measure absolute topological difference I calculated the mean Robinson-Foulds (RF) distance (Robinson and Foulds, 1981) between sampled trees, averaged across all of the alignments and normalised to account for different numbers of taxa. The results from this analysis mirror those from the overlap (Figure 5.6), with greater distances for those models with the lowest mean overlap.

It is surprising that the inferred tree is often quite different from the species tree that is distributed with the EPO-35 alignments, so I use the AU-test (Shimodaira, 2002), a less conservative version of the SH-test (Shimodaira and Hasegawa, 1999), to evaluate
whether the trees are significantly different. For 124 (43%) of the EPO-35 alignments the consensus tree from the Bayesian analysis, for the best-fit model from the ML analysis, is significantly different from the species tree. This result could indicate that the RNA gene alignments contain paralogs rather than orthologs, despite my efforts to avoid them in Chapter 2.

In the cases where RNA genes are within protein-coding genes, it is useful to examine the protein-coding regions for evidence of paralogs. I retrieve the nucleotide sequences of the protein coding regions from the EPO-35 alignments with the Ensembl Perl API, then infer trees under a GTR+Γ model, using PhyML 3.0 (Guindon et al., 2010). Of the 124 RNA gene alignments in which inferred and species trees are significantly different, 65 are within protein-coding genes, and in 11 of these cases the inferred protein-coding tree is also significantly different from the species tree, which could be due to either the presence of paralogs or misalignment. This is encouraging in that the RNA gene alignments show relatively little evidence of paralogy or misalignment, but the issue of significantly different trees remains unresolved.

The occurrence of significantly different trees does not correlate with any alignment properties, such as conservation, RNA type, or RNA length, and in most of these cases (73%), trees inferred under a DNA model are also significantly different from the species tree. Since it is unlikely that so many RNA genes have evolutionary histories different from the species tree, it may be that existing RNA models, while generally better than DNA models, still fail to correctly interpret some signals of evolution in RNA genes (Letsch et al., 2010).
Figure 5.6: Effect of model choice on tree inference. Rows and columns in the heatmap represent different models. Data is shown for HKY loop models and `-Γ` dinucleotide models. Within a class, the models are listed in an order that approximates decreasing model complexity, from left to right (top to bottom). The lower-left triangle shows the mean overlap between the 3000 sampled trees from each MCMC tree search. The upper-right triangle shows the mean Robinson-Foulds (RF) distance between sampled trees, normalised by the number of branches in the tree so that alignments with different numbers of taxa are comparable. The trees are compared to the EPO-35 species tree, and a neighbour-joining BIONJ tree.

5.4 Discussion

A range of RNA models have been proposed by others (collated in Savill et al., 2001), and in this chapter I propose a further model at the bottom of the hierarchy of 7-state models, 7G, as a natural combination of two existing models. The 7G model
is selected as the best-fit for many RNA gene alignments, and the small number of parameters in the model seem suited to describe relatively well-conserved alignments. It is noteworthy that the HKY model has the same number of parameters, but is almost never selected as the best-fit model, indicating that even when there are few observable changes, models that describe RNA-specific evolutionary processes are useful.

I define a classification of RNA models into three groups, according to how they model RNA evolution, and the theoretical differences in these classes are borne out by the different performance of the classes. The All Pairs models, which account for changes between all possible dinucleotides, are rarely chosen as the best-fit models. In part, this may be due to the composition of the test dataset of alignments, which is dominated by relatively short, well-conserved RNA genes. However, even in longer RNA genes these models do not describe RNA evolution well, which may be because the number of parameters required to model all of the non-canonical base pairs is disproportionate to their occurrence (~7%) in the RNA gene alignments.

The Stable Pairs models are chosen for approximately a third of the RNA gene alignments, and of the eight models in this group, 7G and 16C are predominant. These tend to be selected for the most conserved of the alignments, and the Stable Pairs models, and 7G in particular, are poor descriptions of evolution in RNA genes when they are not the best fitting model. This suggests that these models do not describe evolutionary events that are observable in RNA genes in general. It is not necessarily true that there should be general RNA evolutionary processes across all RNA genes, but I find that this does seem to be the case for Stable Sets models.

The models in the Stable Sets group, particularly the most general model in the group (16D), describe RNA evolution very well in most of the RNA gene alignments, even when not the absolute best-fit model. These models use the nucleotide, rather than dinucleotide, frequencies, and have parameters to describe the propensity for changes between Watson-Crick, wobble, and non-canonical base pairs. These models are perhaps the best at describing the multiple sources of constraint that potentially act on RNA genes. For example, the nucleotide frequencies might reflect the functional constraint on one arm of a microRNA precursor, with the propensity parameters describing the maintenance of the paired bases on the other arm.

Previous studies often reported that the most general models (either 7A or 16A) were the best descriptions of RNA evolution, and in particular that allowing double substitutions was important (Tillier and Collins, 1998; Higgs, 2000; Savill et al., 2001),
in contrast to my results. This difference is likely due to differences in the datasets examined; previous analyses primarily used single rRNA alignments, and the mode of evolution in rRNA may well be atypical of RNA genes, because of its length and unique function. With a different dataset, with longer RNA genes and greater divergence, models that permit double substitutions may indeed be preferred, and this highlights the necessity of RNA model selection and the usefulness of the approach I demonstrate for comparing models across state space.

I do not examine the effect of using mixed models of loop and stem evolution, and it may be the case that the analysis of loops can mislead phylogenetic inference (Letsch et al., 2010; Letsch and Kjer, 2011). These effects may underlie the results I describe in which the inferred tree differs from the established species tree. However, PHASE is currently unable to analyse only the stem regions of an RNA gene, and must also analyse the loop regions as part of a mixed model; given the potential problems with inference of loop regions, this ability would be a useful addition to PHASE. (This modification, although easy to state, is actually quite involved, because the current PHASE code relies quite heavily on using mixed model for RNA analysis.) It is also possible that although I use a variety of models to describe evolution in stems, none appropriately describe the evolution in some cases, and model misspecification can be problematic for phylogenetic inference. The model selection approach I describe allows for the evaluation of new models of evolution in stems, and adding these models to PHASE is possible but not simple, and this is another area of potential improvement for the software.

To perform phylogenetic analysis and model selection with RNA models it is necessary to partition an alignment, in order to appropriately apply nucleotide and dinucleotide models to the loops and stems, respectively, and thus a structure is required for use with an RNA model. So, if a structure is unavailable then an RNA model cannot be used for phylogenetic inference. This may not be a problem in practice, however, as structures can often be derived from homologous sequences with a known structure, or can be estimated by one of the many prediction methods. In a similar manner, to conduct model selection in a maximum likelihood framework a tree is required, which is problematic if one’s goal is to infer a tree with an RNA model. However, a model can be chosen with a neighbour-joining tree, say, and then that model can then be used for a subsequent tree search.

The tree inference results that I report must be treated with caution, given the significant difference between many of the inferred trees and the species tree. Nonetheless,
there are clear differences between the trees inferred under different models, and it is interesting to note that the overlap between the DNA and *Stable Sets* models is relatively high. This suggests that the *Stable Sets* class, has more in common with the DNA models than the other RNA models, due to the incorporation of nucleotide, rather than dinucleotide, frequencies.
Chapter 6

Conclusions

In this thesis I set out to take a phylogenetic approach to improve our understanding of the evolution of RNA genes, and consequently the structure and function of ncRNA molecules. The first stage of any project is to evaluate whether a suitable dataset for analysis exists, or must be created. As has been concluded by others (Bateman et al., 2011), there is no comprehensive resource for RNA data, and I found it necessary to generate alignments of RNA genes from existing genomic alignments. I chose this approach because it provides evolutionary, rather than structural, alignments (Kemena and Notredame, 2009), and allows for the analysis of genomic context, which is particularly important with RNA genes. RNA genes may be located near protein-coding genes, whose evolutionary signal must be distinguished from that of the RNA gene.

There are two publicly available sets of mammalian genomic alignments, the EPO and MultiZ datasets, and while the latter is widely used I found it much easier to work with the more recently developed EPO alignments. In programming terms, it is straightforward to extract up-to-date genome sequences from the EPO alignments with the Ensembl Perl API, and the longer block size negates the problem of how to join short blocks in MultiZ alignments. It was my original intention to base my analyses on the ‘high-coverage’ EPO-12 dataset, but it was a pleasant surprise to find that, after the same filtering steps that are required for the EPO-12 alignments, the larger EPO-35 dataset is of comparable quality. Clearly, the additional evolutionary information this represents is a boon for phylogenetic methods.

To generate and visualise alignments of RNA genes I developed the MARMOSET pipeline, as per the objective in section 1.5, and I believe that the creation of such alignments of RNA genes will be of use to others. If one wishes to perform phylogenetic analyses similar to those I conducted, the pipeline can take advantage of increasing
numbers of known RNA genes and genome sequences. The MARMOSET pipeline can also be used to generate alignments with a range of different properties, suitable for addressing a range of bioinformatic and biological questions. For example, if the alignments do not undergo any filtering steps, they can be used to generate datasets from different methods of genome alignment, such that the differences between alignment methods can be evaluated. Another interesting application might be the study of the gain and loss of RNA genes, to which genome alignments are particularly suited because flanking regions will be aligned. The strict filters I applied in Chapter 2 with respect to long insertions and gaps were designed to eliminate examples of gene gain and loss, as an unwanted complication for subsequent analyses, but the occasional example still crept in, as shown in Figure 2.4c.

I used the datasets of RNA gene alignments to evaluate de novo RNA gene prediction with RNAz and EvoFold because these programs had not previously been examined on a large positive set of known RNA genes; in addition, EvoFold had not been tested with an appropriately randomised negative dataset. It is interesting that the two programs, each reflecting a different methodology, detect similar true positives and dissimilar false positives, although the relatively poor performance of EvoFold, as an explicitly evolutionary approach, is somewhat disheartening. Other phylo-grammars have been shown to perform better than EvoFold (Bradley et al., 2009b), but not to such a degree that I would expect a significant improvement for the RNA gene alignments in my study. EvoFold does use a relatively complex, 16-state, model of RNA evolution, and was trained on what is now a relatively old RNA dataset, such is the expansion of our knowledge about ncRNA; so an interesting future project might be to compare the performance of modified versions of EvoFold that use models from the different classes I describe in Chapter 5. My analysis of RNA gene prediction highlights an area where better knowledge of ncRNA evolution could be informative, and is thus complementary to the main objective of this work, the ability to evaluate DNA and RNA substitution models of evolution.

Until now, it has not been possible to conduct formal model selection with DNA and RNA models, so despite several papers indicating that RNA models better describe evolution in RNA genes than DNA models, it seems that researchers are unsure of the benefits when inferring species phylogenies with rRNA data, and still tend to use DNA models. There is a relatively large overlap between the trees inferred under DNA models and the best (Stable Sets) RNA models, so it is unlikely that these researchers have generated grossly incorrect trees (which I am sure would have been noticed anyway),
but certainly one would expect improvements in branch length or reliability by using models which better fit the data. I hope that the theory I developed to compare models across state space encourages the use of more appropriate models for phylogenetic inference of RNA genes. To aid this process, and corresponding to one of the objectives in section 1.5, the PHASE software has been modified to be more robust and includes a user-friendly Perl script to perform model selection with DNA and RNA models.

Two further objectives were to demonstrate, with a large number of alignments, that model selection with DNA and RNA models was useful (that is, to show that RNA models would sometimes fit the data better than DNA models); and, to examine the ability of different RNA models to describe evolution in RNA genes. The results showed an overwhelming preference for RNA models, in agreement with earlier work that studied rRNA alignments, and also suggested that certain types of model are more able to capture the patterns of ncRNA evolution than others. Although I used a relatively large set of alignments, its composition was skewed towards smaller genes such as miRNA and snoRNA, so the performance of the models may differ with a different set of data. This is to be expected, and is an important reason for performing rigorous model selection, enabled by my work on comparing models across state-space.

The ability to compare models with different numbers of states has applications beyond model selection for RNA data. For protein-coding genes, it enables the evaluation of whether data is best described at the nucleotide, amino acid, or codon level; this has been examined in the papers by Seo and Kishino (2008; 2009), but seems largely to have gone unnoticed by the research community, perhaps because of a lack of software for automating model selection, such as the popular jModelTest (Posada, 2008).

The proof in Chapter 4 also enables the evaluation of new types of evolutionary substitution model that recode alignments in a manner that is hypothesized to be biologically relevant, such as grouping amino acids based on physicochemical properties. Such models are not new, but being able to compare their performance, to each other and to existing models, might encourage the development of models that attempt to describe evolutionary patterns in a more nuanced and complex manner.

My intention with this work was to contribute to a better understanding of RNA gene evolution, and to create useful and reusable software for other researchers that share this aim. I have shown the usefulness of generating RNA gene alignments from genomic datasets, and I think the information in flanking sequences is particularly valuable for analysis of RNA genes. The ability to compare models of DNA and
RNA evolution in a standard framework, without the need for complicated simulations, removes a significant barrier to the phylogenetic inference of RNA genes with appropriate models. My results show that a single RNA model (16D) is the best (or a close second-best) fit for many RNA gene alignments, and the selection of this model is particularly interesting because it includes elements of both nucleotide and dinucleotide evolution, and thus may be capturing some of the complex sequence-level and structural-level constraints that exist in RNA genes. I believe that this represents a step towards more biologically-realistic, and useful, models of RNA evolution, that will enhance our knowledge of ncRNA and its variety of important biological roles.
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Appendix A

Mapping eigenvalues from compound to distinct models

Equation 4.11 in Chapter 4 expresses the eigenvalues of distinct-state matrices in terms of parameters from compound-state matrices and their eigenvalues. The derivation of these equations can be demonstrated for a small example, and extension to larger matrices can be inferred because eigendecomposition of larger matrices is an iterative process, and because the matrix $Q_D$ is inherently symmetrical by definition.

Let there be two compound states $c_1$ and $c_2$, with associated distinct states $d_{1,1}, d_{1,2},$ and $d_{2,1}$. The rate matrices for the compound and distinct models are (from equations 4.1 and 4.2), respectively:

$$Q_C = \begin{pmatrix} -s \pi_2 & s \pi_2 \\ s \pi_1 & -s \pi_1 \end{pmatrix}$$

and

$$Q_D = \begin{pmatrix} -\rho \pi_{d_{1,2}} - s \pi_{c_2} & \rho \pi_{d_{1,2}} & s \pi_{c_2} \\ \rho \pi_{d_{1,1}} & -\rho \pi_{d_{1,1}} - s \pi_{c_2} & s \pi_{c_2} \\ s \pi_{d_{1,1}} & s \pi_{d_{1,2}} & -s \pi_{c_1} \end{pmatrix}$$

where $s = s_{c_1c_2}$ and $\rho = \rho_1$ in order to eliminate redundant notation. The eigenvalues
of $Q_C$ are:

$$\lambda_1 = -s, \; \lambda_2 = 0$$

The characteristic polynomial of $Q_D$, derived by multiplying the matrix by $-\mu I$ (where $I$ is the identity matrix) and calculating the determinant gives a cubic equation in $\mu$:

$$(-\rho \pi_{d_{1,2}} - s \pi_{c_2} - \mu)(-\rho \pi_{d_{1,1}} - s \pi_{c_2} - \mu)(-s \pi_{c_1} - \mu) +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$\rho s^2 \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_2} +$$

$$(\rho^2 \pi_{d_{1,1}} \pi_{d_{1,2}} + \rho s \pi_{d_{1,1}} \pi_{c_2} + \mu \rho \pi_{d_{1,1}})(-s \pi_{c_1} - \mu) +$$

$$(\rho s \pi_{d_{1,2}} \pi_{c_2} + s^2 \pi_{c_2} \pi_{c_2} + \mu s \pi_{c_2})(-s \pi_{c_1} - \mu) +$$

$$(\mu \rho \pi_{d_{1,2}} + \mu s \pi_{c_2} + \mu^2)(-s \pi_{c_1} - \mu) +$$

$$\mu(\rho^2 \pi_{d_{1,1}} \pi_{d_{1,2}} + s^2 \pi_{c_1} \pi_{c_2}) +$$

$$\rho^2 s \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_1} + \rho s^2 \pi_{c_1} \pi_{c_1} \pi_{c_2} +$$

$$s^3 \pi_{c_1} \pi_{c_2} \pi_{c_2} =$$

$$-\mu^3 +$$

$$-\mu^2 (\rho \pi_{c_1} + s \pi_{c_2} + s) +$$

$$-\mu (\rho^2 \pi_{d_{1,1}} \pi_{d_{1,2}} + \rho s \pi_{c_1} + s^2 \pi_{c_2} + s^2 \pi_{c_1} \pi_{c_2}) +$$

$$-(\rho^2 s \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_1} + \rho s^2 \pi_{c_1} \pi_{c_1} \pi_{c_2} + s^3 \pi_{c_1} \pi_{c_2} \pi_{c_2}) +$$

$$\mu(\rho^2 \pi_{d_{1,1}} \pi_{d_{1,2}} + s^2 \pi_{c_1} \pi_{c_2}) +$$

$$\rho^2 s \pi_{d_{1,1}} \pi_{d_{1,2}} \pi_{c_1} + \rho s^2 \pi_{c_1} \pi_{c_1} \pi_{c_2} +$$

$$s^3 \pi_{c_1} \pi_{c_2} \pi_{c_2} =$$

$$-\mu^3 +$$

$$-\mu^2 (\rho \pi_{c_1} + s \pi_{c_2} + s) +$$

$$-\mu (\rho s \pi_{c_1} + s^2 \pi_{c_2})$$
Note that the terms of this equation are all parameters of the compound model, plus the within-group rate $\rho$. This arises because some of the terms with distinct model frequencies in the determinant calculation cancel out, and rearrangement and factorisation allows distinct frequencies to be replaced by compound model frequencies. The eigenvalues of $Q_D$ can thus be expressed in terms of the eigenvalues and parameters of $Q_C$, as in Equation 4.11:

$$
\mu_1 = \lambda_1 = -s, \quad \mu_2 = q_{c_1 c_1} - \rho \pi_{c_1} = -\rho \pi_{c_1} + s \pi_{c_2}, \quad \mu_3 = \lambda_2 = 0
$$
Appendix B

Example of calculations for the RY model

The RY model is a two-state model in nucleotides are classified as purines (‘R’) or pyrimidines (‘Y’), and can be defined as a model with two compound states $c_1 = R$ and $c_2 = Y$, with associated distinct states $d_{1,1} = A, d_{1,2} = G, d_{2,1} = C$, and $d_{2,2} = T$. The rate matrices for the compound and distinct models are (from equations 4.1 and 4.2 in Chapter 4), respectively:

$$Q_C = \begin{pmatrix} -s\pi_Y & s\pi_Y \\ s\pi_R & -s\pi_R \end{pmatrix}$$

and

$$Q_D = \begin{pmatrix} -\rho_R\pi_G - s\pi_Y & \rho_R\pi_G & s\pi_C & s\pi_T \\ \rho_R\pi_A & -\rho_R\pi_A - s\pi_Y & s\pi_C & s\pi_T \\ s\pi_A & s\pi_G & -\rho_Y\pi_T - s\pi_R & \rho_Y\pi_T \\ s\pi_A & s\pi_G & \rho_Y\pi_C & -\rho_Y\pi_C - s\pi_R \end{pmatrix}$$

where $s = s_{RY}$ in order to eliminate redundant notation. The eigenvalues and eigenvectors of $Q_C$ are:

$$\lambda_1 = -s, \ \lambda_2 = 0$$

and $u_1 = \begin{pmatrix} 1 \\ \frac{s\pi_R}{s\pi_Y} \end{pmatrix}$, $u_2 = \begin{pmatrix} 1 \\ 1 \end{pmatrix}$
and the corresponding $V_C$ values are:

$$v_1 = \begin{pmatrix} \pi_Y \\ \pi_R \end{pmatrix}, \quad v_2 = \begin{pmatrix} -\pi_Y \\ \pi_Y \end{pmatrix}$$

It is possible, albeit rather long-winded, to analytically calculate the eigenvalues of $Q_D$. This is done by multiplying the matrix by $-\mu I$, where $I$ is the identity matrix, and calculating the determinant to get a quartic equation in $\mu$:

$$\mu^4 + (2s + \rho_R \pi_R + \rho_Y \pi_Y)\mu^3 +$$

$$(s^2(1 + \pi_R \pi_Y) + s\rho_R \pi_R (1 + \pi_R) + s\rho_Y \pi_Y (1 + \pi_Y) + \rho_R \rho_Y \pi_R \pi_Y)\mu^2 +$$

$$(s^3 \pi_R \pi_Y + s^2 \rho_R \pi_R \pi_R + s^2 \rho_Y \pi_Y \pi_Y + s \rho_R \rho_Y \pi_R \pi_Y)\mu$$

Note that the terms of this equation are all parameters of the compound model, plus the within-group rates. This comes about because many of the terms with distinct model frequencies in the determinant calculation cancel out, and rearrangement and factorisation allows the sum of distinct frequencies to be replaced by the pertinent compound state frequency. The eigenvalues of $Q_D$ are:

$$\mu_1 = -s, \quad \mu_2 = -s\pi_Y - \rho_R \pi_R, \quad \mu_3 = 0, \quad \mu_4 = -s\pi_R - \rho_Y \pi_Y$$

which corresponds to equation 4.11. The eigenvectors are:

$$u_1 = \begin{pmatrix} 1 \\ 1 \\ \frac{-\pi_R}{\pi_Y} \\ \frac{-\pi_R}{\pi_Y} \end{pmatrix}, \quad u_2 = \begin{pmatrix} \frac{-\pi_Y}{\pi_R} \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad u_3 = \begin{pmatrix} 1 \\ 1 \\ 1 \\ 1 \end{pmatrix}, \quad u_4 = \begin{pmatrix} 0 \\ 0 \\ \frac{-\pi_Y}{\pi_C} \\ 1 \end{pmatrix}$$

and the corresponding $V_D$ values are:
\[
\begin{align*}
\mathbf{v}_1 &= \begin{pmatrix}
\pi_Y \pi_A \\
-\pi_A \\
\pi_A \\
0
\end{pmatrix},
\mathbf{v}_2 &= \begin{pmatrix}
\pi_Y \pi_G \\
1 - \pi_G \\
\pi_G \\
0
\end{pmatrix},
\mathbf{v}_3 &= \begin{pmatrix}
-\pi_C \\
0 \\
\pi_C \\
-\frac{\pi_C}{\pi_Y}
\end{pmatrix},
\mathbf{v}_4 &= \begin{pmatrix}
-\pi_T \\
0 \\
\pi_T \\
1 - \frac{\pi_T}{\pi_Y}
\end{pmatrix}
\end{align*}
\]

These results can be used to calculate the matrix exponential of \( \mathbf{Q}_D \), and thus a transition probability matrix, consistent with equation 4.18:

\[
\mathbf{P}_D(t) = \begin{pmatrix}
\frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} + \frac{\pi_R}{\pi_R} & \frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} \\
\frac{\pi_R}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} \\
\frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} \\
\frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t}
\end{pmatrix}
\]

If the \( \rho_i \) are considered to be ‘saturated’, and effectively infinite, a four-state equivalent of the RY model can be expressed, enabling direct comparison with standard nucleotide models:

\[
\mathbf{P}_D(t) = \begin{pmatrix}
\frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} + \frac{\pi_R}{\pi_R} & \frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} \\
\frac{\pi_R}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_G}{\pi_R} e^{(q_{RR} - p_R \pi_R)t} & \frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} \\
\frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} \\
\frac{\pi_R}{\pi_R} & \frac{\pi_R}{\pi_R} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t} & \frac{\pi_C}{\pi_R} e^{(q_{YY} - p_Y \pi_Y)t}
\end{pmatrix}
\]

And the likelihood calculated with the two-state RY model can be corrected with the following, from equation 4.20:

\[
L_D = L_C \prod_{i=1}^T \prod_{j=1}^l \frac{\pi_{d_{ij}}}{\pi_{c_{ij}}}
\]

for an alignment of \( T \) taxa and of length \( l \), where \( d_{ij} \) is the nucleotide in the \( i \)th taxon at the \( j \)th site, and \( c_{ij} \) is the purine/pyrimidine state.
Appendix C

Dinucleotide model definitions

The following model definitions are adapted from the PHASE manual (http://tinyurl.com/phase-manual) and Savill et al. (2001). Equilibrium frequencies are indicated by $\pi_i$ and exchangeability parameters by $\alpha_j$. The 16D, 16E and 16F models include two parameters describing the tendency toward stable base pairs ($\lambda$) and toward wobble base pairs ($\phi$).
Table C.1: Model 7A

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & MM \\
AU & * & \pi_{GU} & \pi_{GC} & \pi_{UA} & \pi_{UG} & \pi_{CG} & \pi_{MM} \\
GU & \pi_{AU} & * & \pi_{GU} & \pi_{UA} & \pi_{UG} & \pi_{CG} & \pi_{MM} \\
GC & \pi_{AU} & \pi_{GU} & * & \pi_{UA} & \pi_{UG} & \pi_{CG} & \pi_{MM} \\
UA & \pi_{AU} & \pi_{GU} & \pi_{GC} & \pi_{UA} & * & \pi_{UG} & \pi_{MM} \\
UG & \pi_{AU} & \pi_{GU} & \pi_{GC} & \pi_{UA} & \pi_{UG} & * & \pi_{MM} \\
CG & \pi_{AU} & \pi_{GU} & \pi_{GC} & \pi_{UA} & \pi_{UG} & \pi_{CG} & * \\
MM & \pi_{AU} & \pi_{GU} & \pi_{GC} & \pi_{UA} & \pi_{UG} & \pi_{CG} & * \\
\end{pmatrix}
\]
Table C.2: Model 7B

\[
Q = \begin{pmatrix}
  AN & GU & GC & UA & UG & CG & MM \\
  AU & * & \frac{\pi_{GU+UG}}{2} \alpha_1 & \frac{\pi_{GC+CG}}{2} & \frac{\pi_{MU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_3 & \frac{\pi_{GC+CG}}{2} \alpha_4 & \pi_{MM} \alpha_5 \\
  GU & \frac{\pi_{MU+UA}}{2} \alpha_1 & * & \frac{\pi_{GC+CG}}{2} \alpha_6 & \frac{\pi_{MU+UA}}{2} \alpha_7 & \frac{\pi_{GU+UG}}{2} \alpha_8 & \frac{\pi_{GC+CG}}{2} \alpha_9 & \pi_{MM} \alpha_{10} \\
  GC & \frac{\pi_{MU+UA}}{2} \alpha_6 & \frac{\pi_{GU+UG}}{2} \alpha_6 & * & \frac{\pi_{AU+UA}}{2} \alpha_{11} & \frac{\pi_{GU+UG}}{2} \alpha_{12} & \frac{\pi_{GC+CG}}{2} \alpha_{13} & \pi_{MM} \alpha_{14} \\
  UA & \frac{\pi_{MU+UA}}{2} \alpha_7 & \frac{\pi_{GU+UG}}{2} \alpha_7 & \frac{\pi_{GC+CG}}{2} \alpha_{11} & * & \frac{\pi_{GU+UG}}{2} \alpha_{15} & \frac{\pi_{GC+CG}}{2} \alpha_{16} & \pi_{MM} \alpha_{17} \\
  UG & \frac{\pi_{MU+UA}}{2} \alpha_8 & \frac{\pi_{GU+UG}}{2} \alpha_8 & \frac{\pi_{GC+CG}}{2} \alpha_{12} & \frac{\pi_{AU+UA}}{2} \alpha_{15} & * & \frac{\pi_{GC+CG}}{2} \alpha_{18} & \pi_{MM} \alpha_{19} \\
  CG & \frac{\pi_{MU+UA}}{2} \alpha_9 & \frac{\pi_{GU+UG}}{2} \alpha_9 & \frac{\pi_{GC+CG}}{2} \alpha_{13} & \frac{\pi_{MU+UA}}{2} \alpha_{16} & \frac{\pi_{GU+UG}}{2} \alpha_{18} & * & \pi_{MM} \alpha_{20} \\
  MM & \frac{\pi_{MU+UA}}{2} \alpha_3 & \frac{\pi_{GU+UG}}{2} \alpha_{10} & \frac{\pi_{GC+CG}}{2} \alpha_{14} & \frac{\pi_{AU+UA}}{2} \alpha_{17} & \frac{\pi_{GU+UG}}{2} \alpha_{19} & \frac{\pi_{GC+CG}}{2} \alpha_{20} & * \\
\end{pmatrix}
\]
Table C.3: Model 7C

\[ Q = \begin{pmatrix}
    AU & GU & GC & UA & UG & CG & MM \\
    AU & * & \pi_{GU} & 0 & 0 & 0 & 0 & \alpha_4 \\
    GU & \pi_{AU} & * & \pi_{GC} & 0 & 0 & 0 & \alpha_5 \\
    GC & 0 & \pi_{GU} & * & 0 & 0 & 0 & \alpha_6 \\
    UA & 0 & 0 & 0 & * & \pi_{UG} & 0 & \alpha_7 \\
    UG & 0 & 0 & 0 & \pi_{UA} & * & \pi_{CG} & \alpha_8 \\
    CG & 0 & 0 & 0 & \pi_{UA} & 0 & \pi_{UG} & \alpha_9 \\
    MM & \pi_{AU} & \pi_{GU} & \pi_{GC} & \pi_{UA} & \pi_{UG} & \pi_{CG} & * \\
\end{pmatrix} \]
Table C.4: Model 7D

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & MM \\
AU & * & \pi_{GU}\alpha_1 & \pi_{GC} & \pi_{UA}\alpha_2 & \pi_{UG}\alpha_2 & \pi_{CG}\alpha_2 & \pi_{MM}\alpha_3 \\
GU & \pi_{AU}\alpha_1 & * & \pi_{GC}\alpha_1 & \pi_{UA}\alpha_2 & \pi_{UG}\alpha_2 & \pi_{CG}\alpha_2 & \pi_{MM}\alpha_3 \\
GC & \pi_{AU} & \pi_{GU}\alpha_1 & * & \pi_{UA}\alpha_2 & \pi_{UG}\alpha_2 & \pi_{CG}\alpha_2 & \pi_{MM}\alpha_3 \\
UA & \pi_{AU}\alpha_2 & \pi_{GU}\alpha_2 & \pi_{GC}\alpha_2 & * & \pi_{UG}\alpha_1 & \pi_{CG} & \pi_{MM}\alpha_3 \\
UG & \pi_{AU}\alpha_2 & \pi_{GU}\alpha_2 & \pi_{GC}\alpha_2 & \pi_{UA}\alpha_1 & * & \pi_{CG}\alpha_1 & \pi_{MM}\alpha_3 \\
CG & \pi_{AU}\alpha_2 & \pi_{GU}\alpha_2 & \pi_{GC}\alpha_2 & \pi_{UA} & \pi_{UG}\alpha_1 & * & \pi_{MM}\alpha_3 \\
MM & \pi_{AU}\alpha_3 & \pi_{GU}\alpha_3 & \pi_{GC}\alpha_3 & \pi_{UA}\alpha_3 & \pi_{UG}\alpha_3 & \pi_{CG}\alpha_3 & * \\
\end{pmatrix}
\]
Table C.5: Model 7E

\[ Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & MM \\
AU & * & \pi_{GU} & 0 & 0 & 0 & 0 & \pi_{MM}\alpha_1 \\
GU & \pi_{AU} & * & \pi_{GC} & 0 & 0 & 0 & \pi_{MM}\alpha_1 \\
GC & 0 & \pi_{GU} & * & 0 & 0 & 0 & \pi_{MM}\alpha_1 \\
UA & 0 & 0 & 0 & * & \pi_{UG} & 0 & \pi_{MM}\alpha_1 \\
UG & 0 & 0 & 0 & \pi_{UA} & * & \pi_{CG} & \pi_{MM}\alpha_1 \\
CG & 0 & 0 & 0 & 0 & \pi_{UG} & * & \pi_{MM}\alpha_1 \\
MM & \pi_{AU}\alpha_1 & \pi_{GU}\alpha_1 & \pi_{GC}\alpha_1 & \pi_{UA}\alpha_1 & \pi_{UG}\alpha_1 & \pi_{CG}\alpha_1 & * \\
\end{pmatrix} \]
\[ \begin{align*}
Q &= \begin{pmatrix}
AU & GU & GC & UA & UG & CG & MM \\
AU & * & \frac{\pi_{GU+UG}}{2} \alpha_1 & \frac{\pi_{GC+CG}}{2} \alpha_2 & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_2 & \pi_{MM} \alpha_3 \\
GU & \frac{\pi_{GU+UG}}{2} \alpha_1 & * & \frac{\pi_{GC+CG}}{2} \alpha_2 & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_2 & \pi_{MM} \alpha_3 \\
GC & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & * & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_2 & \pi_{MM} \alpha_3 \\
UA & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_2 & * & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_1 & \pi_{MM} \alpha_3 \\
UG & \frac{\pi_{AU+UA}}{2} \alpha_2 & \frac{\pi_{GU+UG}}{2} \alpha_2 & \frac{\pi_{GC+CG}}{2} \alpha_2 & \frac{\pi_{AU+UA}}{2} \alpha_1 & * & \frac{\pi_{GC+CG}}{2} \alpha_1 & \pi_{MM} \alpha_3 \\
CG & \frac{\pi_{AU+UA}}{2} \alpha_3 & \frac{\pi_{GU+UG}}{2} \alpha_3 & \frac{\pi_{GC+CG}}{2} \alpha_3 & \frac{\pi_{AU+UA}}{2} \alpha_3 & \frac{\pi_{GU+UG}}{2} \alpha_3 & \frac{\pi_{GC+CG}}{2} \alpha_3 & * \\
MM & \frac{\pi_{AU+UA}}{2} \alpha_3 & \frac{\pi_{GU+UG}}{2} \alpha_3 & \frac{\pi_{GC+CG}}{2} \alpha_3 & \frac{\pi_{AU+UA}}{2} \alpha_3 & \frac{\pi_{GU+UG}}{2} \alpha_3 & \frac{\pi_{GC+CG}}{2} \alpha_3 & *
\end{pmatrix}
\end{align*} \]
Table C.7: Model 7G

\[
Q = \begin{pmatrix}
AU & * & GU & GC & UA & UG & CG & MM \\
AU & * & \frac{\pi_{GU+UG}}{2} & 0 & 0 & 0 & 0 & \pi_{MM}\alpha \\
GU & \frac{\pi_{GU+UA}}{2} & * & \frac{\pi_{GC+CG}}{2} & 0 & 0 & 0 & \pi_{MM}\alpha \\
GC & 0 & \frac{\pi_{GU+UG}}{2} & * & 0 & 0 & 0 & \pi_{MM}\alpha \\
UA & 0 & 0 & 0 & * & \frac{\pi_{GU+UG}}{2} & 0 & \pi_{MM}\alpha \\
UG & 0 & 0 & 0 & \frac{\pi_{GU+UA}}{2} & * & \frac{\pi_{GC+CG}}{2} & \pi_{MM}\alpha \\
CG & 0 & 0 & 0 & 0 & \frac{\pi_{GU+UG}}{2} & * & \pi_{MM}\alpha \\
MM & \frac{\pi_{AU+UA}}{2} & \frac{\pi_{GU+UG}}{2} & \frac{\pi_{GC+CG}}{2} & \frac{\pi_{AU+UA}}{2} & \frac{\pi_{GU+UG}}{2} & \frac{\pi_{GC+CG}}{2} & * \\
\end{pmatrix}
\]
Table C.8: Model 16A

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & * & π_{GU}α_1 & π_{GC} & π_{UA}α_2 & π_{UC}α_2 & π_{AC}α_3 & π_{AC}α_3 & 0 & 0 & 0 & π_{GU}α_3 & 0 & π_{UC}α_3 & 0 & π_{UC}α_3 \\
GU & π_{AU}α_1 & * & π_{GC}α_1 & π_{UA}α_2 & π_{UC}α_2 & π_{AC}α_3 & π_{AG}α_3 & 0 & 0 & 0 & π_{GU}α_3 & π_{AG}α_3 & 0 & π_{GU}α_3 & 0 & π_{UC}α_3 \\
GC & π_{AU} & π_{GU} & π_{GC}α_1 & π_{UA}α_2 & π_{UC}α_2 & π_{AC}α_3 & π_{AG}α_3 & 0 & 0 & 0 & π_{GU}α_3 & π_{AG}α_3 & 0 & π_{GU}α_3 & 0 & π_{UC}α_3 \\
UA & π_{AU}α_1 & π_{GU}α_2 & π_{GC}α_2 & * & π_{UC}α_1 & π_{CG} & π_{AA}α_3 & 0 & 0 & π_{GU}α_3 & 0 & π_{CA}α_3 & 0 & π_{CA}α_3 & 0 & π_{UC}α_3 & π_{UC}α_3 \\
UO & π_{AU}α_1 & π_{GU}α_2 & π_{GC}α_2 & π_{UA}α_1 & * & π_{UC}α_1 & π_{AC}α_1 & π_{AG}α_1 & 0 & π_{GU}α_3 & 0 & 0 & π_{GU}α_3 & 0 & 0 & π_{UC}α_3 & π_{UC}α_3 \\
CG & π_{AU}α_1 & π_{GU}α_2 & π_{GC}α_2 & π_{UA}α_1 & π_{UC}α_1 & * & 0 & π_{GU}α_3 & 0 & 0 & π_{GU}α_3 & π_{CA}α_3 & π_{CA}α_3 & π_{CA}α_3 & π_{UC}α_3 & π_{UC}α_3 \\
AA & π_{AU}α_1 & 0 & 0 & π_{UA}α_1 & 0 & 0 & π_{AG}α_4 & π_{AC}α_4 & π_{AC}α_4 & π_{CA}α_4 & 0 & π_{CA}α_4 & 0 & 0 & 0 & 0 & 0 \\
AG & π_{AU}α_1 & 0 & 0 & 0 & π_{UC}α_1 & π_{AC}α_1 & π_{AA}α_4 & π_{AC}α_4 & 0 & π_{GU}α_3 & 0 & π_{GU}α_3 & 0 & 0 & 0 & 0 & 0 \\
AC & π_{AU}α_1 & 0 & π_{GC}α_3 & 0 & 0 & π_{AA}α_4 & π_{AG}α_4 & π_{AC}α_4 & * & 0 & 0 & 0 & 0 & π_{CA}α_3 & π_{CA}α_3 & π_{CA}α_3 & 0 \\
GA & 0 & π_{GU}α_3 & π_{GC}α_3 & π_{UA}α_3 & 0 & 0 & π_{AA}α_4 & π_{AG}α_4 & π_{AC}α_4 & π_{CA}α_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
GG & 0 & π_{GU}α_3 & π_{GC}α_3 & π_{UA}α_3 & 0 & π_{AC}α_1 & π_{AC}α_4 & π_{GU}α_3 & π_{GU}α_3 & π_{GU}α_3 & * & 0 & 0 & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & 0 & π_{UA}α_3 & 0 & π_{GU}α_1 & π_{AA}α_4 & π_{AG}α_4 & π_{AC}α_4 & π_{CA}α_3 & * & π_{CA}α_3 & π_{CA}α_3 & 0 & 0 & 0 & 0 \\
CC & 0 & 0 & π_{GC}α_3 & 0 & 0 & π_{UC}α_1 & π_{AA}α_4 & π_{AG}α_4 & π_{AC}α_4 & π_{CA}α_3 & π_{CA}α_3 & π_{CA}α_3 & π_{CA}α_3 & 0 & 0 & 0 & 0 \\
CU & π_{AU}α_1 & π_{GU}α_3 & 0 & 0 & π_{UC}α_1 & 0 & 0 & π_{GU}α_3 & 0 & 0 & π_{CA}α_3 & π_{AC}α_3 & π_{AC}α_3 & π_{AC}α_3 & * & 0 & π_{UC}α_3 \\
UC & 0 & 0 & π_{GC}α_3 & π_{UA}α_3 & π_{UC}α_3 & 0 & 0 & π_{GU}α_3 & 0 & 0 & π_{CA}α_3 & π_{CA}α_3 & 0 & * & π_{UC}α_3 & π_{UC}α_3 & π_{UC}α_3 \\
UU & π_{AU}α_1 & π_{GU}α_3 & 0 & π_{UA}α_3 & π_{UC}α_3 & 0 & 0 & π_{GU}α_3 & 0 & 0 & 0 & π_{UC}α_3 & π_{UC}α_3 & * & 0 & π_{UC}α_3 & π_{UC}α_3
\end{pmatrix}
\]
<table>
<thead>
<tr>
<th>AU</th>
<th>GU</th>
<th>GC</th>
<th>UA</th>
<th>UG</th>
<th>CG</th>
<th>AA</th>
<th>AG</th>
<th>AC</th>
<th>GA</th>
<th>GG</th>
<th>CA</th>
<th>CC</th>
<th>CU</th>
<th>UC</th>
<th>UU</th>
</tr>
</thead>
<tbody>
<tr>
<td>AU</td>
<td>*</td>
<td>πGU</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πAA</td>
<td>πAG</td>
<td>πAC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCU</td>
<td>0</td>
<td>πUU</td>
<td></td>
</tr>
<tr>
<td>GU</td>
<td>πAU</td>
<td>*</td>
<td>πGC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πGA</td>
<td>πGG</td>
<td>0</td>
<td>πCU</td>
<td>0</td>
<td>πUU</td>
</tr>
<tr>
<td>GC</td>
<td>0</td>
<td>πGU</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πAC</td>
<td>πGA</td>
<td>πGG</td>
<td>0</td>
<td>πCC</td>
<td>0</td>
</tr>
<tr>
<td>UA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>πUG</td>
<td>0</td>
<td>πAA</td>
<td>0</td>
<td>0</td>
<td>πGA</td>
<td>0</td>
<td>πCA</td>
<td>0</td>
<td>0</td>
<td>πUC</td>
</tr>
<tr>
<td>UG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πUA</td>
<td>*</td>
<td>πCG</td>
<td>0</td>
<td>πAG</td>
<td>0</td>
<td>0</td>
<td>πGG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πUC</td>
</tr>
<tr>
<td>CG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πUG</td>
<td>*</td>
<td>0</td>
<td>πAG</td>
<td>0</td>
<td>0</td>
<td>πGG</td>
<td>πCA</td>
<td>πCC</td>
<td>πCU</td>
<td>0</td>
</tr>
<tr>
<td>AA</td>
<td>πAU</td>
<td>0</td>
<td>0</td>
<td>πUA</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>πAG</td>
<td>πAC</td>
<td>πGA</td>
<td>0</td>
<td>πCA</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AG</td>
<td>πAU</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πUG</td>
<td>πCG</td>
<td>πAA</td>
<td>*</td>
<td>πAC</td>
<td>0</td>
<td>πGG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AC</td>
<td>πAU</td>
<td>0</td>
<td>0</td>
<td>πGC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πAA</td>
<td>πAG</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCC</td>
<td>0</td>
</tr>
<tr>
<td>GA</td>
<td>0</td>
<td>πGU</td>
<td>πGC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>*</td>
<td>πGG</td>
<td>πCA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>GG</td>
<td>0</td>
<td>πGU</td>
<td>πGC</td>
<td>0</td>
<td>πUG</td>
<td>πCG</td>
<td>0</td>
<td>πAG</td>
<td>0</td>
<td>πGA</td>
<td>*</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πUA</td>
<td>0</td>
<td>πCG</td>
<td>πAA</td>
<td>0</td>
<td>0</td>
<td>πGA</td>
<td>0</td>
<td>*</td>
<td>πCC</td>
<td>πCU</td>
</tr>
<tr>
<td>CC</td>
<td>0</td>
<td>0</td>
<td>πGC</td>
<td>0</td>
<td>0</td>
<td>πCG</td>
<td>0</td>
<td>0</td>
<td>πAC</td>
<td>0</td>
<td>0</td>
<td>πCA</td>
<td>*</td>
<td>πCU</td>
<td>πUC</td>
</tr>
<tr>
<td>CU</td>
<td>πAU</td>
<td>πGU</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCA</td>
<td>πCC</td>
<td>*</td>
<td>0</td>
</tr>
<tr>
<td>UC</td>
<td>0</td>
<td>0</td>
<td>πGC</td>
<td>πUA</td>
<td>πUG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πAC</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCC</td>
<td>0</td>
<td>*</td>
</tr>
<tr>
<td>UU</td>
<td>πAU</td>
<td>πGU</td>
<td>0</td>
<td>πUA</td>
<td>πUG</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>πCU</td>
<td>πUC</td>
<td>*</td>
</tr>
</tbody>
</table>

Table C.9: Model 16B
Table C.10: Model 16C

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & + & \pi_{AU} & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} \\
GU & \pi_{GU} & + & \pi_{GC} & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} \\
GC & 0 & \pi_{GU} & + & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} \\
UA & 0 & 0 & 0 & + & \pi_{UG} & 0 & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} \\
UG & 0 & 0 & 0 & \pi_{UA} & + & \pi_{CG} & 0 & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} \\
CG & 0 & 0 & 0 & 0 & \pi_{UG} & + & 0 & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & 0 \\
AA & \pi_{AU} & 0 & 0 & \pi_{UA} & 0 & 0 & + & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} \\
AG & \pi_{AM} & 0 & 0 & 0 & \pi_{UG} & \pi_{CG} & \frac{\text{Sum}}{10} & + & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} \\
AC & \pi_{AU} & 0 & \pi_{GC} & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & + & 0 & 0 & 0 & \frac{\text{Sum}}{10} & 0 & \frac{\text{Sum}}{10} & 0 \\
GA & 0 & \pi_{GU} & \pi_{GC} & \pi_{UA} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & 0 & + & \frac{\text{Sum}}{10} & 0 & 0 & 0 & 0 & 0 \\
GG & 0 & \pi_{GU} & \pi_{GC} & 0 & \pi_{UG} & \pi_{CG} & 0 & \frac{\text{Sum}}{10} & 0 & 0 & + & 0 & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & \pi_{UA} & 0 & \pi_{CG} & \frac{\text{Sum}}{10} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & + & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & 0 & 0 \\
CC & 0 & 0 & \pi_{GC} & 0 & 0 & \pi_{CG} & 0 & 0 & \frac{\text{Sum}}{10} & 0 & 0 & + & \frac{\text{Sum}}{10} & + & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} \\
CU & \pi_{AU} & \pi_{GU} & 0 & 0 & 0 & \pi_{CG} & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & + & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} \\
UC & 0 & 0 & \pi_{GC} & \pi_{UA} & \pi_{UG} & 0 & 0 & 0 & \frac{\text{Sum}}{10} & 0 & 0 & 0 & \frac{\text{Sum}}{10} & 0 & + & \frac{\text{Sum}}{10} \\
UU & \pi_{AU} & \pi_{GU} & 0 & \pi_{UA} & \pi_{UG} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \frac{\text{Sum}}{10} & \frac{\text{Sum}}{10} & + & \frac{\text{Sum}}{10}
\end{pmatrix}
\]
Table C.11: Model 16D

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & + & \frac{\phi \pi}{\lambda} & 0 & 0 & 0 & 0 & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
GU & \frac{\lambda \pi}{\phi} & + & \frac{\lambda \pi}{\phi} & 0 & 0 & 0 & 0 & 0 & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & 0 & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
GC & 0 & \frac{\phi \pi}{\lambda} & + & 0 & 0 & 0 & 0 & 0 & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & 0 & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
UA & 0 & 0 & 0 & + & \frac{\phi \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
UG & 0 & 0 & 0 & \frac{\phi \pi}{\lambda} & + & \frac{\phi \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
CG & 0 & 0 & 0 & 0 & \frac{\phi \pi}{\lambda} & + & 0 & \frac{\alpha \pi}{\lambda} & 0 & 0 & \frac{\alpha \pi}{\lambda} & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} & 0 & \frac{\alpha \pi}{\lambda} \\
AA & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
AG & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
AC & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
GA & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
GG & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
CC & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
CU & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
UC & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
UU & \frac{\alpha \pi}{\lambda} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]
\[
Q = \begin{pmatrix}
\begin{array}{ccccccccccccccc}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
\end{array}
\end{pmatrix}
\begin{pmatrix}
\begin{array}{cccccccccccccccc}
\frac{\pi_i}{2} & 0 & 0 & 0 & 0 & \frac{\alpha_{pi}}{4} & \frac{\alpha_{pi}}{4} & \frac{\pi_i}{2} & 0 & 0 & 0 & 0 & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} \\
\lambda \pi_A & + & \lambda \pi_C & 0 & 0 & 0 & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} & 0 & 0 & \alpha_{pi} & 0 & \alpha_{pi} & 0 \\
0 & \frac{\pi_i}{2} & + & 0 & 0 & 0 & 0 & 0 & \frac{\pi_i}{2} & \frac{\alpha_{pi}}{4} & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 \\
0 & 0 & 0 & + & \frac{\pi_i}{2} & 0 & \frac{\alpha_{pi}}{4} & 0 & 0 & \frac{\alpha_{pi}}{4} & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 \\
0 & 0 & 0 & \lambda \pi_A & + & \lambda \pi_C & 0 & \alpha_{pi} & 0 & 0 & \alpha_{pi} & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} \\
0 & 0 & 0 & \frac{\pi_i}{2} & + & 0 & \frac{\alpha_{pi}}{4} & 0 & 0 & \frac{\alpha_{pi}}{4} & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 & \frac{\alpha_{pi}}{4} & 0 \\
0 & \alpha_{pi} & 0 & \alpha_{pi} & 0 & 0 & 0 & \pi_G & \alpha_{pi} & \pi_G & 0 & \pi_G & 0 & 0 & 0 & 0 \\
0 & \alpha_{pi} & 0 & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & 0 & \alpha_{pi} & 0 & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} & 0 \\
0 & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & 0 & \alpha_{pi} & 0 & 0 & \alpha_{pi} & 0 & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} \\
0 & \alpha_{pi} & \alpha_{pi} & 0 & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & 0 & \alpha_{pi} & 0 & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} \\
0 & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & \alpha_{pi} & 0 & \alpha_{pi} & 0 & 0 & \alpha_{pi} & 0 & 0 & 0 & 0 & \alpha_{pi} & \alpha_{pi} \\
\end{array}
\end{pmatrix}
\end{pmatrix}
\]
Table C.13: Model 16F

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & 0 & 0 & 0 & 0 & 0 & \alpha_{\pi G} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
GU & \pi_A & 0 & 0 & 0 & 0 & 0 & \alpha_{\pi A} & \alpha_{\pi G} & \alpha_{G U} & 0 & 0 & \alpha_{G U} & 0 & 0 & \alpha_{G U} & 0 \\
GC & \pi_G & 0 & 0 & 0 & 0 & 0 & 0 & \alpha_{G C} & \alpha_{G C} & 0 & 0 & \alpha_{G U} & 0 & \alpha_{G U} & 0 \\
UA & 0 & 0 & 0 & 0 & \pi_U & 0 & 0 & 0 & 0 & \alpha_{\pi U} & 0 & 0 & \alpha_{\pi U} & 0 & \alpha_{\pi U} & 0 \\
UG & 0 & 0 & 0 & \pi_A & 0 & 0 & 0 & 0 & 0 & \alpha_{G U} & 0 & 0 & \alpha_{G U} & 0 & \alpha_{G U} & 0 \\
CG & 0 & 0 & 0 & \pi_G & 0 & 0 & 0 & 0 & 0 & \alpha_{G C} & 0 & 0 & \alpha_{G C} & 0 & \alpha_{G C} & 0 \\
AA & \alpha_{\pi U} & 0 & \alpha_{\pi A} & 0 & \pi_G & 0 & \alpha_{\pi G} & 0 & \pi_U & 0 & \pi_U & 0 & \pi_U & 0 & \pi_U & 0 \\
AG & \alpha_{\pi G} & 0 & 0 & 0 & \alpha_{G A} & 0 & \alpha_{G C} & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0 \\
AC & \alpha_{\pi G} & 0 & 0 & \lambda_{\pi G} & 0 & 0 & \lambda_{\pi G} & 0 & \lambda_{\pi G} & 0 & \lambda_{\pi G} & 0 & \lambda_{\pi G} & 0 & \lambda_{\pi G} & 0 \\
GA & 0 & \alpha_{\pi U} & \alpha_{\pi C} & \alpha_{\pi A} & 0 & 0 & 0 & 0 & \alpha_{\pi G} & 0 & 0 & \alpha_{\pi G} & 0 & 0 & \alpha_{\pi G} & 0 \\
GG & 0 & \alpha_{\pi G} & \alpha_{\pi C} & \alpha_{\pi G} & 0 & 0 & \alpha_{\pi G} & 0 & \alpha_{\pi G} & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0 \\
CA & 0 & 0 & \alpha_{\pi A} & 0 & \lambda_{\pi G} & \pi_A & 0 & 0 & \alpha_{\pi G} & 0 & \alpha_{\pi G} & 0 & \alpha_{\pi G} & 0 & \alpha_{\pi G} & 0 \\
CC & 0 & 0 & \alpha_{\pi A} & 0 & 0 & \alpha_{\pi G} & 0 & 0 & \pi_A & 0 & \pi_A & 0 & \pi_A & 0 & \pi_A & 0 \\
CU & \alpha_{\pi G} & 0 & 0 & \alpha_{\pi U} & 0 & 0 & 0 & 0 & \alpha_{\pi A} & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0 \\
UC & 0 & 0 & \alpha_{\pi U} & \alpha_{\pi C} & \alpha_{\pi G} & 0 & 0 & 0 & \alpha_{\pi G} & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0 \\
UU & \alpha_{\pi G} & 0 & \alpha_{\pi C} & \alpha_{\pi G} & 0 & 0 & 0 & 0 & 0 & 0 & \pi_G & 0 & \pi_G & 0 & \pi_G & 0
\end{pmatrix}
\]
Table C.14: Model 16I

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & * & \pi_{GU} & 0 & 0 & 0 & 0 & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & 0 & \pi_{CU} & 0 & \pi_{UU} & \pi_2 \\
GU & \pi_{AU} & * & \pi_{GC} & \pi_4 & 0 & 0 & 0 & 0 & 0 & 0 & \pi_{GA} & \pi_{GG} & 0 & 0 & \pi_{UC} & 0 & \pi_{UU} & \pi_5 \\
GC & 0 & \pi_{GU} & \pi_4 & 0 & 0 & 0 & 0 & 0 & 0 & \pi_{AC} & \pi_{CA} & \pi_{CG} & 0 & \pi_{CU} & 0 & \pi_{UC} & 0 & 0 \\
UA & 0 & 0 & 0 & 0 & \pi_{GU} & 0 & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & \pi_{CA} & 0 & \pi_{CU} & 0 & \pi_{UC} & 0 & \pi_{UU} & \pi_2 \\
UG & 0 & 0 & 0 & \pi_{AU} & 0 & 0 & \pi_{GC} & \pi_4 & 0 & 0 & \pi_{GA} & \pi_{GG} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
CG & 0 & 0 & 0 & 0 & \pi_{GU} & \pi_4 & 0 & 0 & 0 & 0 & \pi_{AC} & \pi_{CA} & \pi_{CG} & 0 & \pi_{CU} & 0 & \pi_{UC} & 0 & 0 & 0 \\
AA & \pi_{AU} & 0 & 0 & \pi_{UA} & 0 & 0 & 0 & 0 & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & 0 & 0 & 0 & 0 \\
AG & \pi_{AU} & 0 & 0 & 0 & \pi_{GU} & \pi_4 & \pi_{GA} & \pi_{AA} & 0 & 0 & \pi_{CA} & \pi_{GA} & 0 & 0 & 0 & 0 \\
AC & \pi_{AU} & 0 & \pi_{GC} & 0 & 0 & 0 & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & 0 & 0 & 0 \\
GA & 0 & \pi_{GU} & \pi_4 & \pi_{UA} & 0 & 0 & \pi_{AA} & 0 & 0 & 0 & 0 & \pi_{CA} & \pi_{GA} & 0 & 0 & 0 & 0 \\
GG & 0 & \pi_{GU} & \pi_4 & \pi_{UA} & 0 & \pi_{UA} & 0 & \pi_{AG} & \pi_{GA} & 0 & 0 & \pi_{CA} & \pi_{GA} & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & 0 & \pi_{UA} & 0 & \pi_{GC} & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & 0 & 0 & 0 & 0 \\
CC & 0 & 0 & \pi_{GC} & \pi_4 & 0 & 0 & \pi_{AA} & \pi_{AG} & \pi_{AC} & 0 & 0 & \pi_{CA} & \pi_{CA} & \pi_{CA} & \pi_{CA} & 0 & 0 \\
CU & \pi_{AU} & \pi_{GA} & \pi_{CU} & \pi_{UC} & \pi_{UC} & \pi_{UC} & \pi_{UC} & \pi_{UC} & \pi_{UC} & \pi_{UC} & 0 & 0 & 0 & 0 & 0 \\
UC & 0 & 0 & \pi_{GU} & \pi_4 & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
UU & \pi_{AU} & \pi_{UA} & \pi_{GU} & \pi_4 & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & \pi_{UA} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix}
\]
Table C.15: Model 16J

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UU \\
AU & * & \pi_{GU} & 0 & 0 & 0 & 0 & \pi_{AA}a_1 & \pi_{AG}a_1 & \pi_{AC}a_2 & 0 & 0 & 0 & 0 & \pi_{UA}a_1 & 0 & \pi_{UU}a_1 \\
GU & \pi_{AU} & * & \pi_{GC}a_2 & 0 & 0 & 0 & 0 & 0 & \pi_{GA}a_1 & \pi_{GG}a_1 & 0 & 0 & \pi_{CU}a_1 & 0 & \pi_{UU}a_1 \\
GC & 0 & \pi_{GU}a_2 & * & 0 & 0 & 0 & 0 & 0 & \pi_{AC} & \pi_{CA}a_1 & \pi_{GA}a_1 & 0 & \pi_{UC}a_1 & 0 & \pi_{UU}a_1 \\
UA & 0 & 0 & 0 & * & \pi_{UG} & 0 & \pi_{AA}a_1 & 0 & 0 & \pi_{CA}a_1 & 0 & \pi_{CA}a_2 & 0 & 0 & \pi_{UC}a_1 & \pi_{UU}a_1 \\
UG & 0 & 0 & 0 & \pi_{UA} & * & \pi_{AA}a_2 & 0 & \pi_{AC}a_1 & 0 & 0 & \pi_{UG} & 0 & 0 & 0 & \pi_{UC}a_1 & \pi_{UU}a_1 \\
CG & 0 & 0 & 0 & 0 & \pi_{UG}a_2 & * & 0 & \pi_{AG}a_1 & 0 & 0 & \pi_{UG} & \pi_{CA}a_1 & \pi_{CA}a_1 & \pi_{UC}a_1 & 0 & 0 \\
AA & \pi_{AU}a_1 & 0 & 0 & \pi_{UA}a_1 & 0 & 0 & * & \pi_{AG} & \pi_{AC}a_1 & \pi_{GA} & 0 & \pi_{CA}a_1 & 0 & 0 & 0 & 0 \\
AG & \pi_{AU}a_1 & 0 & 0 & 0 & \pi_{UG}a_1 & \pi_{UG}a_1 & \pi_{AA} & * & \pi_{AC}a_1 & 0 & \pi_{GG} & 0 & 0 & 0 & 0 & 0 \\
AC & \pi_{AU}a_1 & 0 & \pi_{GC} & 0 & 0 & 0 & \pi_{AA}a_1 & \pi_{AG}a_1 & * & 0 & 0 & 0 & \pi_{CA}a_1 & 0 & \pi_{UC}a_1 & 0 \\
GA & 0 & \pi_{GU}a_1 & \pi_{GC}a_1 & \pi_{UA}a_1 & 0 & 0 & \pi_{AA} & 0 & 0 & * & \pi_{GG} & \pi_{CA}a_1 & 0 & 0 & 0 & 0 \\
GG & 0 & \pi_{GU}a_1 & \pi_{GC}a_1 & \pi_{UA}a_1 & 0 & \pi_{UG}a_1 & \pi_{UG}a_1 & 0 & \pi_{AG} & 0 & \pi_{GA} & * & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & 0 & \pi_{UA}a_1 & 0 & \pi_{GC}a_1 & \pi_{AA}a_1 & 0 & 0 & \pi_{CA}a_1 & 0 & * & \pi_{CA}a_1 & \pi_{UC}a_1 & 0 & 0 \\
CC & 0 & 0 & \pi_{GC}a_1 & 0 & 0 & \pi_{UG}a_1 & 0 & \pi_{AC}a_1 & 0 & 0 & \pi_{CA}a_1 & 0 & \pi_{CA}a_2 & \pi_{CA}a_2 & 0 & 0 \\
CU & \pi_{AU}a_1 & \pi_{GU}a_1 & 0 & 0 & 0 & \pi_{GC}a_1 & \pi_{AA}a_1 & 0 & 0 & \pi_{CA}a_1 & \pi_{CA}a_2 & * & 0 & \pi_{UC}a_1 & \pi_{UU}a_2 \\
UC & 0 & 0 & \pi_{GC}a_1 & \pi_{UA}a_1 & \pi_{UG}a_1 & 0 & 0 & 0 & \pi_{AC}a_1 & 0 & 0 & 0 & \pi_{CA}a_2 & 0 & * & \pi_{UU}a_2 \\
UU & \pi_{AU}a_1 & \pi_{GU}a_1 & 0 & \pi_{UA}a_1 & \pi_{UG}a_1 & 0 & 0 & 0 & 0 & 0 & 0 & \pi_{CA}a_2 & \pi_{CA}a_2 & * & \\
\end{pmatrix}
\]
Table C.16: Model 16K

\[
Q = \begin{pmatrix}
AU & GU & GC & UA & UG & CG & AA & AG & AC & GA & GG & CA & CC & CU & UC & UC & UU \\
AU & * & \pi_{GU} & 0 & 0 & 0 & 0 & \pi_{AA} \alpha_{1} & \pi_{AG} \alpha_{1} & \pi_{AC} & 0 & 0 & 0 & 0 & \pi_{CA} \alpha_{1} & 0 & \pi_{GC} \alpha_{1} & 0 & \pi_{UU} \alpha_{1} \\
GU & \pi_{AU} & * & \pi_{GC} & 0 & 0 & 0 & 0 & 0 & \pi_{GA} \alpha_{1} & \pi_{GG} \alpha_{1} & 0 & 0 & \pi_{CU} \alpha_{1} & 0 & \pi_{UU} \alpha_{1} \\
GC & 0 & \pi_{GU} & * & 0 & 0 & 0 & 0 & 0 & \pi_{UC} & \pi_{AC} \alpha_{1} & \pi_{GC} \alpha_{1} & 0 & \pi_{UC} \alpha_{1} & 0 & \pi_{UU} \alpha_{1} \\
UA & 0 & 0 & 0 & * & \pi_{UG} & 0 & \pi_{AA} \alpha_{1} & 0 & 0 & \pi_{GA} \alpha_{1} & \pi_{CA} & 0 & 0 & \pi_{UC} \alpha_{1} & \pi_{UU} \alpha_{1} \\
UG & 0 & 0 & 0 & \pi_{UA} & * & \pi_{GU} & 0 & \pi_{AG} \alpha_{1} & 0 & 0 & \pi_{GG} & 0 & 0 & 0 & \pi_{UC} \alpha_{1} & \pi_{UU} \alpha_{1} \\
CG & 0 & 0 & 0 & 0 & \pi_{UC} & * & 0 & \pi_{AG} \alpha_{1} & 0 & 0 & \pi_{GC} \alpha_{1} & \pi_{CA} \alpha_{1} & \pi_{UC} \alpha_{1} & 0 & 0 \\
AA & \pi_{AU} \alpha_{1} & 0 & 0 & \pi_{UA} \alpha_{1} & 0 & 0 & * & \pi_{AG} \alpha_{1} & \pi_{AC} \alpha_{1} & \pi_{GA} & 0 & \pi_{CA} \alpha_{1} & 0 & 0 & 0 \\
AG & \pi_{AU} \alpha_{1} & 0 & 0 & \pi_{UG} \alpha_{1} & \pi_{GC} \alpha_{1} & \pi_{AA} & * & \pi_{GA} \alpha_{1} & 0 & \pi_{GG} & 0 & 0 & 0 & 0 \\
AC & \pi_{AU} & 0 & \pi_{GC} & 0 & 0 & 0 & \pi_{AA} \alpha_{1} & \pi_{AG} \alpha_{1} & * & 0 & 0 & 0 & \pi_{UC} \alpha_{1} & 0 & \pi_{UU} \alpha_{1} \\
GA & 0 & \pi_{GU} \alpha_{1} & \pi_{GC} \alpha_{1} & \pi_{UA} \alpha_{1} & 0 & 0 & \pi_{AA} & 0 & 0 & * & \pi_{GG} & \pi_{CA} \alpha_{1} & 0 & 0 & 0 \\
GG & 0 & \pi_{GU} \alpha_{1} & \pi_{GC} \alpha_{1} & 0 & \pi_{UG} \alpha_{1} & \pi_{AA} \alpha_{1} & 0 & \pi_{AG} & 0 & \pi_{GA} & * & 0 & 0 & 0 & 0 \\
CA & 0 & 0 & 0 & \pi_{UA} & 0 & \pi_{GU} \alpha_{1} & \pi_{AA} \alpha_{1} & 0 & 0 & \pi_{GA} \alpha_{1} & 0 & * & \pi_{UC} \alpha_{1} & \pi_{UU} \alpha_{1} & 0 \\
CC & 0 & 0 & \pi_{UC} \alpha_{1} & 0 & 0 & \pi_{UG} \alpha_{1} & 0 & 0 & \pi_{MC} \alpha_{1} & 0 & 0 & \pi_{CA} \alpha_{1} & * & \pi_{CU} & \pi_{UC} \alpha_{1} & 0 \\
CU & \pi_{AU} \alpha_{1} & \pi_{GU} \alpha_{1} & 0 & 0 & \pi_{GC} \alpha_{1} & 0 & 0 & \pi_{MC} \alpha_{1} & 0 & 0 & 0 & \pi_{CA} \alpha_{1} & \pi_{CU} & * & 0 & \pi_{UU} \alpha_{1} \\
UC & 0 & 0 & \pi_{UC} \alpha_{1} & \pi_{UA} \alpha_{1} & \pi_{UG} \alpha_{1} & 0 & 0 & 0 & \pi_{MC} \alpha_{1} & 0 & 0 & 0 & \pi_{CC} \alpha_{1} & * & \pi_{UC} \alpha_{1} & 0 \\
UU & \pi_{AU} \alpha_{1} & \pi_{GU} \alpha_{1} & 0 & \pi_{UA} \alpha_{1} & \pi_{UG} \alpha_{1} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \pi_{CU} & \pi_{UC} \alpha_{1} & *
\end{pmatrix}
\]
Appendix D

Modifications to the PHASE software

**Summary of changes from version 2.0**

Version 2.1 of PHASE consists of improvements to the stability of the programs when using relatively short alignments and/or highly parametrised models, and some new functionality in the maximum likelihood programs (*mlphase* and *optimizer*). PHASE is no longer actively maintained, and I describe an unofficial version 2.1 of PHASE that has not (yet) been sanctioned by the original authors. The changes are relatively small (though not, I think, unimportant), and I would like to acknowledge the efforts of the original authors of PHASE, and make it clear that credit for the software chiefly rests with them (Jow *et al.*, 2002; Hudelot *et al.*, 2003; Gibson *et al.*, 2005; Telford *et al.*, 2005; Gowri-Shankar and Rattray, 2006, 2007); see also the Acknowledgements section of the PHASE 2.0 manual.

This unofficial version 2.1 of Phase is freely available at [http://www.monkeyshines.co.uk/phase](http://www.monkeyshines.co.uk/phase).

**New functionality: Empirical frequencies**

The parameter optimization in version 2.0 of PHASE’s maximum likelihood (ML) programs (*mlphase* and *optimizer*) estimates (di)nucleotide frequency parameters via ML rather than using empirical frequencies. (Amino acid and codon models have an *Empirical Values* option, for specifying a file containing empirical frequencies, such as the JTT or WAG matrices.) ML estimates are potentially useful in evolutionary models in general, and in RNA models in particular, where the original authors of PHASE found that the empirical and ML frequencies of non-canonical base pairs differed significantly (Jow *et al.*, 2002; Hudelot *et al.*, 2003). Nonetheless, empirical frequencies
are widely used, and can provide sufficiently good estimates of the values to be useful. Having the option to use empirical frequencies allows one to compare the effect on likelihood values of empirical versus ML frequencies, and makes it possible to compare models of evolution with different numbers of states.

Control file settings

The default in PHASE 2.1 is to use ML estimates of frequency parameters; to use frequencies calculated from the alignment, the following line should be added to the MODEL block of the control file:

Empirical frequencies = yes

If a mixed model is used, the setting applies to all of the models, and thus must appear in the MODEL block, rather than any of the MODELI blocks (where i is the model number). ML estimation of frequencies can be explicitly indicated by setting the value of Empirical frequencies to ‘no’. Note that, as with all options in PHASE control files, Empirical frequencies is case-sensitive.

Calculation details

The calculation of empirical frequencies is not always as straightforward as it may seem. The mathematics is trivial for ungapped alignments of unambiguous nucleotide sequences. Handling gaps and ambiguities boils down to a single problem, since the standard way to deal with gaps in ML phylogeny software is to treat them as missing data, effectively as an ambiguous nucleotide. (This approach, attributed to Felsenstein (2005), is often acknowledged as less than ideal, but the only practicable alternative is to discard columns with gaps, potentially discarding large amounts of data.) If there is an ambiguous nucleotide in an alignment, an ‘R’ representing a purine for example, it should contribute to the frequency of both purines, A and G. However, incrementing the counts of each equally, by 0.5, is unsatisfactory, since A and G will rarely have exactly equal frequencies. The approach that is typically adopted is to weight the increment by the frequency of the unambiguous nucleotides. For example, in the following alignment,

Human ACR
Loris AAG
Potto AAG
the frequencies are calculated as follows:

\[
\pi(A) = \frac{\#A}{9} + \left( \frac{\#A}{\#A + \#G} \cdot \frac{\#G}{9} \right) = \frac{5}{9} + \left( \frac{\frac{1}{2}}{\frac{5}{9}} \right) = 0.63492
\]

\[
\pi(C) = \frac{\#C}{9} = \frac{1}{9} = 0.11111
\]

\[
\pi(G) = \frac{\#G}{9} + \left( \frac{\#G}{\#A + \#G} \cdot \frac{\#A}{9} \right) = \frac{2}{9} + \left( \frac{\frac{1}{2}}{\frac{5}{9}} \right) = 0.25397
\]

\[
\pi(T) = 0
\]

When performing these calculations, gaps are ignored. One might think that if we are treating gaps as ambiguities for the purposes of likelihood calculation, then we ought to do so in the frequency calculations too; but that approach is a pragmatic workaround, and it makes more sense to base calculations on just the data that we see. In practice, the difference between including or ignoring gaps is negligible; and is, in fact, non-existent if there are no ‘true’ (i.e. non-gap) ambiguity characters in the alignment, since any weights that arise from ‘ambiguous’ gaps are exactly proportional to the nucleotide frequencies to which they are added.

Dealing with gaps in RNA alignments is slightly more troublesome, since one member of a dinucleotide pair might be a gap, while the other is a nucleotide. (If both members are gaps, then the dinucleotide can be ignored, analogous to the nucleotide case). There are three ways to approach this problem (Table D.1).

<table>
<thead>
<tr>
<th>Method</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treat as “–”, i.e. ignore base pair</td>
<td>Simple</td>
<td>Discards information</td>
</tr>
<tr>
<td>Treat as “AN”, i.e. convert gap to ambiguity</td>
<td>Makes use of the knowledge of the non-gap base</td>
<td>Inconsistent with the calculation of single nucleotide frequencies</td>
</tr>
<tr>
<td>Treat as two unpaired bases, “A” and “-”</td>
<td>Sensible in biological terms: if a base pair loses its partner, how can it still be treated as part of a pair?</td>
<td>Impracticable to treat a base as paired in one aligned sequence and unpaired in another</td>
</tr>
</tbody>
</table>

Table D.1: Options for calculating frequencies of base pairs in which one member is a gap; the example of “A-” is illustrated. It is assumed that the gaps are generated through biological processes, rather than representing missing data.
In PHASE 2.1, the first approach in Table D.1 is taken: any dinucleotides that contain a gap are ignored when calculating empirical frequencies. Treating the gap as an ambiguity is the only alternative that could be implemented, and this is conceptually problematic because it suggests that it is useful to include data on one half of a pair, and it is unclear whether this is biologically sensible. It could be argued that dinucleotides with gaps should be replaced with a pair of gaps for the likelihood calculations as well as the empirical frequency calculations; PHASE 2.1 will not do this automatically, but this pre-processing step is performed for the analyses described in Chapter 5.

An additional complication arises if a frequency is zero, because a pseudocount approach is used in PHASE 2.1 so that these frequencies have a very small non-zero value (for details, see the section on Zero-valued parameters). The frequencies will be different depending on whether the pseudocount is added before or after ambiguous nucleotides are counted, but in practice the difference is so small it is extremely unlikely to impact the results of the inference. In the PHASE calculations, the pseudocount is added after the ambiguities are handled.

New functionality: Mapping 7-state likelihoods to 16-state space

Until now, there was no easy way to compare the likelihoods between DNA and RNA models with different state spaces. As was shown in Chapter 5, the likelihoods of 4-state nucleotide and 16-state dinucleotide models are, in fact, directly comparable; and a likelihood correction is easily calculated to make 7-state models equivalent to a 16-state model. The optimizer program in PHASE 2.1 reports the likelihood correction value in its output if a 7-state model is used, for both the empirical and equal frequency variations.

New functionality: Additional models

DNA model: F81

Earlier versions of PHASE omitted the F81 model (Felsenstein, 1981), which allows unequal equilibrium frequencies, and assumes a single rate of exchangeability. More complex models are often used now, but it has been added for completeness.
RNA model: RNA7G

The RNA7G model takes the process of parameter generalisation to its natural conclusion within the set of 7-state models. It combines the 7E and 7F models, and thus has base pair symmetry in the frequency parameters, and a mismatch rate and a single transition rate; double substitutions are not permitted. With 4 free parameters, it is the simplest available 7-state model.

Bug fixes: Program stability

Compilation

Since PHASE 2.0 was written, new versions of GCC have been released which are stricter about requiring headers to be explicitly included; consequently, PHASE 2.0 fails to compile unless you use an old (3.x) version of GCC. The source files in version 2.1 have been updated appropriately, so that compilation should not be a problem; the latest version of GCC that has been tested is 4.5.3.

Zero-valued parameters

The problem  In version 2.0, PHASE instantiated all rate and frequency parameters as zero, and then modified them using empirical values from the sequence alignment; if there were no instances of a particular change in the alignment, the rate would remain at zero. However, PHASE always uses a specific rate as a reference (e.g. A ↔ G for DNA models), and the program would either hang or crash if that rate was zero, since the normalization process would then be trying to divide by zero. In a similar manner, if a character is not seen in the alignment, its frequency would be zero, and PHASE would crash or hang when calculating rate heterogeneity with the gamma distribution. One might ask how likely it is that a rate or frequency never occurs in an alignment: it is not common (which is why most users will not have encountered this problem), but it is possible, particularly for relatively short alignments and highly-parametrised models, such as the 16-state RNA models.

Even if the zero-valued parameters did not cause the program to fail, the ML optimization code is written such that these parameters could never escape from a value of zero. Implicitly fixing one or more parameters (at zero or any other value) is undesirable, because it limits the likelihood values that can be reached by the optimization.
There is also a more abstract reason for disallowing zero values, which is that in creating mathematical models of evolution, we should allow the possibility of rare events, albeit with extremely small probabilities.

**The solution**  For the pragmatic and theoretical reasons outlined above, model parameters cannot be zero-valued in version 2.1 of PHASE. In the case of rates, this is achieved by instantiating the parameters to be 1e-6, a value that is non-negligible to the optimization routine, but only just, given the accuracy with which PHASE performs numerical calculations. For frequency parameters, a small value (again, 1e-6) is added to each frequency, and then all frequencies are adjusted so that they sum to 1. There are more sophisticated ways to perform pseudocount calculations such as this, but since it just represents the starting point for optimization, a more complicated process is unnecessary. (And if empirical frequencies are being used in the analysis, the value is, for practical purposes, essentially zero.) The amino acid and codon models in PHASE 2.0 already have a pseudocount added to the frequency parameters, so the changes mentioned above were not implemented for these models (non-zero rate parameters were implemented, though).
Postscript

In fact data itself was soulful and glowing, a dynamic aspect of the life process. This was the eloquence of alphabets and numeric systems, now fully realized in electronic form, in the zero-oneness of the world, the digital imperative that defined every breath of the planet’s living billions. Here was the heave of the biosphere. Our bodies and oceans were here, knowable and whole.