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## LIST OF ABBREVIATIONS

### Table 1: List of Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cp</td>
<td>Ceruloplasmin</td>
</tr>
<tr>
<td>Dcytb</td>
<td>Duodenal cytochrome B</td>
</tr>
<tr>
<td>DMT1</td>
<td>Divalent metal transporter 1</td>
</tr>
<tr>
<td>EPO</td>
<td>Erythropoietin</td>
</tr>
<tr>
<td>Fe</td>
<td>Iron</td>
</tr>
<tr>
<td>Ft</td>
<td>Ferritin</td>
</tr>
<tr>
<td>HCP1</td>
<td>Haem carrier protein 1</td>
</tr>
<tr>
<td>HFE</td>
<td>Human haemochromatosis protein</td>
</tr>
<tr>
<td>HIF</td>
<td>Hypoxia inducible factor</td>
</tr>
<tr>
<td>HRE</td>
<td>Hypoxia responsive element</td>
</tr>
<tr>
<td>IRE</td>
<td>Iron responsive element</td>
</tr>
<tr>
<td>IRP</td>
<td>Iron response protein</td>
</tr>
<tr>
<td>KO</td>
<td>Knockout</td>
</tr>
<tr>
<td>LIP</td>
<td>Labile iron pool</td>
</tr>
<tr>
<td>ODE</td>
<td>Ordinary differential equations</td>
</tr>
<tr>
<td>PrP</td>
<td>Cellular prion protein</td>
</tr>
<tr>
<td>RBC</td>
<td>Red blood cell</td>
</tr>
<tr>
<td>SBML</td>
<td>Systems biology markup language</td>
</tr>
<tr>
<td>SPR</td>
<td>Surface plasmon resonance</td>
</tr>
<tr>
<td>TBI</td>
<td>Transferrin-bound iron</td>
</tr>
<tr>
<td>Tf</td>
<td>Transferrin</td>
</tr>
<tr>
<td>Tf-Fe</td>
<td>Transferrin-bound iron</td>
</tr>
<tr>
<td>TfR1/2</td>
<td>Transferrin receptor 1/2</td>
</tr>
<tr>
<td>WBC</td>
<td>White blood cell</td>
</tr>
</tbody>
</table>
Iron is essential for virtually all organisms, yet it can be highly toxic if not properly regulated. Only the Lyme disease pathogen *Borrelia burgdorferi* has evolved to not require iron (Aguirre et al., 2013). Recent findings have characterised elements of the iron metabolism network, but understanding of systemic iron regulation remains poor. To improve understanding and provide a tool for *in silico* experimentation, a computational model of human iron metabolism has been constructed.

COPASI was utilised to construct a model that included detailed modelling of iron metabolism in liver and intestinal cells. Inter-cellular interactions and dietary iron absorption were included to create a systemic computational model. Parameterisation was performed using a wide variety of literature data.

Validation of the model was performed using published experimental and clinical findings, and the model was found to recreate quantitatively and accurately many results. Analysis of sensitivities in the model showed that, despite enterocytes being the only route of iron uptake, almost all control over the system is provided by reactions in the liver. Metabolic control analysis identified key regulatory factors and potential therapeutic targets.

A virtual haemochromatosis patient was created and compared to a simulation of a healthy human. The redistribution of control in haemochromatosis was analysed in order to improve our understanding of the condition and identify promising therapeutic targets.

Cellular prion protein (PrP) is an enigmatic protein, implicated in disease when misfolded, but its physiological role remains a mystery. PrP was recently found to have ferric-reductase capacity. Potential sites of ferric reduction were simulated and the findings compared to PrP knockout mice experiments. I propose that the physiological role of PrP is in the chemical reduction of endocytosed ferric iron to its ferrous form following transferrin receptor-mediated uptake.
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Iron is an essential element required by virtually all studied organisms from Archaea to man (Aisen et al., 2001). Iron homeostasis is a carefully controlled process which is essential since both iron overload and deficiency cause cell death (Hentze et al., 2004). The challenge of avoiding iron deficiency and overload requires cellular and whole systemscale control mechanisms.

Iron is a transition metal that readily participates in oxidation-reduction reactions between ferric (Fe$^{3+}$) and ferrous (Fe$^{2+}$) states (Kell, 2009). This one-electron oxidation-reduction ability not only explains the value of iron but also its toxicity.

Iron is incorporated into a number of essential proteins where it provides electron transfer utility. The mitochondrial electron transport chain requires iron-sulphur clusters. ACO2, an aconitase in the tricarboxylic acid (TCA) cycle, is an iron-sulphur containing protein.

Iron’s ability to donate and accept electrons can facilitate dangerous chemistry leading to the harmful over production of free radicals. Therefore free iron must be carefully regulated in order to be adequate for incorporation in essential complexes and yet prevent dangerous radical production. Here I describe some of the key cellular components that regulate iron metabolism to ensure free iron is carefully controlled.

### 1.1 Cellular Iron Metabolism

Iron metabolism has been widely studied for many years and in recent years a more comprehensive picture of the iron metabolism network is emerging. Some components of iron metabolism are well understood while others remain elusive. Here I present some of the more actively studied elements within the iron metabolic network.

#### 1.1.1 Iron Uptake

Extracellular iron circulates and is transported by plasma protein transferrin (Tf). Transferrin binds two ferric iron molecules. The high affinity of transferrin for iron
(4.7 × 10^{20} \text{ M}^{-1} \text{ at } pH 7.4) \text{ leaves iron nonreactive but difficult to extract (Aisen et al., 1978). Transferrin then delivers iron to cells by binding to Tf receptors (TfR1/TfR2) on the cell surface (Richardson and Ponka, 1997). TfR1 is the most comprehensively studied of the transferrin-dependent uptake mechanisms (Cheng et al., 2004).}

Transferrin receptor 2 (TfR2) was identified more recently (Kawabata et al., 1999) and was found to be homologous to TfR1. TfR2 binds Tf with much lower affinity than TfR1 and is restricted to a few cell types (Hentze et al., 2004). It has been suggested that the primary role of TfR2 is as an iron sensor rather than an importer as its expression is increased by transferrin (Robb and Wessling-Resnick, 2004). It is also thought that holo-transferrin may facilitate TfR2 recycling; however, this remains poorly understood (Johnson et al., 2007).

Transferrin-dependent iron uptake is well-described (Huebers and Finch, 1987; Ponka et al., 1998). Transferrin-bound iron binds to the Tf receptor and induces receptor-mediated endocytosis. The low pH in the endosome facilitates iron’s release from the transferrin receptor. The receptor and holo-transferrin are recycled to the surface while the released iron must be reduced to the ferrous form before it can be exported by divalent metal transporter 1 (DMT1) into the labile iron pool (LIP) within the cell.

There is some evidence for a Tf-independent transport system. While TfR1 knockout is lethal in mice, TfR1 knockout mice show some tissue development, this tissue development suggests some iron uptake mechanism exists (Levy et al., 1999). Humans with low transferrin show iron overload in some tissues despite anaemia (Kaplan, 2002).

Human haemochromatosis protein (HFE) is a protein with which holo-transferrin competes for binding to the transferrin receptors. HFE binds to TfRs (TfR1/TfR2) blocking iron binding and therefore reducing iron uptake (Salter-Cid et al., 1999). It is thought that both TfR2 and HFE alter expression of the iron regulatory hormone hepcidin through bone morphogenetic protein (BMP) and SMAD signalling (Wallace et al., 2009). It has been shown that a complex forms between HFE and TfR2 (D’Alessio et al., 2012) that promotes hepcidin expression. The role of HFE in general iron metabolism is still the subject of much debate (Chorney et al., 2003); however, a consensus on its role is beginning to emerge. Modelling may be able to provide testable predictions of how HFE and TfR2 can function as iron sensors to promote hepcidin expression.

It has been observed that neutrophil gelatinase-associated lipocalin (NGAL) binds to a bacterial chromophore and that this contains an iron atom. Bacterial infections require free iron and the body lowers labile iron in response to infections. Worsening conditions have been observed in patients with bacterial infection given iron supplements (Weinberg, 1984). Bacteria in a limited iron environment secrete iron chelators (siderophores) (Braun, 1999), which bind iron much more tightly than transferrin. NGAL binds iron with an affinity that can compete with E. coli (Goetz et al., 2002) and therefore can function as a bacteriostatic agent. Yang et al. (2002) showed that iron obtained through NGAL was internalised and was able to regulate iron-dependent genes. NGAL is also recycled.
similarly to Tf, however NGAL and Tf-dependent iron uptake differ in many ways (Yang et al., 2002).

Direct (transferrin/NGAL-independent) iron absorption has been identified in intestinal epithelial cells through the action of divalent metal transporter 1 (DMT1) (Gunshin et al., 1997). DMT1 is important for transport of iron across membranes as it transports ferrous iron into the labile iron pool from both the plasma membrane and the endosome (Ma et al., 2006b). DMT1 is a ubiquitous protein (Gunshin et al., 1997).

The identification of iron transporter DMT1 in the duodenum led to the discovery of a haem transporter, haem carrier protein 1 (HCP1) on the apical membrane of the duodenum (Shayeghi et al., 2005). However the primary role of HCP1 was questioned when it was discovered that HCP1 transports folate with a greater affinity than it demonstrates for haem (Andrews, 2007). HCP1 is present in many human organs and therefore it may contribute to iron homeostasis in some of these tissue types (Latunde-Dada et al., 2006).

### 1.1.2 Ferritin

The capacity of iron to be toxic led to it becoming an active area of research and early studies focused on two molecules that were both abundant and easy to isolate: ferritin and transferrin (Andrews, 2008). Ferritin and transferrin protect the body from the damaging effects of ferrous iron by precluding the Fenton chemistry that promotes formation of oxygen radicals. Ferritin was the second of all proteins to be crystalised (Laufberger, 1937).

Ferritin is a predominantly cytosolic protein, which stores iron after it enters the cell if it is not needed for immediate use. Ferritin is ubiquitous and is present in almost all organisms. Ferritin storage counters the toxic effects of free iron by storing up to 4500 iron atoms within the protein shell as a chemically less reactive ferrihydrite (Harrison, 1977). Usually twenty-four subunits make up each ferritin protein. Two distinct types of ferritin subunit (heavy - H and light - L) are present in different ratios depending on the tissue-type (Boyd et al., 1985). The predominant subunit in liver and spleen is L, while in heart and kidney the H subunit is more highly expressed (Arosio et al., 1976). The two subunit types are the product of distinct genes and have distinct functions. The H subunits perform a ferroxidase role while L subunits contains a site for nucleation of the mineral core (Levi et al., 1992). Despite the distinct roles of the two subunits both appear involved in the formation of ferroxidase centers. A 1:1 ratio of H and L chains leads to maximal redox activity of recombinant human ferritin (Johnson et al., 1999). It is thought that the ratio of the two subunits adjusts the function of ferritin for the requirements of each organ. Ferritin H subunits convert Fe$^{2+}$ to Fe$^{3+}$ as the iron is internalised. The kinetics of this reaction change between low and high iron-loadings of ferritin (Bou-Abdallah et al., 2005b). The ratio of the two ferritin subunits in each tissue type is not fixed and responds to a wide variety of stimuli including inflammation and infection (Torti and Torti, 2002).

Ferritin is found in serum and this is regularly used as a diagnostic marker however
the source and role of serum ferritin remains unclear. It is thought that serum ferritin is a product of the same gene as L subunit ferritin (Beaumont et al., 1995).

Iron release from ferritin is less well understood than the internalisation process. It has been suggested that degradation of ferritin in the lysosome is the only method of iron release (Kidane et al., 2006). However contradictory research has suggested that iron chelators are able to access iron within ferritin through the eight pores in its shell (Jin et al., 2001). Ferritin pores, while mainly closed (Liu et al., 2003), are thought to allow iron to pass out of the shell in iron deficiency and haemoglobin production (Liu et al., 2007).

Mitochondrial ferritin is distinct from cytosolic ferritin. While it contains a similar subunit structure, 12 of the 24 ferroxidase sites are inoperative (Bou-Abdallah et al., 2005a). The kinetics of mitochondrial ferritin differ as a result of the inoperative sites with an overall lower rate of mineral core formation and a lower change between low iron saturation and high iron saturation kinetics.

1.1.3 Haemosiderin

Iron overload disorders such as haemochromatosis result in iron being deposited in heterogeneous conglomerates known as haemosiderin (Granick, 1946). Formation of haemosiderin is generally associated with high cellular iron levels. Haemosiderin is thought to form as a degradation product of ferritin (Wixom et al., 1980) and contains a mix of partly degraded ferritin and iron as ferrihydrite. The composition of haemosiderin varies between normal individuals, those with haemochromatosis and those with a secondary iron overload as a result of a disorder such as thalassemia (Andrews et al., 1988; St Pierre et al., 1998). The ease at which iron can be mobilised from haemosiderin also varies between primary and secondary iron overload. Iron is generally more easily mobilised from haemosiderin of primary iron overload than from ferritin, but more easily mobilised from ferritin than haemosiderin of secondary iron overload (Andrews et al., 1988; O’Connell et al., 1989).

1.1.4 Haem Biosynthesis

Haem is a compound containing ferrous iron in a porphyrin ring. Haem is best known for its incorporation in the oxygen-transport protein haemoglobin.

Haem biosynthesis is a well studied process as reviewed by Ferreira (1995). Once haem production is complete, haem is transported into the cytoplasm where it can be degraded by haem oxygenase 1 and 2. Haem regulates its own production through delta aminolevulinate synthase (ALAS), which is the catalyst for the first step of haem synthesis (Ferreira and Gong, 1995). ALAS2 is present exclusively in erythroid cells and ALAS1 is present in non-erythroid cells (Bishop, 1990). Haem inhibits the transport of ALAS1 into the cytoplasm and also inhibits ALAS1 at the level of translation (Yamamoto et al.,
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Frataxin is a mitochondrial protein the function of which is not fully understood. However, frataxin is known to facilitate iron-sulphur crystal formation through binding to ferrous iron and delivering it to the scaffold protein (ISU) where iron-sulfur crystals are formed (Rötig et al., 1997; Yoon and Cowan, 2003). Mature frataxin is located solely in the mitochondria (Martelli et al., 2007); however, it has been suggested that iron-sulfur clusters can form in the cytoplasm (Tong and Rouault, 2006). Frataxin is also thought to facilitate haem synthesis through the delivery of iron to ferrochelatase (a catalyst in haem production) (Yoon and Cowan, 2004).

Haem biosynthesis regulation differs greatly in erythroid cells when compared to other cell types (Ponka, 1997). Liver and kidney cell haem biosynthesis are similar however overall synthesis rate is slower in the kidney. This may be due to the the larger free haem ratio to overall haem activity in liver (Woods, 1988).

1.1.5 Ferroportin

Ferroportin is the only identified iron exporter (Abboud and Haile, 2000). Ferroportin is expressed in many cell types. Located at the basolateral-membrane of enterocytes, ferroportin controls iron export into the blood. In some cell types, caeruloplasmin (Cp) is required to convert Fe$^{2+}$ into Fe$^{3+}$ for export by ferroportin and transport by transferrin (Harris et al., 1999). In other cell types, hephaestin is the catalyst for the oxidation (Ma et al., 2006b).

Ferroportin is the target of hepcidin, the regulatory hormone for system-wide control of iron metabolism. The effect of changes in hepcidin levels varies depending on the cell type: blocking iron export from the intestine effectively blocks iron import into the body thereby reducing systemic iron levels, whereas blocking iron export from other tissues, such as the liver, may increase their iron stores. Modelling may be able to explain better the effect of system-wide modulations of ferroportin.

1.1.6 Haem Exporters

Ferroportin is the only currently identified iron exporter; however, two haem exporters have been found on the cell surface. Feline leukemia virus C receptor (FLVCR) was shown to export haem after it was first cloned as a feline leukemia virus receptor (Quigley et al., 2004). It has recently been shown in vivo that FLVCR is essential for iron homeostasis and performs a haem export role (Keel et al., 2008).

ATP-binding cassette (ABC) transporters are able to transport substrates against a concentration gradient through coupling to ATP hydrolysis. ABCG2 is an ABC transporter that uses this to prevent an excess of haem building up within a cell (Krishnamurthy and Schuetz, 2006). Although ABCG2 is expressed in multiple cell types it is not ubiquitous (Doyle and Ross, 2003).
1.1.7 Human Haemochromatosis Protein

Hereditary haemochromatosis is an iron overload disease which leads to accumulation of iron within organs (Aisen et al., 2001). Human haemochromatosis protein (HFE) was found to be the protein defective in patients with hereditary haemochromatosis, but the role of HFE in iron metabolism remained unknown for some time. The first important finding linking HFE with iron metabolism was the discovery that HFE forms a tight complex and co-precipitates with TfR in tissue culture cells (Feder et al., 1998). HFE association with TfR negatively regulates iron uptake by lowering the affinity of transferrin for TfRs approximately 10-fold. HFE expression gives a low ferritin phenotype, which is the result of an increase in iron-responsive element-binding protein (IRP) mRNA binding activity (Corsi et al., 1999). TfR2-HFE binding is still the subject of much debate however HFE binding to TfR2 has been suggested as a mechanism for mammalian iron sensing (Goswami and Andrews, 2006). There are also some recent findings showing that HFE and TfR2 form a complex (D’Alessio et al., 2012). While HFE knockout animals show deficient hepcidin leading to a haemochromatosis phenotype, it appears the liver is still able to sense serum iron levels without HFE (Constante et al., 2006). HFE deficient animals have been shown to have normal hepcidin induction in response to iron changes, but the basal level of hepcidin requires HFE (Constante et al., 2006). Reduced hepcidin levels as a result of loss of HFE leads to the over abundance of ferroportin and the iron overload phenotype of haemochromatosis. The proposed method for HFE-independent hepcidin induction is through TfR2, which has been shown to localise to lipid raft domains and induce MAP kinase (MAPK) signalling (Calzolari et al., 2006). MAPK signalling cross-talks with the bone morphogenetic protein signalling pathway usually associated with hepcidin induction. Specifically, transferrin binding to TfR2 has been shown to induce MAPK signalling, which could allow TfR2 to sense serum iron levels without a requirement for HFE.

1.1.8 Caeruloplasmin

Ferrous iron oxidation in vertebrates is catalyzed by caeruloplasmin (Cp) and hep haestin (Heph) (Osaki et al., 1966; Chen et al., 2004). Caeruloplasmin’s significance is demonstrated by the accumulation of iron in various tissues in patients with an inherited Cp deficiency (acaeruloplasminemia). The ferroxidase activity of Cp is supported by radiolabelled iron experiments (Harris et al., 2004). However, this role appears to be limited to release from tissue stores as Cp transcript is not present in intestinal cells and iron absorption is normal in Cp \(-/-\) mice (Harris et al., 1999).

Heph is a Cp paralog that is mutated in mice with sex-linked anaemia (SLA)(Vulpe et al., 1999). Heph is proposed to be responsible for basolateral iron transport from enterocytes with ferroportin (Chen et al., 2003). Although Cp and Heph appear to have different roles as they are located in different cell types, the mild phenotype when either
is deleted suggests at least a partial compensatory role of each for the other (Hahn et al., 2004).

### 1.1.9 Ferrireductase

Dietary iron is predominantly in ferric form (Fe$^{3+}$) and must first be reduced before it can be transported across the brush border membrane. Several yeast ferrireductase genes were identified before a mammalian candidate was found (Dancis et al., 1990, 1992). A candidate mammalian ferric reductase was identified (McKie et al., 2001) and duodenal cytochrome B (Dcytb) has been widely accepted as the mammalian ferric reductase. However, this was challenged when Dcytb knockout mice were generated and it was shown that Dcytb was not necessary for iron absorption (Gunshin et al., 2005). Following this, Steap3 was identified as the major erythroid ferrireductase (Ohgami et al., 2005). Further research questioned the finding that Dcytb was not required for iron metabolism (McKie, 2008), and investigations with knockout mice using radiolabelled iron demonstrated that Dcytb does affect iron absorption.

It is likely that Dcytb is the predominant mammalian ferrireductase. However, due to observations that knockout mice do not exhibit severe iron deficiency it is likely that other mechanisms for ferric iron reduction can substitute this role. Steap3 is a good candidate for this substitution.

Iron must also be reduced following endocytosis of the transferrin receptor complex, so that it can be exported out of the endosome by DMT1 (Section 1.1.1). Iron is released from transferrin due to the low endosomal pH. DMT1 exports iron out of the endosome, but it can only translate ferrous iron. Which reductase is responsible for endosomal reduction still remains to be confirmed; however, Steap3 appears a good candidate.

### 1.1.10 Hypoxia Sensing

The iron metabolism network and hypoxia-sensing pathways are closely linked. Hypoxia induces an increased rate of erythropoiesis, which is a major iron sink. Increased erythropoiesis in hypoxia is driven by the hypoxia-inducible factors (HIF1 and HIF2) (Semenza, 2009). HIFs consist of $\alpha$ and $\beta$ subunits both of which are widely expressed. Degradation of the $\alpha$ subunit is highly sensitive to hypoxia (Huang et al., 1996; Powell, 2003). In normoxia, HIF is degraded rapidly; however, in hypoxia, HIF rapidly accumulates and induces a wide array of gene expression. Prolyl hydroxylase domains (PHDs), the most abundant of which is PHD2, control the degradation of HIF$\alpha$ in an oxygen-dependent manner. PHDs form a complex including iron and oxygen that hydroxylates HIF$\alpha$ leading to its binding to a von Hippel Lindau (VHL) ubiquitin ligase complex and subsequent proteosomal degradation (Ivan et al., 2001). As iron is a necessary co-factor in the post-translational modification of HIF$\alpha$, the hypoxia-sensing pathway will also respond to perturbations in iron (Peyssonnaux et al., 2008). Both low iron and low tissue
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oxygen cause an HIF increase leading to activation of a number of genes and increased
erthropoiesis. The HIF heterodimer, made of both the $\alpha$ and $\beta$ subunits, induces tran-
scription of its target genes by binding directly to hypoxia response elements (HREs).
This is analogous to the IRE/IRP binding system for iron metabolism (Section 1.1.11).

Iron is not only able to regulate and be regulated by hypoxia-sensing through ery-
thropoiesis, but also more directly. A number of iron-related genes contain HREs. TfR
contains an HRE and is up-regulated in hypoxia to accommodate the extra iron require-
ment for erythropoiesis (Lok and Ponka, 1999). Caeruloplasmin, which is required for
oxidising iron prior to binding to transferrin, is induced by HIF1 thereby ensuring iron is
available to various tissues (Mukhopadhyay et al., 2000). Haem iron availability is also
increased in hypoxia by induction of haem oxygenase (Lee et al., 1997). The distinct
roles of HIF1 and 2 are still poorly understood, however HIF2 is known to target uniquely
a number of iron-related genes. HIF2 increases iron absorption from the diet by regu-
lating transcription of DMT1. Up-regulation of DMT1 in hypoxia is essential to provide
the increased iron required for erythropoiesis. The complex cross-talk between the iron
metabolism and hypoxia-sensing networks is further complicated by the discovery of an
iron-responsive element in the 5′ untranslated region of HIF2$\alpha$ (Sanchez et al., 2007).

Overall, this presents a comprehensive response to hypoxia in the iron metabolism
network, which aims to increase available iron and iron uptake into tissues that require
it for erythropoiesis. The increased iron requirement in erythropoiesis has been used to
treat anaemia more effectively by reducing required erythropoietin (EPO) doses through
iron supplementation (Macdougall et al., 1996). Computational modelling may be able to
provide insight into the interaction of the iron metabolism and hypoxia networks.

1.1.11 Cellular Regulation

Coordinated regulation of the uptake, storage and export proteins is required to main-
tain the careful balance between the damaging effects of iron overload and iron deficiency.
This is achieved essentially through post-transcriptional regulation. Untranslated mRNAs
that encode proteins involved in iron metabolism contain iron responsive elements (IREs)
(Hentze and Kühn, 1996). IREs are a conserved stem-loop structure that can regulate iron
metabolism through the binding of iron-responsive element-binding proteins (IRPs).

IRPs perform a different regulatory role depending on the location of the IRE to which
they bind. IRE/IRP binding in the 5′ untranslated region (UTR) of mRNAs inhibit trans-
lation (Muckenthaler et al., 1998). The 5′ UTR contains an IRE in the mRNA encoding
ferritin (Hentze et al., 2004) and ferroportin (Hentze and Kühn, 1996). If the location
of the IRE is in the 3′ UTR of the mRNA then IRE/IRP binding stabilises the mRNA.
The 3′ UTR contains an IRE in the mRNA encoding DMT1 (Hubert and Hentze, 2002).
Multiple IRE sites can exist within a single region to provide finer controlled regulation
(Hentze and Kühn, 1996).

Transcriptional regulation has also been reported for iron-related proteins including
1.2. Systemic Iron Metabolism

Iron homeostasis requires delicate control of many iron-related proteins. Cells that are responsible for iron uptake must “communicate” with cells that require iron to ensure systemic iron conditions are optimal. Iron is taken up through a tightly controlled pathway in intestinal cells; however, unlike copper which can be excreted through the biliary route, the iron metabolism network has no excretory pathway (Hentze et al., 2004). This means iron overload cannot be compensated for by the body excreting iron. Instead, iron uptake must be carefully controlled to ensure adequate but not excessive uptake for the body’s requirements.

The method of systemic iron regulation has been the topic of much debate. The accepted model until recently was that immature crypt cells were programmed to balance iron absorption correctly (as reviewed by Frazer and Anderson (2003)). This view is based on the lag time before iron absorption responds to stimuli (several days) corresponding with the time for immature crypt cells to mature and migrate to the villus (Wessling-Resnick, 2006).

The discovery of hepcidin as an iron regulatory hormone challenged the crypt cell maturation model (Krause et al., 2000). Synthesis of hepcidin mainly takes place in the liver (Park et al., 2001). Time is required to alter hepcidin expression levels and this delay corresponds to the lag period observed before a response to stimuli is seen (Frazer et al., 2004). Changes in absorption occur rapidly after circulating hepcidin levels are increased, the lag period is a consequence of the time required to alter hepcidin expression levels.

The hepcidin receptor remained elusive for some time following the discovery of hepcidin. However it has recently been shown that hepcidin binds to ferroportin and induces its internalisation and subsequent degradation within the lysosomes (Nemeth et al., 2004b).

Constitutive expression of hepcidin in mice leads to iron deficiency (Nicolas et al., 2002a). Hepcidin responds to stimuli with increased expression in the event of iron overload and decreased response in the event of iron deficiency (Nicolas et al., 2002b; Pi-
geon et al., 2001). Hepcidin expression is regulated by the bone morphogenetic protein BMP/SMAD signal transduction pathway (Babitt et al., 2006). Inactivation of SMAD4 leads to a similar iron overload phenotype to hepcidin knockout (Wang et al., 2005). Expression of hepcidin is increased by treatment with BMPs (Babitt et al., 2006). There is cross-talk with inflammatory cytokines including interleukin-6 (IL-6), which induce hepcidin transcription in hepatocytes (Nemeth et al., 2004a). This is a result of binding of the signal transducer and activator of transcription 3 (STAT3) regulatory element to the hepcidin promoter (Wrighting and Andrews, 2006). There is also evidence that when transferrin binds to Tfr2 the ERK1/2 and p38 MAP kinase pathways are activated leading to hepcidin expression (Calzolari et al., 2006).

1.3 Iron-sulphur Clusters

Iron-sulphur (Fe-S) clusters are present in active sites of many enzymes. Fe-S clusters are evolutionarily conserved across all domains of life and thus seem to be essential. Fe-S proteins have utility for electron transfer, enzymatic reaction catalysis and regulatory roles. Mitochondrial complex I and II both contain iron-sulphur clusters essential for their role in oxidative phosphorylation. Iron metabolism and Fe-S biogenesis are closely linked. The iron response proteins (IRPs) are Fe-S cluster-containing proteins and Fe-S clusters are sensitive to oxidative stress (Bouton and Drapier, 2003). Defects in Fe-S cluster synthesis lead to dangerous mitochondrial iron overload. Mitochondrial iron overload as a result of abnormal Fe-S protein biogenesis is found in patients with Friedreich’s ataxia (Puccio and König, 2000). A number of related diseases including ISCU myopathy and sideroblastic anaemia are caused by reduced Fe-S cluster biogenesis leading to mitochondrial iron overload.

1.4 Iron Disease

1.4.1 Haemochromatosis

As previously mentioned (Section 1.2), iron metabolism has no direct excretory mechanism and as a result excess iron is not lost except by losing iron-containing cells, for example through bleeding or intestinal shedding. Hereditary haemochromatosis is an iron overload disorder, resulting from excess iron uptake, which cannot be compensated for due to the body’s inability to discard excess iron. It is the most common genetic disorder in Caucasian populations, affecting around 1 in 200 Europeans (Olsson et al., 1983). Haemochromatosis is characterised as a progressive parenchymal iron overload which has a potential for multi-organ damage and disease. Haemochromatosis initially leads to an increase in transferrin saturation as a result of massive influx of iron from enterocytes. Macrophages also release more than normal levels of iron (Camaschella et al., 2000).
Pathogenic mutation in the HFE gene was discovered to be present in the majority of hereditary haemochromatosis patients (Feder et al., 1996). However this was complicated when mutations in other iron-related genes were found to lead to the same phenotype as haemochromatosis. Hepcidin (Roetto et al., 2003), Tfr2 (Camaschella et al., 2000), ferroportin (Montosi et al., 2001) and haemojuvelin (Papanikolaou et al., 2003) perturbations have all been attributed to various haemochromatosis types. HFE mutations lead to type 1 hereditary haemochromatosis (HH) which causes liver fibrosis and diabetes; Type 1 HH is the most common form of HH. Mutations in the gene for haemojuvelin (HJV) lead to type 2 (juvenile) haemochromatosis and this is often fatal. Tfr2 mutations lead to type 3 HH and mutations in ferroportin cause type 4.

Recent findings suggest that the multiple haemochromatosis types with similar phenotype may be a result of HFE, TFR2 and HJV all being regulators of hepcidin in the liver, as haemochromatosis in all mutations is characterised by inadequate hepcidin synthesis (Gehrke et al., 2003). Mutations in the ferroportin gene cause the transporter to be insensitive to hepcidin regulation, which can lead to haemochromatosis.

1.4.2 Iron-deficiency Anaemia

Iron deficiency is more common than the iron overload associated with haemochromatosis. Iron-deficiency anaemia may be the most common nutritional defect worldwide (Clark, 2008) with over 30% of the world’s population suffering from some form of anaemia (Benoist et al., 2008). Anemia is commonly caused by caused by inadequate iron uptake, bleeding and Inflammation (Clark, 2008). It has been shown that iron-deficiency anaemia can be caused without significant bleeding by infection with *H pylori* (Marignani et al., 1997).

Genetic defects in iron-related genes can also cause iron-deficiency anaemia. A mutation in the gene encoding DMT1 has been shown to cause genetic microcytic anaemia (Mims et al., 2005).

Hypotransferrinemia is an extremely rare disorder resulting from mutations in the gene encoding transferrin. Hypotransferrinemia is characterised as very low transferrin levels in the plasma. Iron delivery is interrupted and a futile increase in intestinal iron absorption leads to tissue iron deposition (Trenor et al., 2000). Incorrect levels of caeruloplasmin can also cause mild iron-deficiency anaemia (Harris et al., 1995). *Mask* mice have demonstrated iron deficiency anaemia which is attributed to elevated hepcidin expression (Andrews, 2008).

Anaemia is common in intensive care units (ICUs) due to a combination of repeated blood sampling, underlying injuries and infections. Ninety-seven per cent of patients in ICU are anaemic after their first week (Hayden et al., 2012). The risk presented by this anaemia is somewhat unknown as much of it can be attributed to the potential protective affects of the "anaemia of inflammation". The aim of this anaemia may be to reduce iron availability for invading micro-organisms. However there is a strong correlation between
severity of anaemia and poor patient outcome (Mehdi and Toto, 2009; Salisbury et al., 2010; Go et al., 2006).

1.4.3 Malaria and Anaemia

Malaria, while not a disorder of iron metabolism, has been shown to be highly dependent on iron regulatory processes. In areas where malaria is most prevalent there is also a high prevalence of anaemia. Trials that preventatively treat anaemia in these areas have proved contentious as malaria infection rates increase with iron supplementation (Oppenheimer et al., 1986). Malaria preferentially infects iron replete red blood cells and increased hepcidin expression following an initial malaria infection confers protection against a second infection. If we could better understand iron metabolism to ensure free iron is minimised without inducing anaemia we may be able to treat both malaria and anaemia more effectively.

1.4.4 Neurodegenerative Disorders

Neurodegenerative disorders are among the most highly studied diseases associated with iron metabolism. Unusually high levels of iron accumulation in various regions of the brain has emerged as a common finding in neurodegenerative disorders including: Parkinson’s disease (Youdim et al., 1993), Alzheimer’s disease (Gooman, 1953), Huntington’s disease (Bartzokis et al., 2007a), and normal age-related neuronal degeneration (Bartzokis et al., 1994). With improvements in magnetic resonance imaging it has become increasingly possible to characterise the altered localisation of iron in neurodegeneration (Collingwood and Dobson, 2006). While many neurodegenerative disorders have been found to share misregulated iron metabolism, they have distinct phenotypes. The variety of neurodegenerative phenotypes may be attributed to the specific causative alterations leading to iron accumulation in distinct cell-types or sub-cellular locations in each disorder. If the destination of poorly liganded iron can be identified in each neurodegenerative disorder, then iron chelation and anti-oxidant therapeutics may be effective treatements for a wide variety of highly prevalent neurodegenerative disorders (Kell, 2010).

1.5 Tissue Specificity

Iron metabolism is not an identical process in all cell types. Differences have been shown in gene expressions between different tissues and cell types (Polonifi et al., 2010). pH has been shown to greatly affect the kinetics of iron-related reactions and endosomal pH varies with cell type, ranging from 6 to 5.5 and occasionally as low as 4.3 (Mellman et al., 1986; Lee et al., 1996). Based on data from the literature, Hower et al. (2009) created multiple iron metabolism networks that showed the specific iron metabolism factors present in different tissue types.
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1.5.1 Hepatocytes

Hepatocytes are key regulators of iron metabolism. The liver is a site of major iron storage which leads to liver damage in iron overload disorders and hepcidin is predominantly expressed in the liver (Park et al., 2001). For the correct regulation of hepcidin, which is released into the serum to regulate whole body iron metabolism, hepatocytes must be accurate sensors of serum iron levels. TfR2 is highly expressed in hepatic tissue and is thought to facilitate the iron-sensing role of hepatocytes. HFE is also more highly expressed in hepatocytes and is thought to assist with TfR2 in an iron-sensing/signalling role.

1.5.2 Enterocytes

Intestinal absorptive cells (enterocytes) differ from many other cell types as they are responsible for uptake of iron directly from the diet. Iron in the diet is not bound to transferrin and therefore cannot be taken up through the action of transferrin receptors. Transferrin receptor 1 is still expressed in enterocytes where it appears to play a role outside iron uptake in maintaining the structural integrity of the enterocyte. Enterocytes do not express hepcidin but are one of the major sites of hepcidin-targeted regulation. As hepcidin induces the degradation of enterocyte ferroportin, it has the potential to block the only route of iron uptake from the diet into the body. Controlling enterocyte iron uptake either locally or through the action of hepcidin is key to understanding and treating iron-related disorders. Enterocytes take up non-haem iron (iron not derived from haemoglobin or myoglobin in animal protein sources) through the action of divalent metal transporter 1 (Gunshin et al., 1997); the mechanism and kinetics of this process differ from transferrin receptor-mediated endocytosis found in cell types that import transferrin-bound iron from serum. Enterocytes are polarised meaning they take up iron from the brush border and export iron through the basolateral membrane into the serum. This polarised structure provides a one-way route for iron taken up from the diet with no possibility of iron returning to the gut lumen once it has been exported by ferroportin into the serum. This one-way route for iron, and the lack of an iron export pathway in general, leads to conditions of iron overload when iron is misregulated.

1.5.3 Reticulocyte

Reticulocytes are immature red blood cells, which still have both mitochondria and ribosomes. In their mature form, red blood cells contain haemoglobin. Haemoglobin A (HbA), the primary haemoglobin type in adults, is composed of 2 peptide globin chains. Regulation of HbA is by haem-regulated eIF2a kinase (HRI). Once activated, HRI phosphorylates eIF2a, which inhibits globin synthesis. Haem binds to HRI and deactivates it when haem levels are high. Haem detaches from HRI in haem deficiency leading to activation (Han et al., 2001). An alternative haemoglobin regulator, α haemoglobin-stabilizing
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protein (AHSP), stabilises aHb and promotes haemoglobin synthesis (Yu et al., 2007).

Reticulocytes take up iron through the standard Tf-TfR pathway, but ferritin receptors also exist on the cell-surface, which provide an alternative iron uptake mechanism (Meyron-Holtz et al., 1994). Following internalisation through ferritin receptors, ferritin is degraded in the lysosome, which releases iron into the labile iron pool (Vaisman et al., 1997; Leimberg et al., 2008).

Regulatory differences in the erythroid-specific form of ALAS (i.e. ALAS2) mean it is unaffected by haem (Ponka, 1999). An IRE in the 5′UTR is present only in ALAS2 (Bhasker et al., 1993).

The action of DMT1 differs in reticulocytes. Although DMT1 is not known to play an iron import role in reticulocytes, and a non-IRE form is most prevalent, there is mRNA evidence of the presence of the IRE-containing form (Kato et al., 2007).

1.5.4 Macrophage

The main role of the macrophage in iron metabolism is iron recycling from haemoglobin back into circulation. Most of the iron in circulation is a result of recycling existing iron as opposed to new iron uptake. The majority of this iron is recovered from senescent erythrocytes (Alberts et al., 2007). Phagocytosis of senescent erythroid cells begins in the binding of cell-surface receptors to the senescent red blood cells. The red blood cell is then absorbed by the activated receptor in the phagosome which in turn fuses with the lysosome. The red blood cell and haemoglobin are then degraded by hydrolytic enzymes which leave them haem free. Recycled iron is then transported out of the phagosome by Nramp1 (Soe-Lin et al., 2008).

Recycling of haemoglobin can also begin with cluster of differentiation 163 (CD163) mediated endocytosis of haptoglobin:haemoglobin (Hp-Hb) complexes (Fabriek et al., 2005). CD163 exists on the cell surface of macrophages and is a member of a family of scavenger receptor cystine-rich (SRCR) receptors. Once Hp-Hb is internalised into the lysosome, haem is released and degraded by haem oxygenases (Madsen et al., 2001). CD163 is also known to detach from the plasma membrane; however, the function of free soluble CD163 remains unknown (Droste et al., 1999).

1.6 Existing Models

1.6.1 General Systems Biology Modelling

Molecular biology approaches have been used to study the steps of iron metabolism in detail, revealing facts such as protein properties and genome sequences. However, the fundamental principle of systems biology is that knowledge of the parts of a network does not lead to complete understanding without knowledge of the interaction dynamics. Cells, tissues, organs, organisms and ecological systems are constructed of components
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with interactions that have been defined by evolution (Kitano, 2002). Understanding these interactions is key to understanding the emergent behaviour and developing treatments for iron metabolism related disorders. Developing tools to integrate the large amounts of highly varied data (gene expression, proteomic, metabolomic) is a central goal of systems biology.

A consistent target of systems biology is to develop an in silico model of a full organism. Constructing a comprehensive model of iron metabolism contributes not only to understanding of iron metabolism, but also towards the completeness of a full virtual human.

The biological complexity of a network’s interactions can rise exponentially with the scale of the system. Each extra component in the system can add multiple interactions, which can change the systems behaviour. If a system is large, there is a risk that too few interactions are understood and quantified. Therefore, it is important that a system of an appropriate scale is chosen for study. Iron metabolism is a system of multiple components interacting in a complex network as shown in the map constructed by Hower et al. (2009), and therefore is a suitable candidate for systems biology modelling provided the scale of the system is appropriate. The general map of iron metabolism (Hower et al., 2009) contains 107 reactions and transport steps. However, some of these are small steps that may have trivial kinetics, or there may be multiple-stage processes that can be approximated to a simple process. Many of the subcellular localisation steps may not be required for an initial model of iron metabolism. The kinetic data from the literature provides information relevant to modelling the main, central interactions at the core of the network. Therefore, a cellular-scale mechanistic model of human iron metabolism is achievable and that this could potentially be extended to include multiple cell types responsible for regulation and iron absorption.

1.6.2 Hypoxia Modelling

Qutub and Popel (2006) constructed a computational model of oxygen sensing and hypoxia response. The mechanistic ordinary differential equation model included kinetics derived from the literature and some parameter estimation. The model included iron, ascorbate, oxygen, 2-oxoglutarate, PHD and HIF1. The modelling was performed in MATLAB (MATLAB, 2010). However, the kinetics used were not clearly described by the authors. The methods describe the catalytic rate ($k_{cat}$) being set to zero for fast reactions, whereas a zero $k_{cat}$ would actually model a stopped reaction with zero flux. To attempt to gain a better understanding of the modelling methods, a MATLAB file was obtained through correspondence with the authors. This file confirmed the modelling decisions to set $k_{cat}$ values to zero. In the following sample from the code obtained the final component of $dy(7)$ and $dy(9)$ both evaluate to zero and therefore have no effect on any kinetics.

```matlab
%Compound y(7) = PD2-Fe2-DG-O2
```
%Compound y(8) = AS, ascorbate
%Compound y(9) = PD2-Fe2-DG-O2-AS
kcatAS=0;
kcatO2=0;
dy(7) = k1O2*y(5)*y(6)-k_1O2*y(7)-kcatO2*y(7);
dy(8) = k_1AS*y(9)-k1AS*y(7)*y(8)-kASFe*y(13)*y(6)*(y(15))^2*y(8);
dy(9) = k1AS*y(7)*y(8)-k_1AS*y(9)-kcatAS*y(9);

Furthermore, species 9, which is a complex of 7 and 8, appears to consume only species 8 in its production. Species 7 contains no term dependent on the production rate of species 9 and therefore does not obey mass conservation.

The authors found that the response to hypoxia could vary greatly in magnitude and dynamics depending on the molecular environment. Iron and ascorbate were found to be the metabolites that limited the response in various conditions. Ascorbate had the highest effect on hypoxia response when iron was low. The result of HIF1 regulation, including the feedback into the iron metabolism network, was not considered.

If this modelling work is to be incorporated into a larger model of iron metabolism, then care should be taken to describe accurately the biochemical processes when expressing them in computational code. The paper’s (Qutub and Popel, 2006) parameters and proposed complex formation reactions could guide the construction of a new model.

1.6.3 Existing Iron Metabolism Models

As the importance of iron and its distribution in the body became apparent a number of attempts to create mathematical models of iron metabolism have been made. A number of different modelling techniques have been applied to iron metabolism and the scope of models has varied from whole body to single cell.

Some existing studies of iron metabolism have focused on a compartmental approach, which have led to comprehensive physiological models of iron distribution over time. These are not mechanistic models, they are instead physiological and concerned with recreating the phenotype of iron metabolism, but are important in construction and verification of a multiscale model. Compartmental models are the initial stages of a top-down systems model and molecular models are the initial stage of a bottom-up systems modelling approach.

Early modelling by Berzuini et al. (1978) constructed a compartmental model of iron metabolism (Figure 1.1a). Parameters were estimated using radiation based techniques and an optimisation algorithm. The erythropoietic and storage circuit were considered separately and then the interaction between the two was modelled, which demonstrates, in a minimal way, the multiscale modelling approach required to investigate iron metabolism. Computing limitations inhibited the accuracy of variable estimations and many experimental parameters that are currently available were not available when the model was constructed. This model was extended by Franzone et al. (1982) (Figure 1.1b).
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(b) Compartmental Iron Metabolism Model (Franzone et al., 1982) (Reproduced with permission). Thin contour blocks represent iron pools while heavy contour blocks the control mechanism. Thin arrows represent material flows (iron or erythropoietin) while large arrows the input-output signals of the control mechanism.

Figure 1.1: Compartmental models of iron metabolism and intercellular levels of iron using radiation based ferrokinetic data.

The model of Franzone et al. (1982) was verified by experimental data and provided reasonably accurate predictions of iron content in various iron pools. This work focused on modelling the effects of therapeutic treatment; events such as blood donation and therapeutic treatments of erythroid disorders were simulated and verified. The numerical accuracy and length of simulation was limited by computational power available at the time.

Recent work (Lopes et al., 2010) used similar radiation tracing to calculate steady-state fluxes and iron distribution between different organs. Three different dietary iron levels were studied. This work focused on modelling the effects of dietary changes. The model produced was a more accurate and complete model in part due to the increased computational power available. Although the ferrokinetic data were collected from mouse experiments the findings should be scalable to human models.

Early, small scale intra-cellular, molecular models were minimal. A model con-
Figure 1.2: **Minimal Intra-cellular Iron Metabolism Model (Omholt, 1998)** (Reproduced with permission). The feedback-loop structure of the iron regulatory system used for constructing the model. IRP1-NA and IRP1-A are the non-IRE binding and the IRE-binding version of iron regulatory protein 1 respectively. Ferritin and eALAS (erythroid 5-aminolaevulinate synthase) are not included as state variables of the model, but their interactions are incorporated by indirect means. Thick lines refer to sigmoidal regulation, while thin lines refer to proportional regulation (ordinary decay).

A recent model (Salgado et al., 2010) of ferritin iron storage dynamics provided a detailed mechanistic model that matched experimental data well. The conventional storage role for ferritin was questioned in favour of a role as a 3-stage iron buffer that protects the cell from fluctuations in available iron. The model was constructed using Michaelis Menten-like kinetics with kinetic constants approximated from the literature. This produced a model that matched the observed data well; however, some potentially inaccurate assumptions were made, which would require further validation before incorporation into a larger model of iron metabolism. Diffusional phenomena were ignored and a perfectly mixed system was assumed. An analysis identified a rate-limiting step, but this view has been shown to be incorrect and should be replaced with the idea of distributed control in future analysis (Westerhoff et al., 2009).

Recently, a core model of cellular iron metabolism was published by Chifman et al. (2012). The model consisted of 5 ordinary differential equations representing the LIP, ferritin, IRP, ferroportin and TfR1 (Figure 1.3a). It is a strictly qualitative model and makes no attempts to use experimental or fitted parameters. The model is of breast epithelial tissue and therefore considered hepcidin to be a fixed external signal to the cellular system with which they were concerned. The model was validated by its ability to recreate the
single result that ferroportin and ferritin show an inverse correlation in both the simulation and breast epithelial cell lines. However, this result is intrinsically constructed into the model, as up-regulation of either ferroportin or ferritin leads to a decrease in LIP and subsequent increase in IRP, which regulates the other factor in an inverse manner. Therefore, further validation should be performed with data other than those used to construct the model.

Chifman et al. (2012) argued that, due to having 15 undetermined numerical parameters, parameter estimation was not feasible for the iron metabolism network. Instead, through a combination of analytical techniques and sampling, they demonstrated that the model properties are inherent in the topology and interactions included, as opposed to the parameters chosen. A more extensive model that includes variable hepcidin will be required to see emergent behaviour and provide utility as a hypothesis-generation tool.

Mobilia et al. (2012) constructed a core model of iron metabolism with similar scope to Chifman et al. (2012), but with the aim of modelling an erythroid cell. The iron metabolism network was chosen as a system to demonstrate a novel approach to parameter-space reduction. Initial parameter upper and lower bounds were assigned from the literature where estimates were found. Where estimates were not found in the literature a broad range of chemically feasible concentrations was permitted. Known behaviour of the iron metabolism network was then used to construct temporal logic formulae (Moszkowski, 1985). Temporal logic formulae encapsulate time-dependent phenomena, such as a metabolite increase leading to a decrease in a second metabolite after some time. These temporal logic formulae were used to restrict further the parameter space through a process of repeatedly sampling parameters and testing the truth of the logical formulae. Regions of parameter space that did not fully meet the logical requirements were excluded. This led to a much reduced parameter space (often by multiple orders of magnitude) in which any set of parameters match known behaviour of the iron metabolism network.

Overall iron metabolism modelling efforts have focused at a cellular scale on the roles of ferritin, IRPs and TfR1. While existing models have confirmed the experimentally observed role for these proteins, due to the limited scope of the mechanistic modelling efforts (i.e. including only a few key proteins), and the limited experimental data incorporated into these models, the predictive power of systems biology approaches remains to be demonstrated. By increasing the modelling scope to include iron-sensing in hepatocytes, hepcidin expression and dietary iron uptake, we should better understand iron disorders. To construct a model with predictive utility, a comprehensive, translational approach to data acquisition (from various experimental techniques and the clinic) should be taken. Care should be taken to consider the potential errors that arise as a result of integrating multiple data sources. However, due to improving experimental techniques it should be possible to construct a more ambitious fully parameterised model of human iron metabolism.
(a) The Chifman et al. (2012) model contains the basic components of cellular iron metabolism (reproduced with permission).

(b) The Mobilia et al. (2012) model covers similar core components.

Figure 1.3: Core models of iron metabolism contain similar components.
1.7 Network Inference

One of the fundamental challenges in constructing systems biology models is the network inference from systems level data (Stolovitzky et al., 2007). A number of approaches have been developed to tackle this problem. Statistical modelling approaches such as Bayesian inference and ARACNe provide a measure of correlation between network nodes (Laubenbacher et al., 2009). The ARACNe algorithm (Basso et al., 2005) is based on relevance networks that use information criterion in a pair-wise manner across gene expression profiles to identify possible edges. ARACNe adds further processing to avoid indirect interactions. Bayesian network methods (Friedman et al., 2000) can require more data than are typically available from gene expression experiments (Pe’er et al., 2001). A review of reverse engineering, network inference, methodologies was performed by Camacho et al. (2007). The authors found that methods based on individual gene perturbations, such as the methods of de la Fuente et al. (2002), outperformed methods that used comparatively more data for inference, such as time-series analysis (Yu et al., 2004), or statistical techniques (De La Fuente et al., 2004).

1.7.1 Map of Iron Metabolism

Network inference is at an advanced stage for iron modelling and this is best shown by an iron metabolism map that has been constructed by Hower et al. (2009) with 151 chemical species and 107 reactions and transport steps. Tissue-specific subnetworks were also created for liver, intestinal, macrophage and reticulocyte cells. The chemical species in each tissue-specific subnetwork was determined by assessing the literature for evidence; however, this should be verified before incorporation into a model. The inclusion of some species were based on mRNA evidence, which may be less reliable than some proteomic data now available, for example from the Human Protein Atlas (Berglund et al., 2008). The Human Protein Atlas (Section 2.1.1) can provide an initial verification of the network, specifically in the case where negative expression has been shown for a species previously included in the network based on mRNA evidence.

The addition of kinetic data to the validated network or subnetworks should provide an excellent systems biology model and is the basis for the work presented here.

1.8 Modelling Techniques

1.8.1 Discrete Networks

Discrete networks, the simplest of which are Boolean networks, are a simulation method that are often applied to reverse-engineering gene regulatory networks from expression data. Boolean networks simplify continuous models to become deterministic, where the state of a species at a time-point represents whether it is expressed (1) or has
negative expression (0). Time is also discretised so that a species will only change state when the time-point progresses to the next “tick”. Discrete networks are used widely when systems biology networks do not have sufficient high quality data to build detailed quantitative models using ordinary differential equations (ODEs) (Veliz-Cuba et al., 2010). Discrete modelling can also be more accessible to life scientists due to the logical correlation between “activation” and a 1 in the state space. Discrete modelling techniques have many disadvantages including the loss of all concentration information. Discrete models can not perform a time-course showing how concentrations change over a defined time period. An artifact of discrete modelling can be false stable oscillatory behaviour, as the reduced resolution provided can ignore the effect of dampening on damped oscillations tending towards a stable concentration. All findings from ODE models can be recreated using thresholding techniques and therefore ODE models can make the most use of existing data and models for parameterisation and validation.

1.8.2 Petri Nets

Petri nets are an alternative form of discrete modelling that have been successfully applied in a systems biology context (Chaouiya et al., 2008; Grunwald et al., 2008). Petri nets offer the ability to analyse systems from either quantitative or qualitative perspectives. A petri net is a graph theoretic technique in which nodes are transitions and places interconnected by arrows (arcs) showing the direction of flow. Petri nets are discrete as each token in the network can represent a single molecule but can equally represent 1 mol. Tokens move from one place to another when a connecting transition is activated (or fired) as seen in Figure 1.4. Petri net models can be easily constructed since the stoichiometry matrix of a metabolic network corresponds directly with the incidence matrix of a petri net. A general approach to re-write multi-level logical models into petri nets has been defined by Chaouiya et al. (2008). Petri net modelling reduces some of the issues with low resolution discrete modelling. However, petri net modelling still fails to capture the full information available from an ordinary differential equation based model.

1.8.3 Ordinary Differential Equation Based Modelling

Ordinary differential equation (ODE) based models are made up of a differential equation for each metabolite, representing its rate of change. The terms of the differential equations simulate the effect each reaction has on the metabolite which the equation represents. ODE models have been successfully applied to a wide variety of biological systems from human coagulation (Wajima et al., 2009) to phosphorylation in signal transduction cascades (Ortega et al., 2006). ODE models are best used for well characterised systems where kinetic data for the processes are available. Where parameters are not available they can be estimated, but caution must be taken with this process. While skepticism over parameter accuracy is often raised with ODE models, these parameters are what provides
Parameter-free models or less quantitative modelling techniques cannot take full advantage of all available data.

The study presented in this thesis ambitiously aimed to construct an ordinary differential equation based model. This was reevaluated throughout the modelling process to ensure that this was the correct modelling approach, for the entire system and individual components, given the amount and quality of available data.

1.9 Graph Theory

The scale of the iron metabolism network offers opportunity for mathematical analysis with graph theory techniques. Each species in the network is represented by a node and each interaction is an edge between one node and another. The degree of a node is a measure of the number of edges that begin or end at that node. Node degree can measure the significance of a biochemical species in a network (Han et al., 2004; Fraser et al., 2002). Hower et al. (2009) analysed the map of the iron metabolic network from a graph theory approach and showed that consistently, for all tissue-specific subnetworks, LIP, cytosolic haem and cytosolic reactive oxygen species had the highest degree. Some cellular networks are thought to have scale-free degree distributions (Jeong et al., 2000). This is significant as it differs from random graphs where the node-degrees are closely clustered around the mean degree. In scale-free structures, “hubs” exist that have an unusually high degree and this has biological impact on the robustness of a network to random node failure or attack (Albert et al., 2000). Affecting those hubs with large degrees can alter the

Figure 1.4: **Petri nets - tokens move between places when transitions fire**
behaviour of a biological network more efficiently than targeting non-hub nodes that can have little effect on the overall behaviour of a system.

Average path length and diameter of biochemical networks are small when compared to the size of the network. A biological network of size \( n \) has average path length in the same order of magnitude as \( \log(n) \) (Jeong et al., 2000; Wagner and Fell, 2001). This property can be thought of as the number of steps a signal must pass through before a species can react and, therefore, the speed at which information can be transmitted through the network.

Clustering analysis of metabolic networks has revealed that, when compared to random networks, the clustering coefficient of the metabolic network is at least an order of magnitude higher (Reed and Palsson, 2003). The clustering coefficient measures how likely the neighbours of a given node are to be themselves linked by an edge. Furthermore, as the degree of a node increases, the clustering coefficient decreases. This may be due to the network structure of metabolic networks being made of different modules linked by high-degree hub nodes.

Centrality measures have been shown to be linked to essentiality of a gene/protein. This could be applied to identify effective drug targets (Jeong et al., 2003). Degree centrality is the same as degree for undirected graphs. However, degree centrality can be either in-degree or out-degree for directed graphs. Closeness centrality is a measure that assumes important nodes will be connected to other nodes with a short path to aid quick communication. It was shown by Wuchty (2003) that the highest centrality scores in \( S. \ cer e v i s i a e \) were involved in signal transduction reactions. Betweenness centrality assumes that important nodes lie on a high proportion of paths between other nodes. Joy et al. (2005) measured betweenness centrality for the yeast protein interaction network and found that essential proteins had an 80% higher average betweenness centrality value than non-essential proteins.

By performing further graph theoretic analysis on the map of iron metabolism it will be possible to identify which metabolites are most central. Central nodes identified by graph theory, combined with literature review for metabolites regarded as highly important and well characterised, should point to the starting point for modelling.

1.10 Tools

1.10.1 Systems Biology Mark up Language

A standard approach to modelling complex biological networks is a deterministic strategy through integration of ordinary differential equations (ODEs). To facilitate sharing and collaboration of modelling work, a number of tools and standards have been developed. The Systems Biology Mark up Language (SBML) (Hucka et al., 2003) is an open source file format based on eXtensible Markup Language (XML) and is used for representing biochemical reaction networks. SBML offers a number of different specification
levels with varying features: Level 1 provides the most simple and widely supported implementation; Level 2 adds a number of features (Le Novère et al., 2008); and Level 3 (the latest implementation) provides the most comprehensive set of features (Hucka et al., 2010). Through these multiple levels, SBML is able to represent many biological systems which can then be simulated in a number of different ways (ODEs, stochastic, petri nets etc) using various software tools (Sections 1.10.4-1.10.7). CellML (Lloyd et al., 2004) offers similar functionality to SBML, and is an alternative, although SBML has wider support and compatibility than CellML and has been more widely accepted. COPASI (Section 1.10.4) can import and export SBML.

Both experimental data and systems models have adopted data standards. However, until recently there were no standards to associate models with modelling data. Systems Biology Results Markup Language (SBRML) was created for this purpose (Dada et al., 2010). Like SBML, SBRML is an XML-based language, but SBRML links datasets with their associated parameters in a computational model.

1.10.2 Systems Biology Graphical Notation

The analogy between electrical circuits and biological circuits is often used when explaining the methodology of systems biology. In neither field can a knowledge of the network’s components in isolation lead to an understanding of the network without knowledge of the interactions. Systems Biology Graphical Notation (SBGN) (Novere et al., 2009) is to systems biology what circuit diagrams are to electrical engineering. SBGN is a visual language that was developed to represent biochemical networks in a standard unambiguous way. SBGN consists of three diagram types. The SBGN process diagrams are used to represent processes that change the location, state or convert a physical entity into another, and therefore are most relevant here. These diagrams can be created in CellDesigner (Section 1.10.7).

1.10.3 Stochastic and Deterministic Simulations

A deterministic systems biology model is usually made up of a system of ordinary differential equations. These equations are solved using numerical or analytical methods. Stochastic simulations differ from deterministic approaches due to the evolution of the stochastic system being unpredictable from the initial conditions and parameters. A large, repeated stochastic simulation where the results are averaged may reveal what appears to be deterministic results; however, simulations with a small sample size will demonstrate stochastic effects. An identical stochastic system run twice can reveal very different results.

Biological systems are inherently noisy and stochastic models include simulation of this effect. From gene expression (Raj and van Oudenaarden, 2008) to biochemical reactions, the importance of noise is apparent at all scales of a biological system (Samoilov
et al., 2006). The behaviour of a system modelled stochastically can vary from deterministic predictions (Srivastava et al., 2002). Stability analysis of the steady states of deterministic systems can reveal unstable nodes, which stochastic simulations can reach and remain at (Srivastava et al., 2002).

Hybrid stochastic-deterministic methods have been developed to attempt to overcome the limitations of both individual methods. Hybrid algorithms first partition a network into subnetworks with different properties with the aim of applying an appropriate simulation method to each of the subnetworks. This retains the computationally expensive stochastic techniques for the subnetworks where they are needed. For example COPASI (Section 1.10.4) uses a basic particle number partitioning technique for this purpose. A model can be constructed once (i.e. without re-modelling) and then simulated using both stochastic and deterministic approaches using COPASI.

1.10.4 COPASI

COPASI is a systems biology tool that provides a framework for deterministic and stochastic modelling (Hoops et al., 2006). COPASI can transparently switch between deterministic chemical kinetic rate laws and appropriate discrete stochastic equivalents. This allows both approaches to be explored without remodelling.

COPASI also offers the ability to calculate and analyse the stability of steady states. Steady states are calculated using a damped Newton method and forward or backward integration.

When analysing the dynamics of a system, repeated simulation can be a powerful tool. Repeating a stochastic simulation with consistent parameters can refine the distribution of solutions; repeating a deterministic simulation with a random perturbation to parameters can establish the sensitivity of a model to the accuracy of the kinetic parameters. COPASI offers the ability to repeat simulations with consistent parameters or to perform an automated parameter scan.

COPASI provides tools to perform easily metabolic control analysis, which is a powerful technique for identifying reactions that have the most control over a network. Time courses can also be performed in COPASI. These COPASI time courses are useful for model validation from experimental time courses and are also useful for providing detailed time courses that would be difficult to perform in the laboratory. Events can also be scheduled for specific time points to simulate experimental conditions such as injections or meals.

1.10.5 DBSolve Optimum

DBSolve Optimum is a recently developed simulation workbench that improves on DBSolve 5 (Gizzatkulov et al., 2010). DBSolve is highly user-friendly offering advanced visualisation for the construction, verification and analysis of kinetic models. Simulation
results can be dynamically animated which is a useful tool for presentation. Although DBSolve is an alternative to COPASI it lacks the wide adoption of COPASI, possibly due to not being a multi-platform tool. COPASI offers advanced stochastic modelling features, which may be important to modelling a large complex network such as iron metabolism.

1.10.6 MATLAB

Mathworks MATLAB is a high level programming language and interactive development environment that can be used for systems biology modelling. Although it is possible to input ODEs representing a biochemical system directly into MATLAB an additional piece of software (toolbox) is often used to facilitate this process as MATLAB is not designed for ease of use with bioscience applications. With the aid of these toolboxes, MATLAB can provide much of the functionality available in COPASI. For example, the Systems Biology Toolbox (Schmidt and Jirstrand, 2006) provides tools for ODE based modelling, sensitivity analysis, estimation and algorithm. MATLAB provides increased flexibility for modelling systems outside biochemistry, for example, population level models, which are not easily supported in COPASI. However MATLAB-based models are less reproducible because a MATLAB and toolbox licence is required to reproduce results. The advanced complexity and increased availability of various modelling techniques offered by MATLAB is not necessary for the work presented here modelling iron metabolism. The network being investigated is a cellular scale mechanistic model extending to multiple compartments which is fully supported within COPASI.

1.10.7 CellDesigner

CellDesigner (Funahashi et al., 2008) was used by Hower et al. (2009) to construct the general and tissue-specific maps of iron metabolism. It is a freely available Java application and therefore is cross-platform (i.e. Windows, Mac and Linux). CellDesigner was initially created as a diagram editor for biochemical networks and has since grown into a complete modelling/simulation tool. It is able to create, export and import systems biology models in systems biology markup language (SBML) file format. This allows diagrams created in CellDesigner to be imported into tools such as COPASI for stochastic or deterministic simulation. CellDesigner uses systems biology graphical notation to represent models, and includes many features similar to those offered by other tools such as COPASI, including parameter search and time-course simulation. Simulations can be run directly from CellDesigner without exporting into another tool using the integrated SBML ODE solver; however, stochastic simulations cannot be performed directly. CellDesigner also interfaces directly with established modelling databases to allow users to browse, edit and refer to existing models within CellDesigner. A model created in a tool such as COPASI can be imported into CellDesigner for the creation of figures. This was the most
appropriate application of CellDesigner to the present project due to the superior model building and analysis framework offered by COPASI.

On balance, given the nature of the iron metabolism network, the scope of modelling, and the type of analysis that was required, COPASI was the most appropriate modelling tool for model construction and analysis. The choice of COPASI (Section 1.10.4) was re-assessed throughout the project.

1.10.8 Workflows

A workflow can be designed that combines all the previously discussed approaches of model inference and experimental data integration. Li et al. (2010b) proposed such a workflow which is suitable for modelling of any organism. The workflow was constructed in Taverna, an open-source workflow management software application (Hull et al., 2006). This work automates construction of metabolic networks. Qualitative networks are initially constructed using a “minimal information required in the annotation of models” (MIRIAM)-compliant genome-scale model. This is parameterised using experimental data from applicable data repositories. The model is then calibrated using a web interface to COPASI to produce a quantitative model. Although this workflow cannot be directly applied to the human iron metabolism system due to the unavailability of a genome scale human MIRIAM-compliant model and a lack of comprehensive data sources, the overall methodology may be applied effectively in supervised manner without the use of Taverna. Instead, the present project aimed to improve the quality of the model through the detailed manual approach taken to network inference by Hower et al. (2009), and through the thorough model construction process presented here.

1.10.9 BioModels Database

Due to the increased use of modelling in various bioscience areas, the number of published models is growing rapidly. Existing centralised literature databases do not offer the features needed to facilitate model dissemination and reuse. BioModels Database was developed to address these needs (Li et al., 2010a). BioModels Database offers high quality, peer-reviewed, quantitative models in a freely-accessible online resource. Simulation quality is verified before addition to the database, annotations are added, and links to relevant data resources are established. Export into various file formats is offered. BioModels Database has become recognised as a reference resource for systems biology modelling. Several journals also recommend deposition of models into the database. Although no similar model of iron metabolism is currently found in the database, existing models were checked for data relevant to modelling iron metabolism and the work presented here has been uploaded to the BioModels Database (MODEL1302260000 and MODEL1309200000).
1.11 Parameter Estimation

Since many iron-related processing steps have only recently been investigated or still remain unknown, kinetic data are not available for the entire network. This is a common problem with creating systems biology models of complex networks. Parameter estimation techniques aim to optimise kinetic parameters to fit experimental data as closely as possible. Parameter optimisation is a special case of a mathematical optimisation problem where the objective function to be minimised is some measure of distance between the experimental data and the modelling results. COPASI uses a weighted sum of squares differences as the objective function (Hoops et al., 2006).

Optimisation algorithms fall into two categories: global and local optimisation. Local optimisation is a relatively computationally easy problem that identifies a minimum point; however, the minimum point may not be a global minimum, but only a local minimum point within a small range based on the initial point. Due to the nonlinear differential constraints of many biochemical networks, local optimisation algorithms often reach unsatisfactory solutions (Moles et al., 2003). Deterministic and stochastic global optimisation methods attempt to overcome this limitation. Although stochastic algorithms such as evolution strategies do not tend to the global optimum solution with certainty, they do offer a robust and efficient method of minimising a cost function for parameter estimation.

With the large amount of literature data available for the individual reactions for human iron metabolism (Chapter 2), there was no use of parameter optimisation techniques in this study. Optimisation algorithms were only used for identifying maximum and minimum control coefficients in global sensitivity analysis (Section 1.13.2).

1.12 Similar Systems Biology Studies

Laubenbacher et al. (2009) provide a detailed study of how various systems biology techniques have been applied to cancer. Cancer is a systems disease that shares many properties with iron metabolism.

The multiscale nature of cancer (molecular scale, cellular scale and tissue scale) is reflected in the multiscale modelling approach needed. The complexity of cancer leaves it unfeasible to model initially with a bottom-up, kinetic approach. Alternative approaches, which model these low level interactions, such as Bayesian statistical network models and Boolean networks, are assessed by Laubenbacher et al. (2009).

The fields of cancer systems and iron metabolism differ in that the interaction networks for cancers remain mainly unknown whereas, with maps such as Hower et al. (2009), the volume of research has lead to a reasonably comprehensive picture of the process of iron metabolism, therefore a bottom-up kinetic approach was feasible here.
1.13 Systems Biology Analytical Methods

As the network structure of iron metabolism is reasonably well elucidated, investigation of the dynamics is possible. Although analysis of dynamics usually follows network structure discovery, the two processes are often overlapping as unknown interactions can be predicted from dynamic analysis. Depending on the quality and availability of biological knowledge for modelling, different analytical techniques can be used.

1.13.1 Flux Balance Analysis

Flux balance analysis (FBA) is a constraint-based modelling approach. Constraint-based analysis assumes that an organism will reach a steady state satisfying the biochemical constraints and environmental conditions. Multiple steady states are possible due to constraints that are not completely understood (Segrè et al., 2002). Flux balance analysis uses the stoichiometry of the network to constrain the steady-state solution. Although stoichiometry alone cannot determine an exact solution, a bounded space of feasible fluxes can be identified (Schilling et al., 2000). Constraints can be refined by adding experimental data and general biochemical limitations.

The general procedure for modelling with flux balance analysis begins with network construction. Mass balance analysis is then carried out to create a stoichiometric and flux matrix. As there are more fluxes than metabolites, the steady-state solution is unavailable without additional constraints. Further constraints such as allowable ranges of fluxes are incorporated. Finally, optimisation techniques can be used to estimate parameters with the assumption that the system is optimised with respect to some objective function (Segrè et al., 2002). Flux balance analysis techniques successfully predicted switching behaviour in the *Escherichia coli* metabolic network, which was later experimentally confirmed (Edwards et al., 2001).

As many of the reactions involved in iron metabolism are well characterised, it was not necessary to perform FBA and a full kinetic model was constructed in this study. This enables the capture of time-course information, which is vital to understanding perturbations involved in the regulation of human iron metabolism.

1.13.2 Sensitivity Analysis

If some knowledge of the steady-state rate constants is already available, sensitivity analysis can provide insight into the systems dynamics. Sensitivity analysis is used to identify significant parameters, for which accuracy is required, and less significant parameters, for which estimated values will be suitable. Sensitivity analysis techniques can either be global or local. Local methods vary single parameters and measure the effect on the output of the model; however, this can fail to capture large parameter changes of multiple parameters. Global sensitivity analysis (GSA) involves a full search of the
parameter space. This fully explores the possible dynamics of the model. Multiple parameters can be varied at the same time as, often, combinations of parameters have a much greater sensitivity than expected from the sensitivity of the individual components. GSA methods are able to analyse parameter interaction effects, even those that involve nonlinearities (Saltelli et al., 2000). Disease states may differ from health simulation in a number of ways. Therefore, a scan of a large parameter space provided by GSA is important to ensure simulations are accurate in health and disease. GSA methods can be highly computationally expensive and therefore this can limit the extent to which the parameter space can be explored.

Metabolic control analysis (MCA) is a type of local sensitivity analysis used to quantify the distribution of control across a biochemical network (Kacser and Burns, 1973; Heinrich and Rapoport, 1974). The values obtained through MCA are control coefficients. These can be considered the percentage change of a variable given a 1% change in the reaction rate. Where the variable being considered is the steady state concentration of a metabolite the output is a concentration control coefficient. Where a steady state flux is of interest the result is a flux control coefficient.

1.13.3 Overcoming Computational Restraints

Using a distributed processing system, to make use of idle time on unused workstation computers, such as Condor (Litzkow et al., 1988), can drastically reduce the time it takes to run computationally intensive tasks such as global optimisation (Litzkow and Livny, 1988). Condor pools are applicable to global optimisation, regardless of the software used to assist with the task, as the software is sent to each workstation along with the data for analysis.

To facilitate the distribution of biochemical analysis tasks to Condor pools, Kent et al. (2012b) developed Condor-COPASI. This server-based software tool enables tasks from COPASI (Section 1.10.4) that can be run in parallel, to be intelligently split into parts and automatically submitted to a Condor pool. The results are collected from the distributed jobs and presented in a number of useful formats when tasks are complete.

Distributed systems are optimised for high throughput computing tasks that can be split into a number of smaller tasks. For highly computationally expensive tasks, which cannot be isolated, a high performance solution is more suitable. One option (which still requires task-splitting but which can facilitate communication between the sub-tasks) is to utilise the programmable parallel processor of modern graphics processing units (GPUs). Originally developed for rendering of computer graphics, GPUs have recently been applied to general computational tasks. Nvidia developed the Compute Unified Device Architecture (CUDA) (Lindholm et al., 2008), which extends the C programming language and allows an application to use both central processing unit (CPU) and GPU computation. Although GPU-based processing has not been widely used for systems biology modelling, the matrix algebra of computational modelling is similar to the matrix-
based computation required for computer graphics rendering.

1.14 Purpose and Scope

Due to recent experimental advances, significant progress has been made towards understanding the network and the individual interactions of the human iron metabolism system. Despite increasing understanding of individual interactions, an holistic view of iron metabolism and the mechanisms of systemic control of iron metabolism remain to be elucidated.

Many diseases are shown to demonstrate a misregulation of iron metabolism, yet, due to a lack of understanding of systemic control, iron-related therapeutic targets have been difficult to identify. Misregulation of iron metabolism contributes to iron deficiency, which is a global problem not easily addressable by dietary changes. It may be possible, with a greater understanding of the iron metabolism system, to improve iron absorption and retention to combat iron deficiency. Iron overload disorders such as haemochromatosis are highly prevalent and an increasing body of evidence suggests that iron overload may be more harmful than anaemia. The regulatory control demonstrated by the iron metabolism network has impact on other systems. Crosstalk between networks such as signalling networks and other metal metabolism networks are poorly understood.

Here a systems biology approach is used to improve understanding of human iron metabolism. To gain holistic understanding of the whole organism, mathematical modelling techniques are used. An ordinary differential equation model of iron metabolism, which includes cellular and systemic regulation, is developed. A mechanistic modelling approach is used and includes known cellular processes such as: complex association and dissociation, enzyme catalyzed reactions, transport, and induced expression and degradation. Both the cellular-scale regulation, provided by IRPs, and the systemic-scale regulation, provided by hepcidin, is modelled. Multiple tissue types have been modelled, as has the interaction between different tissue types. To parameterise accurately such a comprehensive model, a translational approach to incorporating data from a large number of literature sources is used. The model was constructed in COPASI by bringing together information from the literature in a comprehensive manner. The model was validated using experimental results. A sensitivity analysis and metabolic control analysis of the model determined which reactions had the strongest impact on systemic iron levels.

The model was analysed in health and disease. Dynamics and redistribution of control in disease were investigated to identify potential therapeutic targets.

Additionally, the model was applied to test potential hypotheses for a role for cellular prion protein (for which no physiological role is currently known) within iron metabolism, and a potential site of action was identified.
2.1 Existing Data

To construct the most detailed and accurate model possible, a thorough review of the data available in the literature was performed. A highly integrative approach was taken to data collection. While some of the data collected may not be directly applicable to model construction, due to experimental conditions or the qualitative nature of the result, all data were considered to be of value for assisting with validation. Where no human data were available, animal model, cell-line and in vitro data were used as an estimate, but care was taken with conversions and validation to ensure these data were as applicable as possible.

2.1.1 Human Protein Atlas

The Human Protein Atlas (HPA) (Berglund et al., 2008) is a database that contains tissue-specific expression data for over 25% of the predicted protein-coding genes of the human genome. Both internally generated and commercially available protein-specific antibody probes are used. All genes predicted by the joint scientific project between the European Bioinformatics Institute and the Wellcome Trust Sanger Institute, Ensembl (Flicek et al., 2008) are included in the HPA. However, due to difficulty obtaining verified antibodies for many proteins, not all these contain expression data. Validation of internally-generated antibodies was performed by protein microarrays and specificity was determined by a fluorescence-based analysis. Further western blot and immunohistochemistry verification were performed.

The HPA contains valuable information to validate tissue-specific models although it is incomplete. High confidence results showing negative expression could be used to exclude species from a model and reduce its size. Expression data in the HPA are collected specifically for inclusion in the HPA, which ensures the quality of the results; however, the level of completeness could be improved by incorporating expression data from other sources.
CHAPTER 2. DATA COLLECTION

2.1.2 Surface Plasmon Resonance

When collecting data from the literature it is important to identify the experimental techniques that provide data of the type and quality required for computational modelling.

Surface plasmon resonance (SPR) is a technique that can provide kinetic data useful as rate constants for modelling (Jönsson et al., 1991; Lang et al., 2005). Biosensors have been developed to provide label-free investigations of biomolecular interactions with the use of SPR (Walker et al., 2004). SPR determines association and disassociation constants (Hahnefeld et al., 2004). To perform SPR, one reactant must be immobilised on a thin gold layer and the second component then introduced using a microfluidics system. As the mass of the immobilised component changes, when binding occurs, the binding can be detected through optical techniques. The refractive index in the vicinity of the surface changes with the mass of the reactants and this can be measured with sensitive instrumentation using total internal reflection. Once the association ($k_{on}$) and disassociation ($k_{off}$) rate constants have been obtained, the equilibrium dissociation constant ($K_d$) can be determined. Many papers only report the $K_d$, but this is less useful for modelling than the individual rate constant. In such cases the authors were contacted to obtain the specific $k_{on}$ and $k_{off}$ rate constants.

SPR is highly sensitive with a lower limit on detection of bio-material at about 0.1 pg·mM$^{-2}$. Large macromolecular systems with fast binding kinetics can be limited by diffusion phenomena (De Crescenzo et al., 2008). This limitation of SPR, known as the mass transport limitation (MTL), has been studied in depth (Goldstein et al., 1999) and approaches have been developed that provide a good approximation in this situation (Myszka et al., 1998).

2.1.3 Kinetic Data

Accurate modelling requires experimental kinetic data for estimation of parameters and validation. Some interactions within the iron metabolic network have well characterised kinetics while others remain relatively unstudied. Some of the most interesting kinetics for model construction and validation published for iron-related interactions are given here (Table 2.1).

Early kinetic studies showed that iron uptake by reticulocytes followed the saturation kinetics characteristic of carrier-mediated transport. Kinetics were measured by Egyed (1988) for the carrier-mediated iron transport system in the reticulocyte membrane. Rabbit reticulocytes were studied as a model using radioactive iron ($^{59}$Fe) to determine iron uptake rates (Table 2.1).

Transferrin was then studied in great detail as reviewed (Thorstensen and Romslo, 1990). When these authors reviewed the literature only one transferrin receptor had been identified; this receptor binds transferrin prior to internalisation. Transferrin receptor kinetics results differ throughout the literature and binding was found to be strongly affected
Table 2.1: Data collected from the literature for the purpose of model parameterisation and validation.

<table>
<thead>
<tr>
<th>Reaction/Metabolites</th>
<th>Result</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reticulocyte iron uptake</td>
<td>$K_m = 8.8 \pm 3.8 \mu M$</td>
<td>Egyed (1988)</td>
</tr>
<tr>
<td>Reticulocyte iron uptake</td>
<td>$V_{max} = 1.1 \pm 0.2 ng/10^8$ reticulocytes/min</td>
<td>Egyed (1988)</td>
</tr>
<tr>
<td>Tf Fe$^{3+}$ binding</td>
<td>$\log K_{on} = 20.2$ pH 7.4</td>
<td>Thorstensen and Romslo (1990)</td>
</tr>
<tr>
<td>Tf Fe$^{3+}$ binding</td>
<td>$\log K_{on} = 12.6$ pH 5.5</td>
<td>Thorstensen and Romslo (1990)</td>
</tr>
<tr>
<td>Tf Fe$^{3+}$ binding</td>
<td>$K_d = 10^{-24}$ pH 7</td>
<td>Kaplan (2002)</td>
</tr>
<tr>
<td>Tf Fe$^{3+}$ binding</td>
<td>$K_d = 10^{-23}$M</td>
<td>Richardson and Ponka (1997)</td>
</tr>
<tr>
<td>TfR1 diferric Tf binding</td>
<td>$K_d = 10^{-24}$ pH 7.4</td>
<td>Kaplan (2002)</td>
</tr>
<tr>
<td>TfR1 diferric Tf binding</td>
<td>$K_d = 10^{-23}$M</td>
<td>Richardson and Ponka (1997)</td>
</tr>
<tr>
<td>TfR1 diferric Tf binding</td>
<td>$7.7 \times 10^7$M$^{-1}$ pH 5.5 Human HepG2</td>
<td>Lebron (1998)</td>
</tr>
<tr>
<td>TfR1 diferric Tf binding</td>
<td>$2.6 \times 10^7$M$^{-1}$ pH 7.4 Rabbit reticulocytes</td>
<td>Lebron (1998)</td>
</tr>
<tr>
<td>TfR1 apo-Tf binding</td>
<td>$4.6 \times 10^6$M$^{-1}$ pH 7.4 Rabbit reticulocytes</td>
<td>Lebron (1998)</td>
</tr>
<tr>
<td>TfR1 apo-Tf binding</td>
<td>$7.7 \times 10^7$M$^{-1}$ pH 5.5 Rabbit reticulocytes</td>
<td>Lebron (1998)</td>
</tr>
<tr>
<td>TfR1 Tf binding</td>
<td>$K_d = 5 \times 10^{-9} M$ Ph 7.4 K562 cells</td>
<td>Richardson and Ponka (1997)</td>
</tr>
<tr>
<td>Mobilferrin Fe binding</td>
<td>$K_d = 9 \times 10^{-5} M$</td>
<td>Richardson and Ponka (1997)</td>
</tr>
<tr>
<td>Tf TfR2 binding</td>
<td>$K_{d1} = 27 nM$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>Tf-TfR2 Tf binding</td>
<td>$K_{d2} = 350 nM$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>Tf TfR1 binding</td>
<td>$K_{d1} = 1.1 nM$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>Tf-TfR1 Tf binding</td>
<td>$K_{d2} = 29 nM$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR binding</td>
<td>$K_d \sim 300 nM$</td>
<td>Bennett et al. (2000)</td>
</tr>
</tbody>
</table>

Michaelis constant ($K_m$), maximal velocity ($V_{max}$), turnover number ($K_{cat}$), equilibrium binding constant ($K_d$ and $K_{d1}$, $K_{d2}$ if two staged binding), association rate ($K_{on}$).
CHAPTER 2. DATA COLLECTION

by pH and iron bound to transferrin, as can be seen in Table 2.1.

Richardson and Ponka (1997) reviewed the essential steps of iron metabolism and estimated the affinity with which transferrin binds two Fe\(^{3+}\) atoms (Table 2.1). They also reviewed the binding strengths of calreticulin (mobilferrin) and the strength of IRP/IRE binding (Table 2.1).

The discovery of TFR2 and refinement of surface plasmon resonance-based techniques have led to more accurate results from later research. Previously, fluorescence-based techniques had been used, which provided less accurate estimates (Breuer et al., 1995b). More recently, binding affinity of TFR1 and TFR2 was also measured by West et al. (2000). Using surface plasmon resonance techniques, TFR2 was attached to a sensor chip, and this was followed by a series of Tf and HFE injections. The binding of Tf to TFR2 was found to have a 25-fold lower affinity than Tf to TFR1. Although only the \(K_d\) values were given in the published literature, the \(k_{on}\) and \(k_{off}\) rates were obtained through personal correspondence.

HFE:TFR1 was found to have a 2:2 stoichiometry by Aisen (2004) although 1:2 has also been observed (Bennett et al., 2000).

TFR2-HFE binding assays using TFR1 as positive control found a \(K_d \gg 10 \mu M\) (West et al., 2000). Therefore, binding between membrane HFE and TFR2 was thought to be unlikely. This was also verified by observations that TFR1 but not TFR2 coimmunoprecipitates with HFE. The difference in binding is unsurprising as half the TFR1 residues that form contacts with HFE are replaced by different amino acids in TFR2. However, recent studies found TFR2 does in fact bind to HFE (Goswami and Andrews, 2006) in an important regulatory role.

The number of TFRs on cell surfaces is reported to be highly variable. Non-dividing cells have very low levels of TFR1 expression. However, up to 100,000 TFRs are present per cell in highly proliferating cells (Gomme et al., 2005). This allows iron accumulation from transferrin at a rate of around 1,100 ions/cell/s (Iacopetta and Morgan, 1983). The intake rate of iron per TFR1 has been estimated to be 36 iron atoms hr\(^{-1}\) at normal transferrin saturation levels.

Binding of apo neutrophil gelatinase-associated lipocalin (NGAL) to the low-density lipoprotein-receptor family transmembrane protein megalin occurs with high affinity as investigated by Hvidberg et al. (2005) and similar results are seen with siderophore-bound NGAL.

The affinity of Fe-TF for immobilised TFR1 was determined in the absence of HFE to have a \(K_d\) of \(\sim 1\) nM (Lebrón et al., 1999). This is consistent with published data for membrane bound TFR1 (\(K_d = 5 nM\)) and soluble TFR1 (\(K_d \sim 3 nM\)). The affinity of soluble HFE for immobilized TFR1 was determined by Bennett et al. (2000) (Table 2.2).

DMT1 acts as a proton-coupled symporter with stoichiometry \(1Fe^{2+} : 1H^+\) with \(K_m\) values of 6 and \(1 - 2\mu M\), respectively (Gunshin et al., 1997).

Ferroportin - hepcidin binding was studied by Rice et al. (2009) using surface plas-
Table 2.2: Biosensor Analyses of TfR1 Binding to Tf and HFE (Lebron, 1998)

<table>
<thead>
<tr>
<th>Condition</th>
<th>$K_{d,eq} (nM)$</th>
<th>$K_{d,calc} (nM)$</th>
<th>$K_{on} (sec^{-1} M^{-1})$</th>
<th>$K_{off} (sec^{-1})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TfR1 immobilised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe-Tf (pH 7.5)$_c$</td>
<td>*</td>
<td>5.7</td>
<td>$3.1 \times 10^5$</td>
<td>$1.8 \times 10^3$</td>
</tr>
<tr>
<td>Fe-Tf (pH 7.5)$_d$</td>
<td>1.9</td>
<td>0.81 $\pm$ 0.1</td>
<td>$(1.6 \pm 0.04) \times 10^6$</td>
<td>$(1.3 \pm 0.2) \times 10^3$</td>
</tr>
<tr>
<td>apo-Tf (pH 6.0)$_c$</td>
<td>$&lt; 15$</td>
<td>1.3 $\pm$ 0.2</td>
<td>$(7.3 \pm 0.7) \times 10^5$</td>
<td>$(9.4 \pm 2) \times 10^4$</td>
</tr>
<tr>
<td>apo-Tf + PP$_t$ (pH 7.5)$_c$</td>
<td>$&gt; 8,000$</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
</tr>
<tr>
<td>HFE (pH 7.5)$_f$</td>
<td>350</td>
<td>130 $\pm$ 10</td>
<td>$(8.1 \pm 0.9) \times 10^5$</td>
<td>$(1.1 \pm 0.1) \times 10^1$</td>
</tr>
<tr>
<td>HFE (pH 6.0)$_f$</td>
<td>$&gt; 10,000$</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
</tr>
<tr>
<td>HFE immobilised</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TfR1 (pH 7.5)$_g$</td>
<td>0.91</td>
<td>0.33 $\pm$ 0.02</td>
<td>$(3.8 \pm 0.2) \times 10^6$</td>
<td>$(1.2 \pm 0.1) \times 10^3$</td>
</tr>
<tr>
<td>TfR1 (pH 6.0)$_g$</td>
<td>*</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
</tr>
<tr>
<td>Fe-Tf (pH 7.5)$_g$</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
</tr>
<tr>
<td>apo-Tf (pH 6.0)$_g$</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
<td>N.B.</td>
</tr>
</tbody>
</table>

Equilibrium binding constant ($K_d$), association rate ($K_{on}$), dissociation rate ($K_{off}$), iron chelator pyrophosphate (PPi).

Iron saturation. The data did not fit a 1:1 binding model and therefore an accurate $K_d$ could not be calculated. This was probably due to complex binding events relating to the aggregation of injected hepcidin. However, they were able to establish a low micromolar $K_d$.

TfR2 human liver protein concentrations were estimated by Chloupková et al. (2010) to be 1.95 nmol · g protein$^{-1}$. This was scaled using a typical weight of human liver (around 1.5 kg; Heinemann et al. (1999)) to give an estimate of 3 $\mu$M for TfR2. Chloupková et al. (2010) also measured TfR1 protein concentration in human liver and found it to be around 4.5 times lower than TfR2 levels. The level of HFE protein was found to be lower than 0.53 nmol/g and this was scaled in the same way as with TfR2. The half-life ($\lambda$) of TfR2 was measured by Johnson and Enns (2004) to be 4 hours in the absence of Tf and up to 14 hours in the presence of Tf. The half-life of TfR1 is much longer at $\sim$ 23 hours. The half-life of HFE was shown to be 2-4 hours by Wang et al. (2003b). These half-life values were converted into degradation rates using Equation 2.1.1:

$$\lambda = \frac{\ln 2}{\text{degradation rate}}.$$  \hspace{1cm} (2.1.1)

With the degradation rates and expected steady-state concentrations obtained, it was possible to derive expression rates that are rarely measured experimentally. At steady state, the change of protein concentration should be zero. The concentration of the protein is known, as is the degradation rate and therefore we could use the following Equation 2.1.2:

$$\frac{d[P]}{dt} = k - d[P] = 0.$$  \hspace{1cm} (2.1.2)
This was solved for $k$ where $[P]$ is the steady-state concentration of the protein and $d$ is the degradation rate obtained from the half-life using Equation 2.1.1.

The stability of the IRP protein was found to be relatively long (>12 hours) by Pantoopoulos et al. (1995). Steady-state IRP concentrations were estimated by combining a number of sources. Cairo et al. (1998) gives an estimate of 700000 IRP proteins per cell, which is around $1.16 \times 10^{-18}$ mol · cell$^{-1}$ and with hepatocyte volume around $1 \times 10^{-12}$ L this gives a concentration of around 1.16 µM. Chen et al. (1998) measured mRNA binding of IRPs and found a total of 0.164 pmol · mg$^{-1}$ which is 0.164 µmol · Kg$^{-1}$; this is one order of magnitude lower than the previous estimate. However Chen et al. (1998) also measured total IRP by 2-ME induction, which is a measure of total IRP protein (as opposed to mRNA binding) and found 8.06 pmol · mg$^{-1}$ which is 8 µmol · Kg$^{-1}$; slightly higher than the previous estimate. These were used to estimate an expression rate using Equation 2.1.2.

Hepcidin half-life was estimated to be around two hours using Rivera et al. (2005). The concentration of hepcidin in healthy adults was calculated to be around 72.9 ng · mL$^{-1}$, which was converted to an appropriate concentration using the molecular weight of hepcidin (2789 Da) and approximate volume of human liver (Heinemann et al., 1999). As both the degradation rate and steady-state concentration were calculated, the expression rate could be derived as described previously.

Haem oxygenation rate was taken from Kinobe et al. (2006) who calculated the $K_m$ and $V_{max}$ of around $2 \pm 0.4 \mu$M and $38 \pm 1$ pM · (min · mg)$^{-1}$, respectively, using rat haem oxygenase. The $V_{max}$ was converted to s · Kg$^{-1}$.

The rate at which iron is released from transferrin following receptor-mediated endocytosis was measured by Byrne et al. (2010). The release of iron from each lobe of transferrin was described in detail at endosomal pH, but the rates (∼ 0.83 L · s$^{-1}$) are fast and therefore it may be unnecessary to consider this level of detail when modelling.

All ferritin-related kinetic constants were obtained from Salgado et al. (2010) who estimated and verified rates for iron binding to ferritin, its subsequent internalisation, iron release, as well as ferritin degradation kinetics. Salgado et al. (2010) discretised ferritin kinetics into discrete iron packets of 50 iron atoms per package; some adjustments were made to convert this to a continuous model of ferritin loading. To model the dependence on current iron loading of the iron export rate out of ferritin, Salgado et al. (2010) defined an equation for each loading of ferritin. This rate of iron export had the form:

$$v = K_{loss}(1 + (k \cdot i)/(1 + i))$$ \hspace{1cm} (2.1.3)

where $K = 2.4$ and $i$ = the number of "iron packages" stored in ferritin. This equation was modified for the present model to remove the need for discrete "iron packages". 'i' was replaced with \frac{iron \text{ in ferritin}}{amount \text{ of ferritin}} which is the amount of of iron stored per ferritin. $K$ was divided by 50 to adjust for the 50 iron atoms per "iron package" used by Salgado et al. (2010).
2.1. EXISTING DATA

Haem oxygenase’s half-life was estimated by Pimstone et al. (1971) to be around 6 hours which was converted to a degradation rate using Equation 2.1.1. The steady-state concentrations of haem oxygenase were taken from Bao et al. (2010) and used to derive the expression rates as described previously.

Haem uptake and export are thought to be mediated by haem carrier protein 1 (HCP1) and ATP-binding cassette (ABC) transporter ABCG2, respectively. The kinetics for haem iron uptake by HCP1 were characterised by Shayeghi et al. (2005), who found a $V_{\text{max}}$ of $3.1 \text{ pM} \cdot (\text{min} \cdot \mu\text{g})^{-1}$ and $K_m$ of $125 \text{ µM}$. ABCG2 kinetics were calculated by Tamura et al. (2006), who found a $V_{\text{max}}$ of $0.654 \text{ nmol} \cdot (\text{min} \cdot \text{mg})^{-1}$ and $K_m = 17.8 \text{ µM}$. The $V_{\text{max}}$ in both cases were converted to $\text{M} \cdot (\text{s} \cdot \text{liver})^{-1}$ using estimates described previously.

2.1.4 Intracellular Concentrations

Recent advances in fluorescent dyes and digital fluorescence microscopy have meant that fluorescence-based techniques have become important for the detection of intracellular ions (Petrat et al., 1999). The intracellular concentrations of iron have been measured in various cell types for a number of years and a reasonably comprehensive picture of systemic iron concentrations is emerging. The findings are summarised in Table 2.3.

<table>
<thead>
<tr>
<th>Probe</th>
<th>Cell type</th>
<th>$[\text{Fe}]$ ($\mu\text{M}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phen Green SK</td>
<td>Hepatocytes</td>
<td>9.8</td>
<td>Petrat et al. (1999)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Hepatocytes</td>
<td>2.5</td>
<td>Petrat (2000)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Hepatocytes</td>
<td>3.1</td>
<td>Rauen et al. (2000)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Hepatocyte Cytosol</td>
<td>5.8</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Hepatocyte Mitochondria</td>
<td>4.8</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Hepatocyte Nucleus</td>
<td>6.6</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Liver Endothelial Cell Cytosol</td>
<td>7.3</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Liver Endothelial Cell Mitochondria</td>
<td>9.2</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Liver Endothelial Cell Nucleus</td>
<td>11.8</td>
<td>Petrat et al. (2001)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Human Erythroleukemia K562 Cells</td>
<td>4.0</td>
<td>Petrat et al. (1999)</td>
</tr>
<tr>
<td>Phen Green SK</td>
<td>Guinea Pig Inner Hair Cells</td>
<td>1.3</td>
<td>Dehne (2001)</td>
</tr>
<tr>
<td>Calcein</td>
<td>K562 Cells</td>
<td>0.8</td>
<td>Konijn et al. (1999)</td>
</tr>
<tr>
<td>Calcein</td>
<td>K562 Cells</td>
<td>0.2-0.5</td>
<td>Breuer et al. (1995a)</td>
</tr>
<tr>
<td>Calcein</td>
<td>Erythroid and Myeloid Cells</td>
<td>0.2-1.5</td>
<td>Epsztejn et al. (1997)</td>
</tr>
<tr>
<td>Calcein</td>
<td>Hepatocytes</td>
<td>0.2</td>
<td>Zanninelli et al. (2002)</td>
</tr>
<tr>
<td>CP655</td>
<td>Hepatocytes</td>
<td>5.4</td>
<td>Ma et al. (2006a)</td>
</tr>
<tr>
<td>CP655</td>
<td>Human Lymphocytes</td>
<td>0.57</td>
<td>Ma et al. (2007)</td>
</tr>
<tr>
<td>Rhodamine B</td>
<td>Hepatocyte Mitochondria</td>
<td>12.2</td>
<td>Petrat et al. (2002)</td>
</tr>
</tbody>
</table>
3.1 Introduction

The liver has been proposed to play a central role in the regulation of iron homeostasis (Frazer and Anderson, 2003), through the action of the recently discovered hormone hepcidin (Park et al., 2001). Hepcidin is expressed predominantly in the liver (Pigeon et al., 2001) and distributed in the serum to control systemic iron metabolism. Hepcidin acts on ferroportin to induce its degradation. Ferroportin is the sole iron-exporting protein in mammalian cells (Van Zandt et al., 2008), therefore hepcidin expression inhibits iron export into the serum from enterocytes, and prevents iron export from the liver. Intracellular iron metabolism is controlled by the action of iron response proteins (IRPs) (Hentze and Kühn, 1996). IRPs post-transcriptionally regulate mRNAs encoding proteins involved in iron metabolism, and IRPs combined with ferritin and the transferrin receptors (TfR) make up the centre of cellular iron regulation. Ferritin is the iron-storage protein forming a hollow shell, which counters the toxic effects of free iron by storing iron atoms in a chemically less reactive form, ferrihydrite (Harrison, 1977). Extracellular iron circulates bound to transferrin (Tf), and is imported into the cell through the action of membrane bound proteins, transferrin receptors 1 and 2 (TfR1 and TfR2). Human haemochromatosis protein (HFE) competes with transferrin bound iron for binding to TfR1 and TfR2 (West et al., 2001).

Systems biology provides an excellent methodology for elucidating our understanding of the complex iron metabolic network through computational modelling. A quantitative model of iron metabolism allows for a careful and principled examination of the effect of the various components of the network. Modelling allows one to do “what-if” experiments leading to new hypotheses that can later be put to test experimentally. However, no comprehensive model of liver iron metabolism exists to date. Models have been pub-
lished that cover specific molecular events only, such as the binding of iron to ferritin (Salgado et al., 2010). A qualitative map of iron metabolism provides a detailed overview of the molecular interactions involved in iron metabolism, including in specific cell types (Hower et al., 2009). A qualitative core model of the iron network has been recently described (Chifman et al., 2012), which suggests that the dynamics of this network is stable, yet this model includes only a few components. One of the problems of modelling iron metabolism quantitatively and in detail arises from the lack of parameter values for many interactions. Recently, several of those parameters have been described in the literature (Table 3.3), particularly using technologies like surface plasmon resonance. This has enabled us to construct a detailed mechanistic kinetic model of human hepatocyte iron metabolism. The model has been validated by being able to reproduce data from several disease conditions — importantly, these physiological data were not used in constructing the model. This validation provides a sense of confidence that the model is indeed appropriate for understanding liver iron regulation and for predicting the response to various environmental perturbations.

### 3.2 Materials and Methods

#### 3.2.1 Graph Theory

To focus initial modelling efforts on key components in the iron metabolism network, graph theory techniques were used to identify central metabolites. To perform graph theory analysis on the iron metabolism maps (Hower et al., 2009) the diagrams had to be converted into a suitable format.

CellDesigner (Funahashi et al., 2008) was used to create the maps of iron metabolism networks by Hower et al. (2009). CellDesigner uses Systems Biology Graphical Notation (SBGN) (Novere et al., 2009) to represent biochemical networks; however, this format is not suitable for direct analysis by graph theory algorithms.

![Example SBGN Binding from CellDesigner](a)

![SBGN Nodes](b)

Figure 3.1: **The node and edge structure of SBGN**. A, B and A+B are metabolites participating in reaction R1.

An example SBGN reaction generated by CellDesigner is given in Figure 3.1a. This
3.2. MATERIALS AND METHODS

The figure appears to have metabolites as graph nodes connected by edges representing reactions; however, this is not the case as each reaction is also a node. Edges only exist between reaction nodes and metabolite nodes. As can be seen from Figure 3.1b reactants and products of a reaction are not linked by a single edge in SBGN, but rather by a 2-edge path through a reaction.

Directly analysing SBGN as a graph is counter intuitive as reactants and products should be neighbours in a graph where edges represent a biological significance. This means measures such as clustering coefficients, which measure connectedness between immediate neighbours of a node, are inaccurate if applied directly to SBGN maps. The clustering coefficient of any node in any graph taken directly from SBGN is zero as a nonzero clustering coefficient would require reaction-reaction or species-species connections.

To provide accurate graph theory analysis, the SBGN networks from Hower et al. (2009) were converted into graphs where two species were linked with an edge if a perturbation in one species would directly affect the other through a single reaction. A function \( f \) was applied to the SBGN graph \( G \) such that

\[
f : G(V, E) \rightarrow G'(M, E')
\]

(3.2.1)

where

- \( E, E' \): sets of edges,
- \( M \): set of metabolite nodes,
- \( R \): set of reaction nodes,
- \( V : M \cup R \).

An edge \( ((a, b)|a, b \in M) \in E' \) iff \( \exists \) a directed path in \( G \) from \( a \) to \( b \) of the form:

\[
P(a, b) = \{(a, r), (r, b)|a, b \in S, r \in R\}.
\]

(3.2.2)

This ensured all nodes were metabolites and all edges were between metabolites that participated in the same reaction.

In the case where no reaction modifiers exist, the undirected graph as seen in Figure 3.2 is adequate. The edges are bidirectional as increasing levels of product directly affect substrate by mass action. However for the iron metabolism network, the directionality of edges was important as reaction modifiers such as enzymes affected reactants, but were not affected themselves by other reactants. This led to a directed graph as seen in Figure 3.3. The converted graph of the whole iron metabolism network was imported into the Cytoscape software (Smoot et al., 2011) for calculating graph properties.

Cytoscape’s network analysis plugin was used to calculate node degree distribution and betweenness centrality values for each node. These data were used, along with a-
3.2.2 Modelling

The model is constructed using ordinary differential equations (ODEs) to represent the rate of change of each chemical species. COPASI (Hoops et al., 2006) was used as the software framework for model construction, simulation and analysis. CellDesigner (Funahashi et al., 2008) was used for construction of an SBGN process diagram (Figure 3.5).

The model consists of two compartments representing the serum and the liver. Concentrations of haem and transferrin-bound iron in the serum were fixed to represent constant extracellular conditions. Fixed metabolites simulate a constant influx of iron through the diet as any iron absorbed by the liver is effectively replenished. A labile iron pool (LIP) degradation reaction is added to represent various uses of iron and create a flow...
through the system. Initial concentrations for metabolites were set to appropriate concentrations based on a consensus from across literature (Table 3.1). All metabolites formed through complex binding were set to zero initial concentrations (Table 3.1).

### Table 3.1: Initial Concentrations of all Metabolites

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Initial Concentration (M)</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIP</td>
<td>$1.3 \times 10^{-6}$</td>
<td>Epsztejn et al. (1997)</td>
</tr>
<tr>
<td>FPN1</td>
<td>$1 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>IRP</td>
<td>$1.16 \times 10^{-6}$</td>
<td>Haile et al. (1989b)</td>
</tr>
<tr>
<td>HAMP</td>
<td>$5 \times 10^{-9}$</td>
<td>Zaritsky et al. (2010)</td>
</tr>
<tr>
<td>haem</td>
<td>$1 \times 10^{-9}$</td>
<td></td>
</tr>
<tr>
<td>2(Tf-Fe)-TfR1_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2(Tf-Fe)-TfR2_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-Fe-TfR2_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-Fe-TfR1_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-TfR1_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-TfR2_Internal</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Fe-FT</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HO-1</td>
<td>$3.56 \times 10^{-11}$</td>
<td>Mateo et al. (2010)</td>
</tr>
<tr>
<td>FT1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-Fe_intercell</td>
<td>$5 \times 10^{-6}$</td>
<td>fixed, Johnson and Enns (2004)</td>
</tr>
<tr>
<td>TfR</td>
<td>$4 \times 10^{-7}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>Tf-Fe-TfR1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HFE</td>
<td>$2 \times 10^{-7}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>HFE-TfR</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>HFE-TfR2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Tf-Fe-TfR2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2(Tf-Fe)-TfR1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2HFE-TfR</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2HFE-TfR2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>2(Tf-Fe)-TfR2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>TfR2</td>
<td>$3 \times 10^{-6}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>haem_intercell</td>
<td>$1 \times 10^{-7}$</td>
<td>Sassa (2004)</td>
</tr>
</tbody>
</table>

The concentration of a chemical species at a time point in the simulation is determined by integrating the system of ODEs. For some proteins a half-life was available in the literature, but sources could not be found for synthesis rate (translation). In this occurrence, estimated steady-state concentrations were used from the literature and a synthesis rate was chosen such that at steady state the concentration of the protein would be approximately accurate, following Equation 3.2.3:

$$\frac{d[P]}{dt} = k - d[P] = 0.$$  (3.2.3)

This is solved for $k$ where $[P]$ is the steady-state concentration of the protein and $d$ is the degradation rate obtained from the half-life ($\lambda$) using:
Complex formation reactions, such as binding of TfR1 to Tf-Fe for iron uptake, are modeled using the on and off rate constants for the appropriate reversible mass action reaction. For example:

\[
\text{TfR1} + \text{Tf-Fe} \rightleftharpoons \text{Tf-Fe-TfR1} \tag{3.2.5}
\]

is modeled using two reactions:

\[
\text{TfR1} + \text{Tf-Fe} \xrightarrow{k_a} \text{Tf-Fe-TfR1} \tag{3.2.6}
\]

\[
\text{Tf-Fe-TfR1} \xrightarrow{k_d} \text{TfR1} + \text{Tf-Fe} \tag{3.2.7}
\]

Where \( K_a \) is the association rate and \( K_d \) is the dissociation rate. There is one ODE per each chemical species. The two reactions 3.2.6 and 3.2.7 add the following terms to the set of ODEs:

\[
\frac{d[\text{TfR1}]}{dt} = -k_a[\text{TfR1}][\text{Tf-Fe}] + k_d[\text{Tf-Fe-TfR1}] \ldots
\]

\[
\frac{d[\text{Tf-Fe}]}{dt} = -k_a[\text{TfR1}][\text{Tf-Fe}] + k_d[\text{Tf-Fe-TfR1}] \ldots \tag{3.2.8}
\]

\[
\frac{d[\text{Tf-Fe-TfR1}]}{dt} = +k_a[\text{TfR1}][\text{Tf-Fe}] - k_d[\text{Tf-Fe-TfR1}] \ldots
\]

Intracellular haem levels are controlled by a balance between uptake, export and oxygenation. Haem import through the action of haem carrier protein 1 (HCP1), haem export by ATP-binding cassette sub-family G member 2 (ABCG2), and oxygenation by haem oxygenase-1 (HO-1) follow Michaelis-Menten kinetics. HO-1 expression is promoted by haem through a Hill function (Equation (3.2.9)).

\[
v = [S] \cdot a \cdot \left( \frac{[M]^{n_H}}{K^{n_H} + [M]^{n_H}} \right), \tag{3.2.9}
\]

\[
v = [S] \cdot a \cdot \left( 1 - \frac{[M]^{n_H}}{K^{n_H} + [M]^{n_H}} \right). \tag{3.2.10}
\]

Where \( v \) is the reaction rate, \( S \) is the substrate, \( M \) is the modifier, \( a \) is the turnover number, \( K \) is the ligand concentration which produces half occupancy of the binding sites of the enzyme, and \( n_H \) is the Hill coefficient. Values of \( n_H \) larger than 1 produce positive cooperativity (i.e. a sigmoidal response); when \( n_H = 1 \) the response is the same as Michaelis-Menten kinetics. A Hill coefficient of \( n_H = 1 \) was assumed unless there is literature evidence for a different value. Where \( K \) is not known it has been estimated to
be of the order of magnitude of experimentally observed concentrations for the ligand.

IRP/Iron-responsive elements (IRE) regulation is represented by Hill kinetics using Equation (3.2.9) to simulate the 3’ binding of IRP promoting the translation rate, and Equation (3.2.10) to represent the 5’ binding of IRP reducing the translation rate. Ferroportin degradation is modelled using two reactions: one representing the standard half-life and the other representing the hepcidin-induced degradation. A Hill equation (Equation 3.2.9) is used to simulate the hepcidin-induced degradation of ferroportin.

Hepcidin expression is the only reaction modelled using a Hill coefficient greater than 1. Due to the small dynamic range of HFE-TfR2 concentrations, a Hill coefficient of 5 was chosen to provide the sensitivity required to produce the expected range of hepcidin concentrations. The mechanism by which HFE-TfR2 interactions induce hepcidin expression is not well understood, but is thought to involve the mitogen-activated protein kinase (MAPK) signalling pathway (Wallace et al., 2009). The stimulus/response curve of the MAPK has been found to be as steep as that of a cooperative enzyme with a Hill coefficient of 4 to 5 (Huang and Ferrell, 1996), making the steep Hill function appropriate to model hepcidin expression.

Ferritin modelling is similar to Salgado et al. (2010). Iron from the LIP binds to, and is internalised in, ferritin with mass action kinetics. Internalised iron release from ferritin occurs through two reactions. The average amount of iron internalised per ferritin affects the iron release rate and this is modelled using Equation 3.2.11 (adapted from Salgado et al. (2010)):

$$v = [S] \cdot k_{\text{loss}} \cdot \left(1 + \frac{0.048 \cdot \frac{[FT1]}{[FT]}}{1 + \frac{[FT1]}{[FT]}}\right). \quad (3.2.11)$$

Where S is internalised iron, $k_{\text{loss}}$ is the rate constant and FT1/FT is the ratio of iron internalised in ferritin to total ferritin available. Iron is also released from ferritin when the entire ferritin cage is degraded. The kinetics of ferritin degradation are mass action. However, the amount of iron released when a ferritin cage is degraded is an average based on ferritin levels and total iron internalised in ferritin. Incorporating mass action and ferritin saturation ratio gives the following rate law for $FT1 \rightarrow \text{LIP}; FT1 \cdot FT$.

$$v = [S] \cdot k \cdot \frac{[FT1]}{[FT]} \cdot (3.2.12)$$

Iron export rate was modelled using a Hill equation (Equation 3.2.9), with ferroportin as the modifier and a Hill coefficient of 1. $K^{n_H}$ was assumed to be around the steady state concentration of ferroportin. A rate (V) of $40\text{pM} \cdot (10^6 \text{ cells} \cdot 5\text{min})^{-1}$ was used from Sarkar et al. (2003). These values were substituted into the equation and solved for $a$.

Ferroportin expression rates and degradation rates are poorly understood. Ferroportin abundance data (Wang et al., 2012) led to an estimate of ferroportin concentration around $0.16\mu M$. The hepcidin induced degradation of ferroportin is represented in the model by a rate law in the form of Equation 3.2.9 with a Hill coefficient $n_H = 5$ (see above) and
a $K^n$ equal to the measured concentration of hepcidin (Zaritsky et al., 2010) (see Table 3.1). A maximal rate of degradation of $1\, nM\, s^{-1}$ was then assumed, and using the steady state concentration of ferroportin, the rate constant can be estimated as $0.0002315\, s^{-1}$. The ferroportin synthesis rate was then calculated to produce the required steady-state concentration of ferroportin at the nominal hepcidin concentration.

The HFE-TfR2 binding and dissociation constants were also not available and so it was assumed that they were the same as those of TfR1-HFE. Finally, the HFE-TfR and HFE-TfR2 degradation rates are also not known; a value was used that is an order of magnitude lower than the half life for unbound TfR (i.e. it was assumed that the complex is more stable than the free form of TfR).

Although DMT1 may contribute towards transferrin bound iron uptake in hepatocytes, this contribution has been found to be minor. DMT1 knockout has little effect on iron metabolism (Wang and Knutson, 2013) and therefore DMT1 was not included in the model.

The two iron response proteins (IRP1 and IRP2), which are responsible for cellular iron regulation, were modelled as a single metabolite in this study as the mechanistic differences in their regulatory roles is poorly understood. Equivalent regulation by both IRPs has been found in multiple studies (Kim et al., 1995; Ke et al., 1998; Erlitzki et al., 2002).

Global sensitivity analysis was performed as described in Sahle et al. (2008). The sensitivities obtained were normalized and represent flux and concentration control coefficients in metabolic control analysis (Kacser and Burns, 1973; Heinrich and Rapoport, 1974). The control coefficients were optimised to find a maximum and minimum value, which they could reach when all parameters were constrained within 10% of their chosen values. A particle swarm optimisation algorithm (Eberhart and Kennedy, 1995) was chosen as an efficient but reliable method of finding the maximum and minimum coefficients. Optimisation problems with many variables are computationally difficult and therefore an HTCondor (Litzkow et al., 1988) distributed computing system was used to perform the control coefficient optimisation calculations. The interface between the HTCondor system and the COPASI software was managed using Condor-COPASI (Kent et al., 2012a).

To perform analysis of receptor response in a similar manner to the EPO system studied by Becker et al. (2010), initial conditions were adjusted to recreate the experimental conditions used for EPO. Haem was fixed at zero to isolate transferrin-bound iron uptake. The LIP depletion reaction was decreased due to the lower iron uptake, which gave iron a similar half-life to EPO. Initial concentrations for all metabolites were set to steady-state concentrations, with the exception of the LIP and iron bound to all receptors which were set to zero. Extracellular transferrin bound iron was allowed to vary and set at increasing concentrations to scan receptor response. Time courses were calculated for Tf-Fe-TfR1, 2(Tf-Fe)-TfR1, Tf-Fe-TfR2 and 2(Tf-Fe)-TfR2 as iron is a two-staged binding process with two receptors. The area under the curve of the receptor response time courses was
3.3 Results

3.3.1 Graph Theory Analysis on Map of Iron Metabolism

Initial graph theoretic analysis was used to identify central nodes in the general map of iron metabolism.

The graph of the general map of iron metabolism has 151 nodes with a characteristic path length of 4.722. This low average path length means a signal can travel quickly from one area of a network to another to react quickly to stimuli; this is essential to maintain levels of iron at safe levels despite fluctuating input.

The general map of iron metabolism and all tissue-specific subnetworks show a power-law degree distribution with more hub nodes than a typical random graph. This can be seen in Figure 3.4. The general map’s node degree distribution fits $y = 55.381x^{-1.274}$ with $R^2 = 0.705$. The architecture of all the networks suggests each tissue type is resilient to failure of random nodes as there are only a few hub nodes. However the hub nodes identified would be highly sensitive to failure.

Betweenness centrality analysis of the general and tissue-specific maps of iron metabolism are shown in Table 3.2. External Fe$^{2+}$ was found to have high betweenness centrality in all cell types except reticulocytes where Fe$^{2+}$ is a leaf node and therefore calculated using COPASI global quantities. The area under both curves, for the two-staged binding process, were calculated for each receptor. Total integral receptor binding for each receptor is a sum of the two areas under the curves. The integral for total TFR1 binding is a sum of the integrals of time courses for Tf-Fe-TfR1 and 2(Tf-Fe)-TfR1.

Figure 3.4: The node degree distribution of the general map of iron metabolism. A power law distribution was found, which is indicative of the presence of hub nodes.
has a betweenness centrality of 0. This was due to no evidence being found for Dcytb-mediated reduction of Fe\(^{3+}\) in reticulocytes. Haem has widely varying betweenness centrality across cell types between 0.19 in liver and 0.27 in macrophage. The higher value in the macrophage may be due to haem being a key link between the phagosome and the rest of the cell which is unique to that cell type. Coproporphyrinogen III (COPRO III) is a haem precursor in the haem bio-synthesis pathway that was found to have high betweenness centrality. Metabolites that are transported between subcellular compartments, such as COPRO III, show high betweenness centrality as they link the highly connected subcellular networks. Initial modelling efforts abstracted a cell to a single compartment for simplicity, and therefore metabolites with high centrality due to subcellular relocation were assessed for inclusion based on literature evidence and available data.

<table>
<thead>
<tr>
<th>SBML name</th>
<th>General</th>
<th>Liver</th>
<th>Intestinal</th>
<th>Macrophage</th>
<th>Reticulocyte</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe(^{2+})</td>
<td>0.54</td>
<td>0.52</td>
<td>0.52</td>
<td>0.49</td>
<td>0.49</td>
</tr>
<tr>
<td>Fe(^{3+})</td>
<td>0.14</td>
<td>0.15</td>
<td>0.14</td>
<td>0.12</td>
<td>0.084</td>
</tr>
<tr>
<td>O(_2)</td>
<td>0.13</td>
<td>0.068</td>
<td>0.066</td>
<td>0.056</td>
<td>0.071</td>
</tr>
<tr>
<td>COPRO III</td>
<td>0.11</td>
<td>0.12</td>
<td>0.12</td>
<td>0.096</td>
<td>0.13</td>
</tr>
<tr>
<td>haem</td>
<td>0.11</td>
<td>0.19</td>
<td>0.18</td>
<td>0.27</td>
<td>0.23</td>
</tr>
<tr>
<td>URO III</td>
<td>0.069</td>
<td>0.076</td>
<td>0.077</td>
<td>0.07</td>
<td>0.084</td>
</tr>
<tr>
<td>TfR1</td>
<td>0.064</td>
<td>0.075</td>
<td>0.064</td>
<td>0.057</td>
<td>0.041</td>
</tr>
<tr>
<td>HMB</td>
<td>0.056</td>
<td>0.064</td>
<td>0.065</td>
<td>0.059</td>
<td>0.069</td>
</tr>
<tr>
<td>Fpn</td>
<td>0.054</td>
<td>0.049</td>
<td>0.019</td>
<td>0.047</td>
<td>0.037</td>
</tr>
<tr>
<td>proteins</td>
<td>0.051</td>
<td>0.052</td>
<td>0.063</td>
<td>0.055</td>
<td>0.054</td>
</tr>
<tr>
<td>PBG</td>
<td>0.048</td>
<td>0.058</td>
<td>0.058</td>
<td>0.053</td>
<td>0.058</td>
</tr>
<tr>
<td>ALAS1</td>
<td>0.044</td>
<td>0.052</td>
<td>0.053</td>
<td>0.048</td>
<td>0</td>
</tr>
<tr>
<td>ALA</td>
<td>0.042</td>
<td>0.052</td>
<td>0.052</td>
<td>0.048</td>
<td>0.051</td>
</tr>
<tr>
<td>ROS</td>
<td>0.041</td>
<td>0.037</td>
<td>0.03</td>
<td>0.039</td>
<td>0.04</td>
</tr>
<tr>
<td>Tf-Fe</td>
<td>0.039</td>
<td>0.045</td>
<td>0.019</td>
<td>0.016</td>
<td>0.037</td>
</tr>
<tr>
<td>Fxn</td>
<td>0.039</td>
<td>0.085</td>
<td>0.084</td>
<td>0.065</td>
<td>0</td>
</tr>
<tr>
<td>IRP2</td>
<td>0.031</td>
<td>0.036</td>
<td>0.034</td>
<td>0.029</td>
<td>0.039</td>
</tr>
<tr>
<td>IRP1-P</td>
<td>0.03</td>
<td>0.035</td>
<td>0.033</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>IRP1</td>
<td>0.03</td>
<td>0.035</td>
<td>0.033</td>
<td>0.029</td>
<td>0.04</td>
</tr>
<tr>
<td>sa109 degraded</td>
<td>0.03</td>
<td>0.022</td>
<td>0.015</td>
<td>0.068</td>
<td>0.003</td>
</tr>
<tr>
<td>Fe-S</td>
<td>0.029</td>
<td>0.034</td>
<td>0.035</td>
<td>0.029</td>
<td>0.032</td>
</tr>
<tr>
<td>Hepc</td>
<td>0.026</td>
<td>0.027</td>
<td>0</td>
<td>0.014</td>
<td>0</td>
</tr>
<tr>
<td>Lf-Fe</td>
<td>0.026</td>
<td>0.03</td>
<td>0.03</td>
<td>0.024</td>
<td>0</td>
</tr>
<tr>
<td>Fe-NAGAL+R</td>
<td>0.025</td>
<td>0</td>
<td>0.031</td>
<td>0.028</td>
<td>0.076</td>
</tr>
<tr>
<td>Tf</td>
<td>0.024</td>
<td>0.027</td>
<td>0.018</td>
<td>0.015</td>
<td>0.023</td>
</tr>
<tr>
<td>Hepc</td>
<td>0.024</td>
<td>0.027</td>
<td>0.014</td>
<td>0.012</td>
<td>0.037</td>
</tr>
<tr>
<td>NAGAL+R+sid</td>
<td>0.023</td>
<td>0.027</td>
<td>0.027</td>
<td>0.025</td>
<td>0.03</td>
</tr>
</tbody>
</table>
3.3. RESULTS

Figure 3.5: **SBGN process diagram of human liver iron metabolism model.** The compartment with yellow boundary represents the hepatocyte, while the compartment with red boundary represents plasma. Species overlayed on the compartment boundaries represent membrane-associated species. Abbreviations: Fe: iron, FPN1: ferroportin, FT: ferritin, HAMP: hepcidin, haem: intracellular haem, haem_intercell: plasma haem, HFE: human haemochromatosis protein, HO-1: haem oxygenase 1, IRP: iron response protein, LIP: labile iron pool, Tf-Fe_intercell: plasma transferrin-bound iron, Tfr1: transferrin receptor 1, Tfr2: transferrin receptor 2. Complexes are represented in boxes with the component species. In the special case of the ferritin-iron complex symbol, the amounts of each species are not in stoichiometric amounts (since there are thousands of iron ions per ferritin).

3.3.2 Model of Liver Iron Metabolism

The model was constructed based on many published data on individual molecular interactions (Section 3.2.2), and is available from BioModels (http://identifiers.org/biomodels.db/MODEL1302260000) (Le Novère et al., 2006). Figure 3.5 depicts a process diagram of the model, using the SBGN standard (Novere et al., 2009), where all the considered interactions are shown. It is important to highlight that while results described below are largely in agreement with observations, the model was not forced to replicate them. The extent of agreement between model and physiological data provides confidence that the model is accurate enough to carry out “what-if” type of experiments that can provide quantitative explanation of iron regulation in the liver.
3.3.3 Steady State Validation

Initial verification of the hepatocyte model was performed by assessing the ability to recreate biologically accurate, experimentally observed, steady-state concentrations of metabolites and rates of reactions. Simulations were run to steady state using the parameters and initial conditions from Table 3.1 and 3.3. Table 3.4 compares steady state concentrations of metabolites and reactions with experimental observations.

Chua et al. (2010) injected radio-labeled transferrin-bound iron into the serum of mice and measured the total uptake of the liver after 120 minutes. The uptake rate when expressed as mol/s was close to that found at steady state by the computational model (Table 3.4).

A technical aspect of note in this steady-state solution, is that it is very stiff. This originates because one section of the model (the cycle composed of iron binding to ferritin, internalization and release) is orders of magnitude faster than the rest. Arguably this could be resolved by simplifying the model, but the model was left intact because this cycling is an important aspect of iron metabolism and allows the representation of ferritin saturation. Even though the stiffness is high, COPASI is able to cope by using an appropriate numerical method (Newton’s method).
Table 3.3: Reaction Parameters

<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fpn export</td>
<td>LIP $\rightarrow$ Tf-Fe_intercell; FPN1</td>
<td>Hill function</td>
<td>$a = 15 \text{ mol} \cdot \text{s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-6} \text{ mol}$</td>
<td>Sarkar et al. (2003)</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>$\rightarrow$ TfR; IRP</td>
<td>Hill function</td>
<td>$a = 6 \times 10^{-12} \text{ s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-6} \text{ mol}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>TfR $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 8.37 \times 10^{-6} \text{ s}^{-1}$</td>
<td>Johnson and Enns (2004)</td>
</tr>
<tr>
<td>Ferroportin expression</td>
<td>$\rightarrow$ FPN1; IRP</td>
<td>Hill function</td>
<td>$a = 4 \times 10^{-9} \text{ s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-6} \text{ mol}$</td>
<td>Pantopoulos et al. (1995)</td>
</tr>
<tr>
<td>Fpn degradation hepc</td>
<td>FPN1 $\rightarrow$ HAMP</td>
<td>Hill function</td>
<td>$a =$ $2.315 \times 10^{-5} \text{ s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-9} \text{ mol}$</td>
<td>Pantopoulos et al. (1995)</td>
</tr>
<tr>
<td>IRP expression</td>
<td>$\rightarrow$ IRP; LIP</td>
<td>Hill function</td>
<td>$a = 4 \times 10^{-11} \text{ s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-6} \text{ mol}$</td>
<td>Pantopoulos et al. (1995)</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>IRP $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 1.59 \times 10^{-5} \text{ s}^{-1}$</td>
<td>Pantopoulos et al. (1995)</td>
</tr>
</tbody>
</table>

Continued on Next Page...
<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFE degradation</td>
<td>HFE $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 6.418 \times 10^{-5} \text{ s}^{-2}$</td>
<td>Wang et al. (2003a)</td>
</tr>
<tr>
<td>HFE expression</td>
<td>$\rightarrow$ HFE</td>
<td>Constant flux</td>
<td>$v = 2.3469 \times 10^{-11} \text{ mol (l \cdot s)}^{-1}$</td>
<td>Wang et al. (2003a)</td>
</tr>
<tr>
<td>TfR2 expression</td>
<td>$\rightarrow$ TfR2</td>
<td>Constant flux</td>
<td>$v = 2 \times 10^{-11} \text{ mol (l \cdot s)}^{-1}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>TfR2 degradation</td>
<td>TfR2 $\rightarrow$ ; Tf-Fe_intercell</td>
<td>Hill function</td>
<td>$a = 3.2 \times 10^{-5} \text{ s}^{-1}$, $n_H = 1$, $K = 2.5 \times 10^9 \text{ mol}$</td>
<td>Chloupková et al. (2010)</td>
</tr>
<tr>
<td>Hepcidin expression</td>
<td>$\rightarrow$ HAMP; 2HFE-TfR2 2(Tf-Fe)-TfR2</td>
<td>Hill function</td>
<td>$a = 5 \times 10^{-12} \text{ s}^{-1}$, $n_H = 5$, $K = 1.35 \times 10^{-7} \text{ mol}$, $a = 5 \times 10^{-12} \text{ mol \cdot s}^{-1}$, $K = 6 \times 10^{-7} \text{ mol}$</td>
<td>Zaritsky et al. (2010)</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>HAMP $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 9.63 \times 10^{-5} \text{ s}^{-1}$</td>
<td>Rivera et al. (2005)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haem oxygenation</td>
<td>Haem → LIP; HO-1</td>
<td>Henri-Michaelis-Menten</td>
<td>(k_{\text{cat}} = 17777.7 \text{ s}^{-1}), (K_m = 2 \times 10^{-6} \text{ mol} \cdot \text{L}^{-1})</td>
<td>Kinobe et al. (2006)</td>
</tr>
<tr>
<td>HFE TfR1 binding</td>
<td>HFE + TfR → HFE-TfR</td>
<td>Mass action</td>
<td>(k = 1.102 \times 10^6 \text{ L/mol} \cdot \text{s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR1 release</td>
<td>HFE-TfR → HFE + TfR</td>
<td>Mass action</td>
<td>(k = 0.08 \text{ s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>Tf-Fe_intercell + TfR → Tf-Fe-TfR1</td>
<td>Mass action</td>
<td>(k = 837400 \text{ L/(mol} \cdot \text{s})^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR1 release</td>
<td>Tf-Fe-TfR1 → Tf-Fe_intercell + TfR</td>
<td>Mass action</td>
<td>(k = 9.142 \times 10^{-4} \text{ s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR2 binding</td>
<td>2HFE + TfR2 → 2HFE-TfR2</td>
<td>Mass action</td>
<td>(k = 3.9438 \times 10^{11} \text{ L}^2/(\text{mol}^2 \cdot \text{s})^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR2 release</td>
<td>2HFE-TfR2 → 2 * HFE + TfR2</td>
<td>Mass action</td>
<td>(k = 0.0018 \text{ s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR2 binding</td>
<td>Tf-Fe_intercell + TfR2 → Tf-Fe-TfR2</td>
<td>Mass action</td>
<td>(k = 222390 \text{ L/mol} \cdot \text{s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR2 release</td>
<td>Tf-Fe-TfR2 → Tf-Fe_intercell + TfR2</td>
<td>Mass action</td>
<td>(k = 0.0061 \text{ s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR1 binding 2</td>
<td>Tf-Fe-TfR1 + Tf-Fe_intercell → 2(Tf-Fe)-TfR1</td>
<td>Mass action</td>
<td>(k = 121400 \text{ L/mol} \cdot \text{s}^{-1})</td>
<td>West et al. (2000)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>TfR1 release 2</td>
<td>$2(Tf-Fe)$-TfR1 $\rightarrow$ Tf-Fe-TfR1 + Tf-Fe_intercell</td>
<td>Mass action</td>
<td>$k = 0.003535 \text{ s}^{-1}$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR1 binding 2</td>
<td>HFE-TfR + HFE $\rightarrow$ 2HFE-TfR</td>
<td>Mass action</td>
<td>$k = 1.102 \times 10^6 \text{ l(mol} \cdot \text{s)}^{-1}$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>HFE TfR1 release 2</td>
<td>$2HFE$-$TfR$ $\rightarrow$ HFE-$TfR$ + HFE</td>
<td>Mass action</td>
<td>$k = 0.08 \text{ s}^{-1}$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR1 release 2</td>
<td>$2(Tf-Fe)$-TfR1 $\rightarrow$ Tf-Fe-TfR1 + Tf-Fe_intercell</td>
<td>Mass action</td>
<td>$k = 0.003535 \text{ s}^{-1}$</td>
<td>West et al. (2000)</td>
</tr>
<tr>
<td>TfR1 iron internalisation</td>
<td>$2(Tf-Fe)$-TfR1 $\rightarrow$ 4(LIP) + TfR</td>
<td>Mass action</td>
<td>$k = 0.8333 \text{ l} \cdot \text{s}^{-1}$</td>
<td>Byrne et al. (2010)</td>
</tr>
<tr>
<td>TfR2 iron internalisation</td>
<td>$2(Tf-Fe)$-TfR2 $\rightarrow$ 4(LIP)-TfR2</td>
<td>Mass action</td>
<td>$k = 0.8333 \text{ l} \cdot \text{s}^{-1}$</td>
<td>Byrne et al. (2010)</td>
</tr>
<tr>
<td>outFlow</td>
<td>LIP $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 4 \times 10^{-4} \text{ s}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>Ferritin iron binding</td>
<td>LIP + FT $\rightarrow$ Fe-FT</td>
<td>Mass action</td>
<td>$k = 4.71 \times 10^{10} \text{ l(mol} \cdot \text{s)}^{-1}$</td>
<td>Salgado et al. (2010)</td>
</tr>
<tr>
<td>Ferritin iron release</td>
<td>Fe-FT $\rightarrow$ LIP + FT</td>
<td>Mass action</td>
<td>$k = 22922 \text{ s}^{-1}$</td>
<td>Salgado et al. (2010)</td>
</tr>
<tr>
<td>Ferritin iron internalisation</td>
<td>Fe-FT $\rightarrow$ FT1 + FT</td>
<td>Mass action</td>
<td>$k = 108000 \text{ s}^{-1}$</td>
<td>Salgado et al. (2010)</td>
</tr>
<tr>
<td>Ferritin internalised iron release</td>
<td>FT1 $\rightarrow$ LIP; FT1 FT</td>
<td></td>
<td>Kloss Hill = 13.112 s^{-1}</td>
<td>Salgado et al. (2010)</td>
</tr>
</tbody>
</table>
### Table 3.3 – Continued

<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>ferritin expression</td>
<td>$\rightarrow$ FT; IRP</td>
<td>Hill function</td>
<td>$a = 2.312 \times 10^{-13} \text{ s}^{-1}$, $n_H = 1$, $K = 1 \times 10^{-6} \text{ mol}$</td>
<td>Cozzi (2003)</td>
</tr>
<tr>
<td>HO1 degradation</td>
<td>HO-1 $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 3.209 \times 10^{-5} \text{ s}^{-1}$</td>
<td>Pimstone et al. (1971)</td>
</tr>
<tr>
<td>HO1 expression</td>
<td>$\rightarrow$ HO-1; Haem</td>
<td>Hill function</td>
<td>$a = 2.1432 \times 10^{-15} \text{ s}^{-1}$, $K = 1 \times 10^{-9} \text{ mol}$</td>
<td>Bao et al. (2010)</td>
</tr>
<tr>
<td>Ferritin degradation</td>
<td>FT $\rightarrow$</td>
<td>Mass action</td>
<td>$k = 1.203 \times 10^{-5} \text{ s}^{-1}$</td>
<td>Salgado et al. (2010)</td>
</tr>
<tr>
<td>full</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haem uptake</td>
<td>Haem_intercell $\rightarrow$ Haem</td>
<td>Henri-Michaelis-Menten</td>
<td>$K_m = 1.25 \times 10^{-4} \text{ mol}$, $v = 1.034 \times 10^{-5} \text{ mol} \cdot \text{s}^{-1}$</td>
<td>Shayeghi et al. (2005)</td>
</tr>
<tr>
<td>Haem export</td>
<td>Haem $\rightarrow$ Haem_intercell</td>
<td>Henri-Michaelis-Menten</td>
<td>$K_m = 1.78 \times 10^{-5} \text{ mol}$, $v = 2.18 \times 10^{-5} \text{ mol} \cdot \text{s}^{-1}$</td>
<td>Tamura et al. (2006)</td>
</tr>
<tr>
<td>Ferritin degradation</td>
<td>FT1 $\rightarrow$ LIP; FT1 FT</td>
<td>Mass action</td>
<td>$k = 1.203 \times 10^{-5} \text{ s}^{-1}$</td>
<td>Salgado et al. (2010)</td>
</tr>
<tr>
<td>full iron release</td>
<td></td>
<td>ferritin</td>
<td>$1.203 \times 10^{-5} \text{ s}^{-1}$</td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Name</th>
<th>Reaction</th>
<th>Function</th>
<th>Parameters</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFE-TfR degradation</td>
<td>$2\text{HFE-TfR} \rightarrow$</td>
<td>Mass action</td>
<td>$k = 8.37 \times 10^{-7} \text{ s}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>HFE-TfR2 degradation</td>
<td>$2\text{HFE-TfR2} \rightarrow$</td>
<td>Mass action</td>
<td>$k = 8.37 \times 10^{-7} \text{ s}^{-1}$</td>
<td></td>
</tr>
<tr>
<td>int iron import DMT1</td>
<td>$\text{gutFe2} \rightarrow \text{intLIP; intDMT1}$</td>
<td>Henri-Michaelis-Menten</td>
<td>$C = 3.833$, $k_{\text{cat}} = 4.8 \times 10^{-6}$</td>
<td>Iyengar et al. (2009) &amp; Wang et al. (2003b)</td>
</tr>
</tbody>
</table>
### Table 3.4: Steady State Verification

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>Model</th>
<th>Experimental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labile iron pool</td>
<td>0.804 µM</td>
<td>0.2 – 1.5 µM</td>
<td>Epsztejn et al. (1997)</td>
</tr>
<tr>
<td>Iron response protein</td>
<td>836000 cell⁻¹</td>
<td>~ 700000 cell⁻¹</td>
<td>Cairo et al. (1998)</td>
</tr>
<tr>
<td>Ferritin</td>
<td>4845 cell⁻¹</td>
<td>3000 – 6000 cell⁻¹ (mRNA), 2.5 – 54600 cell⁻¹ (protein)</td>
<td>Cairo et al. (1998), Summers et al. (1974)</td>
</tr>
<tr>
<td>TfR</td>
<td>1.74 × 10⁵ cell⁻¹</td>
<td>1.6 – 2 × 10⁵ cell⁻¹</td>
<td>Salter-Cid et al. (1999)</td>
</tr>
<tr>
<td>Iron per ferritin</td>
<td>2272 average</td>
<td>~ 2400</td>
<td>Sibille et al. (1988)</td>
</tr>
<tr>
<td>Hepcidin</td>
<td>5.32 nM</td>
<td>3.5 – 8.3 nM</td>
<td>Swinkels et al. (2008)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Model</th>
<th>Experimental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TBI iron import rate</td>
<td>2.67 µM · s⁻¹</td>
<td>2.08 µM · s⁻¹</td>
<td>Chua et al. (2010)</td>
</tr>
</tbody>
</table>

### 3.3.4 Response to Iron Challenge

An oral dose of iron creates a fluctuation in serum transferrin saturation of approximately 10% (Girelli et al., 2011). The fixed serum iron concentration in the simulation was replaced by a transient increase in concentration, equivalent to a 10% increase in transferrin saturation, as a simulation of oral iron dosage on hepatocytes. The simulated hepcidin response (Figure 3.6) is consistent with the hepcidin response measured by Girelli et al. (2011). The time scale and dynamics of the hepcidin response to iron challenge has been accurately replicated in the simulation presented here. Hereditary haemochromatosis simulations show reduced hepcidin levels and peak response compared to WT (Wild Type) (Figure 3.6). The simulation appears to present an approximation of the two experimental techniques from Girelli et al. (2011) (mass spectrometry and ELISA), reaching a peak between 4 and 8 hours and returning to around basal levels within 24 hours.

### 3.3.5 Cellular Iron Regulation

The computational model supports the proposed role of HFE and TfR2 as sensors of systemic iron. Figure 3.7A shows that as the concentration of HFE bound to TfR2 (HFE-TfR2) increases with serum transferrin-bound iron (Tf-Fe_intercell), at the same time the abundance of HFE bound to TfR1 (HFE-TfR1) decreases. The increase in HFE-TfR2 complex, even though of small magnitude, promotes increased expression of hepcidin (Figure 3.7B). Increasing HFE-TfR2 complex as a result of HFE-TfR1 reduction induces increased hepcidin. It is through this mechanism that liver cells sense serum iron levels and control whole body iron metabolism through the action of hepcidin. Although the LIP increases with serum transferrin-bound iron in this simulation, this is only because
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Figure 3.6: Simulated time course concentrations of hepcidin, in wild type (WT) and hereditary haemochromatosis (HH), in response to changing serum transferrin-bound iron levels.

The model does not include the action of hepcidin in reducing duodenal export of iron. Expression and secretion of hepcidin will have the effect of degrading intestinal ferroportin which leads to decreased iron export and therefore decreased serum iron.

Figure 3.7: Simulated steady state concentrations of HFE-TfR1/2 complexes (A) and hepcidin (B) in response to increasing serum Tf-Fe.

3.3.6 Hereditary Haemochromatosis Simulation

Hereditary haemochromatosis is the most common hereditary disorder with a prevalence higher than 1 in 500 (Asberg, 2001). Type 1 haemochromatosis is the most common and is caused by a mutation in the HFE gene leading to a misregulation of hepcidin and consequent systemic iron overload.

To create a simulation of type 1 hereditary haemochromatosis, a virtual HFE knockdown was performed by reducing 100-fold the rate constant for HFE synthesis in the model. 100-fold decrease was chosen as complete inhibition of HFE in experimental organisms could not be confirmed and this approximates the lower limit of detection possible (Riedel et al., 1999). The simulation was run to steady state and results were compared
Qualitative validation showed the \textit{in silico} HFE knockdown could reproduce multiple experimental findings as shown in Table 3.5. The simulation of type-1 hereditary haemochromatosis closely matches experimental findings at steady state. Quantitatively the model was unable to reproduce accurately the finding that HFE \textendash/- mice have 3 times higher hepatic iron levels (Fleming et al., 2001). This was due to the fixed intercellular transferrin bound iron concentration in the model, unlike in HFE \textendash/- mice where there is an increase in transferrin saturation as a result of increased intestinal iron absorption (Fleming et al., 2001).

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>Model</th>
<th>Experiment</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRP</td>
<td>-</td>
<td>-</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>LIP</td>
<td>+</td>
<td>+</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>HAMP</td>
<td>-</td>
<td>-</td>
<td>van Dijk et al. (2008)</td>
</tr>
<tr>
<td>TfR2</td>
<td>+</td>
<td>+</td>
<td>Robb and Wessling-Resnick (2004)</td>
</tr>
</tbody>
</table>

Despite fixed extracellular conditions the model predicted an intracellular hepatocyte iron overload, which would be further compounded by the systemic effects of the misregulation of hepcidin. The simulation recreated increased ferroportin levels despite the expression of ferroportin remaining the same as wild type, which was consistent with mRNA measurements from Ludwiczek et al. (2005). mRNA-based experiments can be used to validate expression rates and protein assays are able to validate steady-state protein concentrations. This is because both expression rates and steady-state protein concentrations are available as results from the computational model. As expression rate was consistent between health and disease changes in ferroportin concentration must be due to changes in degradation rate.

The models of health and haemochromatosis disease were both also able to replicate the dynamics of experimental responses to changing dietary iron conditions. An approximate 2-fold increase in hepatic ferroportin expression is caused by increased dietary iron in both haemochromatosis and healthy mice (Ludwiczek et al., 2005). The model presented here recreated this increase with increasing intercellular iron as can be seen in Figure 3.8. Ferroportin expression rate in the model doubles in response to changing serum iron concentrations as verified experimentally.

HFE knockout has been shown to impair the induction of hepcidin by iron in mouse (Ludwiczek et al., 2005) and human (Piperno et al., 2007) hepatocytes. This was seen in
the computational model as increasing transferrin-bound iron did not induce hepcidin as strongly in HFE knockdown.

Although an increase in transferrin receptor 2 was observed in the model (1.77 \( \mu M \) health; 2.80 \( \mu M \) type 1 haemochromatosis), the up-regulation was slightly smaller than the change observed in vivo (Robb and Wessling-Resnick, 2004). This is due to the model having fixed extracellular transferrin-bound iron concentration, in contrast to haemochromatosis where this concentration increases due to higher absorption in the intestine.

Type 3 haemochromatosis results in similar phenotype as type 1 haemochromatosis, however the mutation is found in the TfR2 gene as opposed to HFE. A virtual TfR2 knockdown mutation was performed by decreasing 100-fold the rate constant of synthesis of TfR2 in the model. Model results were then compared with the findings of Chua et al. (2010). The simulation showed a steady-state decrease of liver TfR1 from 0.29 \( \mu M \) to 0.19 \( \mu M \) with TfR2 knockdown. This is supported by an approximate halving of TfR1 levels in TfR2 mutant mice (Chua et al., 2010). An increase in hepcidin, and consequent decrease in ferroportin, as seen in mice was matched by the simulation.

An iron overload phenotype with increased intracellular iron is not recreated by the model of the TfR2 mutant. This is, again, due to the fixed serum transferrin-bound iron concentration, while in the whole body there would be increased iron absorption from the diet through the effect of hepcidin.

### 3.3.7 Metabolic Control Analysis

Metabolic control analysis (MCA) is a standard technique to identify the reactions that have the largest influence on metabolite concentrations or reaction fluxes at a steady state (Kacser and Burns, 1973; Heinrich and Rapoport, 1974). MCA is a special type of sensitivity analysis and thus is used to quantify the distributed control of the biochemical network. A control coefficient measures the relative change of the variable of interest caused by a small change in the reaction rate (e.g. a control coefficient can be interpreted...
as the percentage change of the variable given a 1% change in the reaction rate).

The control over the concentration of the labile iron pool by each of the model reactions can be seen in Table 3.6. The synthesis and degradation of TfR2, TfR1, HFE and the formation of their complexes were found to have the highest control over the labile iron pool. Synthesis and degradation of IRP were also found to have some degree of control, but synthesis and degradation of hepcidin have, surprisingly, a very small effect on the labile iron pool.

**Table 3.6: Metabolic Control Analysis: Concentration-control coefficients for the labile iron pool.**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Local</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>TfR2 expression</td>
<td>0.89</td>
<td>0.52</td>
<td>1.4</td>
</tr>
<tr>
<td>Fpn export</td>
<td>-0.83</td>
<td>-0.92</td>
<td>-0.7</td>
</tr>
<tr>
<td>TfR2 binding</td>
<td>0.57</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>TfR2 degradation</td>
<td>-0.56</td>
<td>-0.9</td>
<td>-0.29</td>
</tr>
<tr>
<td>Fpn degradation</td>
<td>0.35</td>
<td>0.19</td>
<td>0.5</td>
</tr>
<tr>
<td>Ferroportin expression</td>
<td>-0.35</td>
<td>-0.5</td>
<td>-0.18</td>
</tr>
<tr>
<td>HFE expression</td>
<td>-0.31</td>
<td>-0.62</td>
<td>0.35</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>0.26</td>
<td>0.065</td>
<td>0.5</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>0.26</td>
<td>0.066</td>
<td>0.5</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>-0.26</td>
<td>-0.5</td>
<td>-0.066</td>
</tr>
<tr>
<td>IRP expression</td>
<td>0.21</td>
<td>0.075</td>
<td>0.3</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>-0.21</td>
<td>-0.35</td>
<td>-0.075</td>
</tr>
<tr>
<td>HFETfR2 degradation</td>
<td>-0.034</td>
<td>-0.68</td>
<td>0.00023</td>
</tr>
<tr>
<td>Hepcidin expression</td>
<td>0.028</td>
<td>0.00044</td>
<td>0.66</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>-0.028</td>
<td>-0.79</td>
<td>-0.00058</td>
</tr>
<tr>
<td>HFE degradation</td>
<td>0.016</td>
<td>-0.026</td>
<td>0.039</td>
</tr>
<tr>
<td>TfR2 binding 2</td>
<td>0.01</td>
<td>0.3</td>
<td>0.9</td>
</tr>
<tr>
<td>TfR2 release</td>
<td>-0.01</td>
<td>-0.019</td>
<td>-0.0043</td>
</tr>
<tr>
<td>HFE TfR2 binding</td>
<td>-0.0067</td>
<td>-0.019</td>
<td>0.022</td>
</tr>
<tr>
<td>HFE TfR2 release</td>
<td>0.0064</td>
<td>-0.021</td>
<td>0.018</td>
</tr>
<tr>
<td>TfR2 iron internalisation</td>
<td>-0.0034</td>
<td>-0.16</td>
<td>0.00056</td>
</tr>
<tr>
<td>HFE TfR1 binding</td>
<td>-0.0014</td>
<td>-0.012</td>
<td>0.000074</td>
</tr>
<tr>
<td>HFE TfR1 release</td>
<td>0.0014</td>
<td>0.000076</td>
<td>0.012</td>
</tr>
<tr>
<td>HFETfR degradation</td>
<td>-0.0014</td>
<td>-0.012</td>
<td>-0.000074</td>
</tr>
<tr>
<td>Sum</td>
<td>0.00042</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Control over the hepcidin concentration was also measured (Table 3.7), as the ability to control hepatic hepcidin levels could provide therapeutic opportunities to control whole system iron metabolism, due to its action on other tissues. Interestingly, in addition to the expression and degradation of hepcidin itself, the expression of HFE and degradation of HFETfR2 complex have almost as much control over hepcidin. The expression of TfR2 has a considerably lower effect, though still significant.

Flux-control coefficients, which indicate the control that reactions have on a chosen reaction flux, were also determined. The flux-control coefficients for the ferroportin-
mediated iron export reaction are given in Table 3.8. This reaction is of particular interest as it is the only method of iron export. Therefore, controlling this reaction rate could be important in treating various iron disorders, including haemochromatosis and anaemia. The reactions of synthesis and degradation of TfR1, TfR2 and HFE were found to have high control, despite not having direct interactions with ferroportin. TfR1 and TfR2 may show consistently high control due to having dual roles as iron importers and iron sensors, which control hepcidin expression.

A drawback of MCA, and any other local sensitivity analysis, is that it is only predictive for small changes of reaction rates. However, the changes that result in disease states are usually large, and experimental parameter estimation can result in large uncertainty. Thus, a global sensitivity analysis was also performed following the method described in Sahle et al. (2008). This generated the maximal and minimal values of the sensitivity coefficients, within a large space of parameter values. This technique is useful; for example, if there is uncertainty about the values of the model parameters, as it reveals the possible

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Local</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hepcidin expression</td>
<td>1</td>
<td>0.51</td>
<td>1.5</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>HFETfR2 degradation</td>
<td>-0.96</td>
<td>-1.4</td>
<td>-0.38</td>
</tr>
<tr>
<td>HFE expression</td>
<td>0.91</td>
<td>0.27</td>
<td>1.3</td>
</tr>
<tr>
<td>TfR2 expression</td>
<td>0.24</td>
<td>0.098</td>
<td>0.49</td>
</tr>
<tr>
<td>TfR2 degradation</td>
<td>-0.15</td>
<td>-0.29</td>
<td>-0.064</td>
</tr>
<tr>
<td>TfR2 binding</td>
<td>0.13</td>
<td>0.056</td>
<td>0.27</td>
</tr>
<tr>
<td>TfR2 iron internalisation</td>
<td>-0.13</td>
<td>-0.27</td>
<td>-0.056</td>
</tr>
<tr>
<td>HFE degradation</td>
<td>-0.047</td>
<td>-0.1</td>
<td>-0.012</td>
</tr>
<tr>
<td>HFE TfR2 binding</td>
<td>0.025</td>
<td>0.0063</td>
<td>0.057</td>
</tr>
<tr>
<td>HFE TfR2 release</td>
<td>-0.023</td>
<td>-0.056</td>
<td>-0.006</td>
</tr>
<tr>
<td>TfR2 binding 2</td>
<td>0.0023</td>
<td>0.00081</td>
<td>0.0059</td>
</tr>
<tr>
<td>TfR2 release</td>
<td>-0.0023</td>
<td>-0.0059</td>
<td>-0.00081</td>
</tr>
<tr>
<td>HFE TfR1 binding</td>
<td>-0.00093</td>
<td>-0.0073</td>
<td>-0.000052</td>
</tr>
<tr>
<td>HFE TfR1 release</td>
<td>0.00093</td>
<td>0.000048</td>
<td>0.007</td>
</tr>
<tr>
<td>HFE TfR1 binding 2</td>
<td>-0.00093</td>
<td>-0.0073</td>
<td>-0.000053</td>
</tr>
<tr>
<td>HFE TfR1 release 2</td>
<td>0.00093</td>
<td>0.000053</td>
<td>0.0073</td>
</tr>
<tr>
<td>HFETfR degradation</td>
<td>-0.00093</td>
<td>-0.0073</td>
<td>-0.000057</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>-0.0008</td>
<td>-0.0061</td>
<td>-0.000044</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>0.00079</td>
<td>0.000045</td>
<td>0.0062</td>
</tr>
<tr>
<td>IRP expression</td>
<td>-0.00054</td>
<td>-0.0028</td>
<td>-0.000047</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>0.00054</td>
<td>0.000042</td>
<td>0.0035</td>
</tr>
<tr>
<td>Fpn export</td>
<td>-0.00045</td>
<td>-0.0028</td>
<td>-0.000043</td>
</tr>
<tr>
<td>Fpn degradation</td>
<td>0.00019</td>
<td>0.000015</td>
<td>0.0015</td>
</tr>
<tr>
<td>Ferroportin expression</td>
<td>-0.00019</td>
<td>-0.0015</td>
<td>-0.000014</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>0.00014</td>
<td>0.0000038</td>
<td>0.0014</td>
</tr>
<tr>
<td>TfR2 release 2</td>
<td>-0.000064</td>
<td>-0.00018</td>
<td>-0.000022</td>
</tr>
<tr>
<td>Sum</td>
<td>0.00000042</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3.8: Metabolic Control Analysis: Flux-control coefficients for the iron export out of the liver compartment.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Local</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>TfR2 expression</td>
<td>0.91</td>
<td>0.45</td>
<td>1.4</td>
</tr>
<tr>
<td>TfR2 binding</td>
<td>0.58</td>
<td>0.29</td>
<td>0.87</td>
</tr>
<tr>
<td>TfR2 degradation</td>
<td>-0.57</td>
<td>-0.86</td>
<td>-0.28</td>
</tr>
<tr>
<td>HFE expression</td>
<td>-0.35</td>
<td>-0.67</td>
<td>-0.19</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>0.27</td>
<td>0.068</td>
<td>0.51</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>0.27</td>
<td>0.068</td>
<td>0.52</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>-0.27</td>
<td>-0.52</td>
<td>-0.067</td>
</tr>
<tr>
<td>IRP expression</td>
<td>0.18</td>
<td>0.064</td>
<td>0.31</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>-0.18</td>
<td>-0.31</td>
<td>-0.066</td>
</tr>
<tr>
<td>Fpn Export</td>
<td>0.15</td>
<td>0.063</td>
<td>0.27</td>
</tr>
<tr>
<td>Ferroportin Expression</td>
<td>0.065</td>
<td>0.019</td>
<td>0.15</td>
</tr>
<tr>
<td>Fpn degradation</td>
<td>-0.065</td>
<td>-0.15</td>
<td>-0.019</td>
</tr>
<tr>
<td>HFE degradation</td>
<td>0.018</td>
<td>0.0081</td>
<td>0.04</td>
</tr>
<tr>
<td>TfR2 release</td>
<td>-0.01</td>
<td>-0.019</td>
<td>-0.0041</td>
</tr>
<tr>
<td>TfR2 binding 2</td>
<td>0.01</td>
<td>0.0041</td>
<td>0.019</td>
</tr>
<tr>
<td>HFE TfR2 binding</td>
<td>-0.0077</td>
<td>-0.019</td>
<td>0.0029</td>
</tr>
<tr>
<td>HFE TfR2 release</td>
<td>0.0074</td>
<td>-0.0028</td>
<td>0.019</td>
</tr>
<tr>
<td>Hepcidin expression</td>
<td>-0.0052</td>
<td>-0.18</td>
<td>-0.000039</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>0.0052</td>
<td>0.000058</td>
<td>0.22</td>
</tr>
<tr>
<td>HFETfR2 degradation</td>
<td>-0.0023</td>
<td>-0.018</td>
<td>0.2</td>
</tr>
<tr>
<td>HFE TfR1 binding</td>
<td>-0.0014</td>
<td>-0.012</td>
<td>-0.000075</td>
</tr>
<tr>
<td>HFE TfR1 release</td>
<td>0.0014</td>
<td>0.000075</td>
<td>0.012</td>
</tr>
<tr>
<td>HFE TfR1 binding 2</td>
<td>-0.0014</td>
<td>-0.011</td>
<td>-0.000075</td>
</tr>
<tr>
<td>HFE TfR1 release 2</td>
<td>0.0014</td>
<td>0.000075</td>
<td>0.012</td>
</tr>
<tr>
<td>Ferroportin expression</td>
<td>-0.00019</td>
<td>-0.0015</td>
<td>-0.000014</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>0.00014</td>
<td>0.0000038</td>
<td>0.0014</td>
</tr>
<tr>
<td>TfR2 release 2</td>
<td>-0.000064</td>
<td>-0.00018</td>
<td>-0.000022</td>
</tr>
<tr>
<td>sum</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The range of control of each one given the uncertainty. All parameters were allowed to vary within ±10% and the maximal and minimal control coefficients were measured (Tables 3.6, 3.7 and 3.8).

In terms of the control of the labile iron pool (Table 3.6), the reactions with highest control in the reference steady state are still the ones with highest control in the global case (i.e. when all parameters have an uncertainty of ±10%). However, TfR1 expression, TfR1 binding, TfR1 degradation, IRP expression and IRP degradation, which all have significant (but not the highest) control in the reference state, could have very low control in the global sense. On the other hand, HFETfR2 degradation, hepcidin expression, hepcidin degradation and TfR2 binding 2, have low control in the reference steady state, but could have significant control in the global sense. All other reactions have low control in any situation.

In the case of the control of hepcidin concentration (Table 3.7) the differences between the reference state and the global are much smaller overall, and only a few reactions could
be identified that have moderate control in the reference, but could have a bit less in the global sense (TfR2 expression, TfR2 binding, and TfR2 iron internalisation).

In the case of the control of the flux of iron export (Table 3.8), some reactions were found with high control in the reference that could have low control in the global sense: TfR1 expression, TfR1 binding, TfR1 degradation, IRP expression and IRP degradation. Hepcidin expression, hepcidin degradation, and HFETfR2 degradation have almost no control in the reference, but in the global sense they could exert considerable control. This is very similar to the situation of the control of the labile iron pool.

Chifman et al. (2012) analysed the parameter space of their core model of iron metabolism in breast epithelial cells, and concluded the system behaviour is far more dependent on the network structure than the exact parameters used. The analysis presented here lends some support to that finding, since only a few reactions could have different effect on the system if the parameters are wrong. A further scan of initial conditions for metabolites found that varying initial concentrations over 2 orders of magnitude had no affect on the steady state achieved (Table 3.4), indicating that the steady state found in these simulations is unique.

### 3.3.8 Receptor Properties

It is known that iron sensing by the transferrin receptors is responsive over a wide range of intercellular iron concentrations (Lin et al., 2007). The present model reproduces this well (Figure 3.10, 1 × turnover line). Becker et al. (2010) argued that a linear response of a receptor to its signal over a wide range could be achieved through a combination of the following: high receptor abundance, increased expression when required, recycling to the surface of internalised receptors, and high receptor turnover. This was illustrated with the behaviour of the erythropoietin (EPO) receptor (Becker et al., 2010). Since the present model contains essentially the same type of reactions that can lead to such a behaviour, simulations were carried out to investigate to what extent this linearity of response is present here. In this case, it is the response of the total amount of all forms of TfR1 and TfR2 bound to Tf-Fe against the amount of Tf-Fe_intercell that is important. A variable was created in the model to reflect the total receptor response (Section 3.2.2), and this variable was followed in a time-course response to an iron pulse (Figure 3.9). The simulated response to the iron pulse is remarkably similar, with a distinctive curve, to the response of the EPO receptor to EPO from Becker et al. (2010), their Figure 2B.

Becker et al. (2010) reported that the linearity of EPO-R response, measured by the integral of the response curve, is increased by increasing turnover rate of the receptor and this property was also observed in the simulation of TfR1 response (Figure 3.10). The range of linear response for the transferrin receptor depends on its half-life. This effect was first demonstrated in the EPO receptor by Becker et al. (2010) who found similar behaviour. The range in which the iron response is linear is smaller than that found for EPO (Figure 3.10). As TfR1’s half-life in the model matches the experimentally determined
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Figure 3.9: Simulated time course of transferrin receptor complex formation following a pulse of iron.

Figure 3.10: Simulated integral transferrin receptor binding with increasing intracellular iron at various turnover rates. Integral TfR1 binding is a measure of receptor response. Expression and degradation rate of TfR were simultaneously multiplied by a scaling factor between 0 and 1 to modulate receptor turnover rate.

value (Chloupková et al., 2010) the non-linear receptor response seen in the simulation is expected to be accurate. This suggests that TfR1 is a poor sensor for high levels of intercellular iron. On the other hand, TfR2 is more abundant than TfR1 (Chloupková et al., 2010) and accordingly shows an increased linearity for a greater range of intercellular iron concentrations (Figure 3.11). The response of TfR2 is approximately linear over a wide range of intercellular iron concentrations. This suggests the two transferrin receptors play different roles in sensing intercellular iron levels, with TfR2 providing a wide range of sensing and TfR1 sensing smaller perturbations. The activation of TfR2 directly influences the expression of hepcidin and therefore it is desirable for it to sense large systemic imbalances. TfR1 does not modulate hepcidin expression itself; instead, it plays a primary role as an iron transporter.
3.4 Discussion

Iron is an essential element of life. In humans, it is involved in oxygen transport, respiration, biosynthesis, detoxification, and other processes. Iron regulation is essential because iron deficiency results in debilitating anaemia, while iron excess leads to free radical generation and is involved in many diseases (Kell, 2009). It is clear that healthy life depends on tight regulation of iron in the body. The mechanisms involved in iron absorption, transport, storage and regulation form a complex biochemical network (Hover et al., 2009). The liver has a central role in the regulation of systemic iron metabolism through secretion of the peptide hormone hepcidin.

Here I analysed the hepatic biochemical network involved in iron sensing and regulation through a mathematical model and computer simulation. The model was constructed based mostly on in vitro biochemical data, such as protein complex dissociation constants. The model was then validated by comparison with experimental data from multiple physiological studies at both steady state and during dynamic responses. Where quantitative data were available the model matched these well and also qualitatively recreated many findings from clinical and experimental investigations. The simulation accurately modelled the highly prevalent iron disorder haemochromatosis. The disease state was simulated through altering a single parameter of the model and showed quantitatively how an iron overload phenotype occurs in patients with an HFE mutation.

Due to the limited availability of quantitative clinical data on human iron metabolism, various other data sources, particularly from in vitro experiments and animal models, were integrated for the parameterisation of this model. This computational modelling effort constitutes a clinical translational approach, enabling data from multiple sources to improve our understanding of human iron metabolism. Several arguments could be raised to cast doubt on this approach, such as the failure of in vitro conditions to mimic those in vivo, or the difference between animal models and humans. This means
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that this type of data integration must be carefully monitored in terms of establishing the validity of the resulting model. Examining the behaviour of the model, by simulating it at different values of initial conditions or other parameters (parameter scans), is important to establish the limits of utility of the model. Global sensitivity analysis is another approach that determines the boundaries of parameter variation that the model tolerates before it becomes too distant from the actual system behaviour. A validation step is also essential to ensure similarity to the biological system; the simulation of haemochromatosis disease presented here matched clinical data (Table 3.5).

The precise regulatory mechanism behind transferrin receptors and HFE controlling hepcidin expression remains to be validated experimentally. However the model presented here supports current understanding that the interaction of TfR2 and HFE form the signal transduction pathway that leads to the induction of hepcidin expression (Gao et al., 2009).

The global metabolic control analysis results support the identification of the transferrin receptors, particularly TfR2, and HFE as potential therapeutic targets; a result that is robust even to inaccuracies in parameter values. Although hepcidin would be an intuitive point of high control of this system (and therefore a good therapeutic target), in the present model this is not the case. It seems that targeting the promoters of hepcidin expression may be more desirable. However this conclusion has to be expressed with some reservation that stems from the fact that the global sensitivity analysis identified the hepcidin synthesis and degradation reactions in the group of those with the largest uncertainty. By changing parameter values by no more than 10% it would be possible to have the hepcidin expression and degradation show higher control. So it seems important that the expression of hepcidin be studied in more detail. I also predict that the control of hepcidin over the system would be higher if the model had included the regulation of intestinal ferroportin by hepatic ferroportin.

The global sensitivity analysis, however, strengthens the conclusions about the reactions for which the reference steady state is not much different from the maximal and minimal values. It turns out that these are the reactions that have the largest and the smallest control over the system variables. For example, the reactions with greatest control on the labile iron pool and iron export are those of the HFE-TfR2 system. But the reactions of the HFE-TfR1 system have always low control. These conclusions are valid under a wide range of parameter values.

Construction of this model required several assumptions to be made due to lack of measured parameter values, as described in Section 3.2. These assumptions may or may not have a large impact on the model behaviour, and it is important to identify those that have a large impact, as their measurement will improve our knowledge the most. Of all the assumptions made, the rates of expression and degradation of ferroportin are those that have a significant impact on the labile iron pool in the model (see Table 3.6). This means that if the values assumed for these rate parameters were to be significantly different, the model prediction for labile iron pool behaviour would also be different. The
model is therefore also useful by suggesting experiments that will optimally improve our knowledge about this system.

Limitations on the predictive power of the model occur due to the scope of the system chosen. Fixed serum iron conditions, which were used as boundary conditions in the model, do not successfully recreate the amplifying feedbacks that occur as a result of hepcidin expression controlling enterocyte iron export. To relieve this limitation, a more advanced model should include dietary iron uptake and the action of hepcidin on that process.

The model predicts a quasi-linear response to increasing pulses of serum iron, similar to what has been predicted for the erythropoietin system (Becker et al., 2010). Our simulations display response of the transferrin receptors to pulses of extracellular transferrin-bound iron that is similar to the EPO receptor response to EPO (Figure 3.10). The integral of this response versus the iron sensed deviates very little from linearity in the range of physiological iron (Figure 3.9).

Computational models are research tools whose function is to allow for reasoning in a complex nonlinear system. The present model can be useful in terms of predicting properties of the liver iron system. These predictions form hypotheses that lead to new experiments. Their outcome will undoubtedly improve our knowledge and will also either confirm the accuracy of the model or refute it (in which case it then needs to be corrected). The present model and its results identified a number of predictions about liver iron regulation that should be investigated further:

- changes in activity of the hepcidin gene in the liver have little effect on the size of the labile iron pool,
- the rate of expression of HFE has a high control over the steady state-level of hepcidin,
- the strong effect of HFE is due to its interaction with TfR2 rather than TfR1,
- the rate of liver iron export by ferroportin has a strong dependence on the expression of TfR1, TfR2 and HFE,
- the rate of expression of hepcidin is approximately linear with the concentration of plasma iron within the physiological range.

The present model is the most detailed quantitative mechanistic model of cellular iron metabolism to date, allowing for a comprehensive description of its regulation. It can be used to elucidate the link from genotype to phenotype, as demonstrated here with hereditary haemochromatosis. The model provides the ability to investigate scenarios for which there are currently no experimental data available — thus allowing predictions to be made and aiding in experimental design.
CHAPTER FOUR

MODEL OF HUMAN IRON ABSORPTION AND METABOLISM

4.1 Introduction

While the liver has been proposed to play a central role in the regulation of iron homeostasis (Frazer and Anderson, 2003), the target of the liver’s iron regulatory role had not been studied in detail. Through the action of the hormone hepcidin (Park et al., 2001), which is expressed predominantly in the liver (Pigeon et al., 2001) and distributed in the serum, the liver is thought to control systemic iron metabolism. Hepcidin acts on ferroportin in multiple cell-types to induce its degradation. Ferroportin is the sole iron-exporting protein in mammalian cells (Van Zandt et al., 2008). Therefore, hepcidin expression reduces iron export into the serum from enterocytes, and as a result reduces dietary iron uptake.

I previously described a computational simulation that recreated accurately hepatocyte iron metabolism (Chapter 3). Health and haemochromatosis disease states were simulated. The model did not include the effect of hepcidin expression on intestinal ferroportin and dietary iron uptake. The feedback loop created by the liver sensing serum iron levels, expressing hepcidin, and modulating dietary iron absorption, has not yet been investigated by computation techniques.

Iron in the serum circulates bound to transferrin (Tf), and is imported into the liver cells through the action of membrane bound proteins transferrin receptors 1 and 2 (TfR1 and TfR2). Human haemochromatosis protein (HFE) competes with transferrin bound iron for binding to TfR1 and TfR2 (West et al., 2001). The previous model (Chapter 3) explained how these factors promoted the expression of hepcidin. IRPs along with with ferritin and transferrin receptors (TfR) make up the centre of cellular iron regulation. IRPs in the enterocyte regulate ferroportin expression (Hentze and Kühn, 1996), which will affect total iron imported from the diet.

While many metabolites are conserved, intestinal iron metabolism differs greatly from hepatocyte iron metabolism (Hower et al., 2009). Dietary iron is not bound to transferrin and uptake of dietary iron is through a transferrin-independent mechanism. Divalent
metal transporter has been identified as an importer of iron into intestinal epithelial cells (Gunshin et al., 1997). Cellular iron metabolism within the intestinal absorptive cells may influence system scale iron status, but the interaction between cellular iron metabolism and systemic iron status is not well understood.

Hypoxia has a complex relationship with iron metabolism and it is difficult to predict the prevailing effect of various degrees of hypoxia. Many cell types respond to hypoxia through the action of hypoxia-inducible factors (HIFs) (Wang et al., 1995). HIFs accumulate in hypoxia and up-regulate a number of iron-related proteins through binding to hypoxia-responsive elements (HREs). Hypoxia also induces increased erythropoiesis which results in an increased draw on the iron pool (Cavill, 2002). While simulations of hypoxia have improved understanding of the hypoxia-sensing apparatus (Qutub and Popel, 2006), the interaction with the iron metabolism network and iron regulatory components remains poorly understood.

Through computational modelling, systems biology offers a specialised and valued methodology to aid our understanding of the complexities of the iron metabolism network. By modelling the interaction between cellular iron metabolism and system scale regulation the effect of various components of the network can be better understood.

### 4.2 Materials and Methods

The methodology for modelling of the combined liver-intestine model of iron metabolism was performed following the protocols described earlier (Section 3.2), unless stated below.

The model is constructed using ordinary differential equations to represent the rate of change of each metabolite. COPASI (Hoops et al., 2006) was used as the software framework for model construction, running simulations and performing analysis. Two compartments were added to the model of hepatocyte iron metabolism; these compartments represented the intestinal absorptive cells and the lumen of the gut where dietary iron is located.

Serum transferrin-bound iron was changed, from a fixed species concentration in the hepatocyte model, to a variable species concentration dependent on a number of reactions. Therefore, transferrin-bound iron was modelled using ordinary differential equations. This had the effect that serum iron was a parameter in the hepatic model and became a variable in the enlarged model. All existing reactions that transferrin-bound iron participated in were conserved. A new reaction was added representing the iron exported by ferroportin from the intestinal compartment to the circulation. The kinetics for the hepatocyte ferroportin-mediated reaction were used for modelling enterocyte ferroportin under the assumption that the two were functionally similar.

The modelling of liver iron following import was also improved to reflect better the mechanism described by Hower et al. (2009). A metabolite representing ferric iron was
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added. Iron is released from transferrin in ferric form to be reduced by a ferric reductase. A number of ferric reductases have been proposed in the literature. It appears no single ferric reductase is essential and a compensatory role can be played in the event of mutation. The ferric reduction reaction was modelled with Michaelis-Menten kinetics and parameterised using data by Wyman et al. (2008). Once reduced, ferrous iron in the labile iron pool (LIP) is modelled using the same equations as those used in the hepatocyte model.

Modelled iron uptake into the enterocyte differed from hepatocyte iron uptake. Dietary iron is not found bound to transferrin and therefore the transferrin receptor uptake mechanism modelled previously was not applicable to this cell type. Instead, divalent metal transport (DMT1) is modelled using Michaelis-Menten kinetics.

A typical daily diet was simulated using the estimations of bioavailable iron from Monsen et al. (1978). The sample diet consisted of main meals and snacks taken at typical times throughout a day. The balance of haem and non-haem iron in each food and the bioavailability of the iron sources is considered to provide an estimate of the iron absorbable from each meal. The available iron was converted from grams to moles to ensure model consistency. To simulate this variable dietary iron, the fixed gut iron concentration was permitted to vary. COPASI events were used to simulate the addition of iron from the diet at specific time points. Four events were created and these were triggered once every 24 hours. Each event increased the concentration of gutFe2 (and gutHaem where haem was consumed) by an amount equivalent to the bioavailable iron in the sample food. With meal events included, the time course of gut haem and non-haem iron showed iron spikes as shown in Figure 4.1. This input had a period of 24 hours.

Figure 4.1: A simulated time course of gut iron in a 24 hour period with meal events.

Hypoxia sensing through the action of hypoxia inducible factors (HIFs) was modelled using the interactions and parameters from Qutub and Popel (2006). The iron species in Qutub and Popel (2006) were replaced with the labile iron pool from the core model in both enterocyte and hepatocyte cell types.
Both HIF1 and HIF2 expression reactions were included in the two cell compartments as there is evidence that they are expressed and functional in both these tissues (Stroka et al., 2001; Bertges et al., 2002; Mastrogiannaki et al., 2009). The HIF2 degradation pathway was modelled through binding to the same complexes as HIF1. HIF2 degradation is thought to follow the same ubiquitination and proteosomal degradation mechanism as HIF1 (Ratcliffe, 2007). HIF2 mRNA has been shown to differ from HIF1 in that HIF2 contains an IRE in its 5′ untranslated region and is therefore responsive to iron status (Sanchez et al., 2007). The IRP-IRE interaction with HIF2 was modelled as a varying expression rate using a Hill Equation with IRP concentration as the modifier.

The targets of HIFs are the HIF-responsive-elements (HREs), which are found in the promoters for many iron and hypoxia related genes including TfR, HO-1 and EPO. These were modelled, similarly to IRPs, using Hill equations to modify the expression rates for the target proteins. It is thought that HIF1 and HIF2 play similar but distinct roles in the response to hypoxia (Ratcliffe, 2007). HIF2 has been shown to modulate DMT1 expression in intestinal epithelial cells while HIF1 has no effect on DMT1 (Mastrogiannaki et al., 2009). HIF2 has also been shown to increase the rate of erythropoiesis (Sanchez et al., 2007). EPO is not explicitly included in the model; however, the variable iron requirement for erythropoiesis is modelled by modulating the outflow of iron with HIF2 levels.

The model developed here is available, in systems biology markup language (SBML), from the BioModels database (http://identifiers.org/biomodels.db/MODEL1309200000).

Metabolic control coefficients were calculated using COPASI, which calculates:

$$C^A_{v_i} = \frac{\delta A}{\delta v_i} \frac{v_i}{A}$$

for each variable A in the system (e.g. concentrations or fluxes) and for each reaction rate $v_i$.

4.3 Results

The computational model of human iron metabolism can be seen in Figure 4.2 represented using the Systems Biology Graphical Notation [SBGN] (Novere et al., 2009).

Two additional compartments, namely enterocyte and lumen of the gut, were added to the previously published model of liver iron metabolism. An enterocyte compartment, representing the total volume of enterocytes, was modelled with a similar approach to the previously created hepatocyte model, however many metabolites and reactions were specific to the enterocyte. To my knowledge this is the first time that the iron uptake pathway through intestinal absorptive cells is modelled in detail.

The two cell types – enterocytes and hepatocytes – were connected together through a compartment that represents the serum. This compartment contains haem and non-haem
Figure 4.2: **SBGN process diagram of human liver iron metabolism model.** The compartment with yellow boundary represents the total hepatocyte tissue, the compartment with red boundary represents the plasma, the blue border represents the total enterocyte tissue while the green border contains the lumen of the gut. Species located over the compartment boundaries represent membrane-associated species. Abbreviations: Fe: iron, FPN1: ferroportin, FT: ferritin, HAMP: hepcidin, haem: intracellular haem, haem_intercell: plasma haem, HFE: human haemochromatosis protein, HO-1: haem oxygenase 1, IRP: iron response protein, LIP: labile iron pool, Tf-Fe_intercell: plasma transferrin-bound iron, TfR1: transferrin receptor 1, TfR2: transferrin receptor 2, DMT1: divalent metal transporter 1. Complexes are represented in boxes with the component species.
transferrin-bound iron, which has been exported out of enterocytes and hepatocytes. Ente-
rocytes are polarised cells with iron entering through the brush border and being exported
through the basolateral membrane into the circulation. The basolateral membrane of the
enterocyte model is connected to the intercellular (serum) compartment. A further com-
partment was added adjacent to the brush border membrane of the enterocyte to represent
the lumen of the gut where dietary iron is found (and is a parameter in the model). The
hepatocyte compartment is not polarised and imports/exports iron into the serum compart-
ment. Iron taken up through the enterocyte is passed through the plasma (intercellular)
compartment for uptake into the hepatocyte. Hepcidin, which is expressed in the he-
atocyte compartment, is released into the intercellular compartment and in turn into the
erythrocyte where it controls iron export. The erythrocyte is represented here exclusively
as a single variable species (Haem_intercell) representing the total iron contained therein.

The model consists of 71 metabolites and 104 reactions represented by 71 ordinary
differential equations. A flow through the system was created by fixing the concentra-
tions of dietary haem and non-haem iron in the gut to represent a constant supply in the diet,
and adding a reaction representing iron use from the LIP. All compartments were assumed
to be 1 litre to simplify the model. This is a fair assumption for the liver (Andersen et al.,
2000), an under-estimate for serum (Vander and Sherman, 2001) (however this volume is
variable and only a small amount will interact with hepatocytes (Masoud et al., 2008)),
and the dimensions of the intestines vary greatly between individuals and to accommodate
food (Schiller et al., 2005; Hounnou et al., 2002).

4.3.1 Time Course Simulation

A sample diet was simulated with regular meal events creating iron peaks. Simulated
levels of iron in the intestine are lower than those found in the liver compartment (Figure
4.3). This is validated by higher IRP expression in human intestinal tissue than hepa-
tocytes (Uhlen et al., 2010). IRP expression levels have an inverse correlation with iron
levels and are more highly expressed in the simulated intestinal cells than the liver (Figure
4.4).

The meal events caused short spikes in intestinal iron that quickly returned to low lev-
els whereas liver LIP levels remained higher for longer following ingested iron (Figure
4.3). The liver LIP under normal conditions remains within the $0.2 - 1.5 \mu M$ range pre-
dicted by Epsztejn et al. (1997). Various estimates exist for the liver LIP size, generally
around $1 \mu M$; the simulation suggests the variation in findings may be partly explained by
natural LIP variation as a result of dietary fluctuations.

When the simulation was extended for multiple days, although systemic iron levels
fluctuated greatly within each 24-hour period no overall increase or decrease in iron lev-
els was seen. The ability of the system to maintain safe iron levels when faced with
irregular input is important to prevent damage from excess or depleted iron. The model
was not trained or fitted to this input; however, given a physiologically accurate input the
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Simulation predicts a physiologically plausible time course.

Figure 4.3: Time course of the simulation with meal events showing iron levels in the liver (liver LIP), intestine (int LIP) and serum (Tf-Fe intercell).

Simulated IRP in both liver and intestinal cell types had very different dynamics (Figure 4.4). Intestinal IRP decreased sharply after each meal and increased gradually between meals. Liver IRP was found to have a smaller dynamic range and less steep gradients. Only the two largest meal events created maximal inflection points with a smooth decrease and subsequent increase taking place between meal events at 20 to 32 hours. This local minimum in liver IRP between 24-28 hours and repeated on subsequent days appears spontaneous, as no meal events occurred and the liver LIP did not have an inflection point in this period (Figure 4.3). This suggests the expression of IRPs respond to the LIP passing below a threshold value, which is supported by an IRP threshold identified by Mobilia et al. (2012).

Simulated hepcidin (Figure 4.5), expressed in the liver compartment, closely follows intercellular and liver iron levels (Figure 4.3). It is important that hepcidin levels are accurate indicators of systemic iron levels as urinary or serum hepcidin is often used as a diagnostic marker for iron disorder diagnosis and treatment (Kroot et al., 2011). The model supports the use of hepcidin as a biomarker indicative of systemic iron status.

Ferroportin levels in both cell types were found to show a distinctive ‘M’ shape (Figure 4.6), which is similar to the liver IRP time course. While it may appear that this supports a hypothesis that the local regulation of IRPs controlling ferroportin expression have a stronger effect on ferroportin levels than the intercellular regulation of hepcidin, this is unlikely. The IRPs in the intestinal compartment were found to have different dynamics compared to the IRP in the liver compartment (Figure 4.4), while the ferroportin time courses are very similar in both cell types (Figure 4.6). Hepcidin's influence on both cell types is identical. This supports hepcidin as the main regulator of ferroportin dynamics, through controlling its degradation. The impact of IRPs regulation on ferroportin
4.3.2 Steady-State Validation

Initial verification of the computational model was performed by comparing steady-state concentration and reaction fluxes to those in the literature. The model was found to match closely multiple findings including total haem and non-haem iron uptake and ratios

expression can be seen in the base-line level of ferroportin and minor difference between the two cell types time courses (Figure 4.6 - around 32 hours). I therefore hypothesize that IRPs control the basal level of ferroportin and hepcidin is responsible for controlling its dynamics.
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Figure 4.6: Time course of the simulation with meal events showing ferroportin protein levels in the liver (Liver Fpn) and intestine (Int Fpn).

Table 4.1: Steady State Verification of Computational Model

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>Model</th>
<th>Experimental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labile iron pool</td>
<td>0.593 µM</td>
<td>0.2 – 1.5 µM</td>
<td>Epsztejn et al. (1997)</td>
</tr>
<tr>
<td>Iron response protein</td>
<td>963530 cell⁻¹</td>
<td>~700000 cell⁻¹</td>
<td>Cairo et al. (1998)</td>
</tr>
<tr>
<td>Ferritin</td>
<td>4499 cell⁻¹</td>
<td>3000 – 6000 cell⁻¹ (mRNA), 2.5 – 54600 cell⁻¹ (protein)</td>
<td>Cairo et al. (1998)</td>
</tr>
<tr>
<td>TfR</td>
<td>2.599 × 10⁵ cell⁻¹</td>
<td>1.6 – 2 × 10⁶ cell⁻¹</td>
<td>Salter-Cid et al. (1999)</td>
</tr>
<tr>
<td>Iron per ferritin</td>
<td>1673 average</td>
<td>~2400</td>
<td>Sibille et al. (1988)</td>
</tr>
<tr>
<td>Hepcidin</td>
<td>6.07 nM</td>
<td>3.5 – 8.3 nM</td>
<td>Swinkels et al. (2008)</td>
</tr>
<tr>
<td>Reaction</td>
<td>Model</td>
<td>Experimental</td>
<td>Reference</td>
</tr>
<tr>
<td>Liver TBI import rate</td>
<td>1.42 µM·s⁻¹</td>
<td>2.08 µM·s⁻¹</td>
<td>Chua et al. (2010)</td>
</tr>
<tr>
<td>Liver TfR1 uptake %</td>
<td>70%</td>
<td>80%</td>
<td>Calzolari et al. (2006)</td>
</tr>
<tr>
<td>Total intestinal iron uptake</td>
<td>0.23 nM·s⁻¹</td>
<td>0.21 nM·s⁻¹</td>
<td>Harju (1989)</td>
</tr>
<tr>
<td>Transferrin bound iron uptake</td>
<td>0.096 nM·s⁻¹</td>
<td>1/3 of total</td>
<td>Uzel and Conrad (1998)</td>
</tr>
<tr>
<td>Haem uptake</td>
<td>0.14 nM·s⁻¹</td>
<td>2/3 of total</td>
<td>Uzel and Conrad (1998)</td>
</tr>
</tbody>
</table>

(Table 4.1). The total iron uptake rate from the dietary compartment of the model was found to be around 1 mg of iron per day, which accurately recreates estimates of human iron uptake requirements. The 1:2 ratio of iron uptake from haem and non-haem iron is accurate given typical concentrations of available dietary iron (Monsen et al., 1978); haem iron is more easily absorbed despite being in lower levels in the diet.
Table 4.2: **Steady State Verification of Computational Model of Haemochromatosis**

<table>
<thead>
<tr>
<th>Metabolite</th>
<th>Model</th>
<th>Experimental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Labile iron pool</td>
<td>$0.593 \rightarrow 1.60 \mu M$</td>
<td>$3 \times$ up-regulation</td>
<td>Fleming et al. (2001)</td>
</tr>
<tr>
<td>Iron response protein</td>
<td>+</td>
<td>+</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>Hepcidin</td>
<td>$6.07 \rightarrow 1.53 \text{nM}$</td>
<td>$3.5 - 8.3 \rightarrow 1.88 \text{nM}$</td>
<td>van Dijk et al. (2008)</td>
</tr>
<tr>
<td>Transferrin receptor 2</td>
<td>$0.769 \rightarrow 1.81 \mu M$</td>
<td>$\sim 3 \times$ up-regulation</td>
<td>Robb and Wessling-Resnick (2004)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Model</th>
<th>Experimental</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver TBI import rate</td>
<td>+</td>
<td>+</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>Ferritin expression</td>
<td>+</td>
<td>+</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>TfR expression</td>
<td>-</td>
<td>-</td>
<td>Riedel et al. (1999)</td>
</tr>
<tr>
<td>Total gut iron import</td>
<td>$0.23 \rightarrow 0.64 \text{nM} \cdot s^{-1}$</td>
<td>$2 - 4 \times$ up-regulation</td>
<td>Harju (1989)</td>
</tr>
</tbody>
</table>

\[ (2.7 \times \text{up-regulation}) \]

+ up-regulation, − down-regulation, normal → disease (HFE knockdown).

### 4.3.3 Haemochromatosis Simulation

A virtual type 1 hereditary haemochromatosis disease simulation was performed by reducing the expression rate for HFE and leaving all other parameters consistent with the wild type simulation. This mechanistically recreates the protein mutation found in type 1 haemochromatosis. The haemochromatosis simulation was run to steady state and concentrations of key metabolites and reaction fluxes were compared to literature and clinical findings (Table 4.2).

A three-fold increase in total iron uptake through the gut lumen compartment of the model induced by a single reaction change in the hepatocyte compartment, demonstrates the quantitative, predictive ability of the simulation. It appears that the model of haemochromatosis accurately matches the literature and, where quantitative experimental data are available, the simulation recreates the experimental data within the margin of error between experimental findings.

A virtual type 3 hereditary haemochromatosis disease simulation was also performed. Although the phenotype of type 3 hereditary haemochromatosis is similar to the type 1 (HFE-related) disease, the mutation is found in the gene encoding TfR2 while HFE remains functional. The virtual type 3 haemochromatosis simulation was performed by reducing the expression rate of TfR2 and then comparing steady-state concentrations with experimental observations.

The computational model demonstrated a biologically accurate haemochromatosis phenotype. As predicted by a number of experimental studies, TfR2 knockout leads to greatly decreased levels of hepcidin. An approximate 5-fold increase in simulated DMT1 concentrations was found. This finding is validated in mice by Kawabata et al. (2005) who observed an approximately 4-fold change, which is within the margin of error for the experimental technique used. The DMT1 increase leads to a strong increase being seen in
Simulated serum transferrin-bound iron, which is validated by the increase in transferrin saturation seen in haemochromatosis patients by Girelli et al. (2011). The rate of overall liver iron uptake was found to increase in the simulation and was validated by the experimental findings of Chua et al. (2010). The amount of TfR1 was decreased 3-fold in both simulation and mouse models of type 3 haemochromatosis (Chua et al., 2010). The simulation is able to explain the counter-intuitive results from experimental models, which found increased liver iron uptake despite reduced levels of TfR1 and mutational reduction of active TfR2. The greatly increased serum transferrin saturation as a result of misregulation of hepcidin increases the import rate of each transferrin receptor, facilitating an overall increased rate of uptake.

### 4.3.4 Hypoxia

The hypoxia response of the iron metabolism network was simulated by varying the concentration of \( \text{O}_2 \) over a wide range of concentrations. Dietary iron was fixed and all other metabolites were simulated as described previously.

The degradation of HIFs requires oxygen and therefore restricting oxygen results in an increased response from HIF. The hypoxia-inducible factors (HIFs) are quickly degraded in normoxia but this process is reduced in hypoxia due to lack of \( \text{O}_2 \) required for complex formation with prolylhydroxylase (PHD). This results in an increase in HIF in hypoxia, which was seen in Figure 4.7 and validated by Huang et al. (1996). In the simulation of hypoxia both HIF1 and HIF2 alpha subunits were induced similarly.

HIF, which remains undegraded post-transcriptionally, regulates a number of iron related genes that contain hypoxia-responsive elements. Intestinal iron-uptake protein DMT1 is induced by HIF2 to promote increased iron absorption as demonstrated by Mastrogiannaki et al. (2009). Increased intestinal DMT1 expression was seen in the simulation in response to hypoxia (Figure 4.8a), which facilitated increased dietary iron uptake (Figure 4.8b).

HIF2 induces hepatic erythropoiesis in response to hypoxia (Rankin et al., 2007). The increased iron requirement for erythropoiesis in response to hypoxia was recreated in the simulation (Figure 4.9). Simulated HIF2 induces hepatic erythropoiesis to compensate for lack of oxygen availability.

Liver iron is influenced by conflicting perturbations in hypoxia caused by the targets of HIF. Increased iron requirement for erythropoiesis is counteracted by increased iron availability from the diet as a result of DMT induction. Figure 4.10 shows the simulated liver iron time course in hypoxia.

Initially following induction of hypoxia, the requirement for increased hepatic erythropoiesis caused a decrease in LIP. Increasing the severity of hypoxia increased the duration and severity of this iron depletion; however, iron levels are rescued before reaching a severely iron deficient condition. Iron rescue occurred as a result of increased intestinal iron uptake however; increased, iron absorption did not immediately impact systemic
iron levels due to limited intestinal export and buffering through ferritin. After the initial iron recovery, the increased iron absorption became the prevailing perturbation on liver iron levels and increasing hypoxia led to increased liver iron. The increasing dietary iron uptake as a result DMT1 expression induced by HIFs, leads to the LIP returning to normal levels after a transient decrease. This was in agreement with findings that deletion of HIFs (which are abrogated in normoxia) causes decreased liver iron (Mastrogiannaki et al., 2009).

Hepcidin has been shown to be affected by hypoxia; however, it is unknown whether this is a direct effect or whether modulation of the iron metabolism network causes an indirect hepcidin response. To investigate this time course, simulations for hepcidin and its target (ferroportin) were performed in varying degrees of hypoxia (Figure 4.11a and 4.11b).

Hepcidin was found to be transiently down-regulated following hypoxia due to the increased iron requirement for erythropoiesis (Figure 4.11a). This is in agreement with Nicolas et al. (2002b) who found hepcidin to be down-regulated following hypoxia, but returning to basal levels after a number of weeks. The hepcidin down regulation induced an up regulation in intestinal ferroportin (Figure 4.11b), which assisted iron recovery and prevented iron build up in the enterocyte compartment due to DMT1 induction. These results together suggest a full system response to hypoxia, in which the iron metabolism network compensates for increasing iron demands in an elegant fashion to ensure safe levels of iron throughout the system.
4.3. RESULTS

(a) Intestinal DMT1 levels in response to hypoxia.

(b) Intestinal iron uptake rate in response to hypoxia.

Figure 4.8: Simulated intestinal DMT1 and dietary iron uptake in response to various levels of hypoxia.
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Figure 4.9: Simulated rate of liver iron use for erythropoiesis in response to hypoxia.

Figure 4.10: Simulated liver LIP in response to various degrees of hypoxia.
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(a) Simulated hepcidin concentrations in response to hypoxia.

(b) Simulated intestinal ferroportin levels in response to hypoxia.

Figure 4.11: Simulated response of (a) hepcidin and (b) intestinal ferroportin to Hypoxia.
4.3.5 Metabolic Control Analysis

Metabolic control analysis was performed to identify the reactions with the highest influence on a reaction/metabolite of interest (Kacser and Burns, 1973; Heinrich and Rapoport, 1974). The results of metabolic control analysis are control coefficients that measure the relative change of the variable of interest as a result of a small change in the reaction rate.

Table 4.3 shows control coefficients for the reactions with highest control over serum iron in the local analysis. It can be seen from this table that the reactions with the highest control are from the liver compartment. These results support the liver’s iron-sensing role. The uptake of iron through the intestinal compartment is the only route of iron into the simulated system; despite this, intestinal reactions have significantly lower control than those in the liver compartment. As would be expected if the simulation recreated the latest understanding of human iron regulation, the HFE, TfR2 and TfR iron-sensing apparatus of the liver had the highest control along with the hormone hepcidin that it controls. This served to validate the accurate simulation of the methods by which human iron metabolism is controlled and also identified hepcidin promoters as important therapeutic targets.

Table 4.3: Local and global concentration-control coefficients with respect to serum iron: normal (wild-type) simulation

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Local</th>
<th>Global Min</th>
<th>Global Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFETfR2 degradation</td>
<td>1.9</td>
<td>-0.58</td>
<td>3.1</td>
</tr>
<tr>
<td>HFE expression</td>
<td>-1.9</td>
<td>-19</td>
<td>8.6</td>
</tr>
<tr>
<td>Hepcidin expression</td>
<td>-0.93</td>
<td>-1.2</td>
<td>0.011</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>0.93</td>
<td>0</td>
<td>3.9</td>
</tr>
<tr>
<td>Fpn Export</td>
<td>0.81</td>
<td>-0.037</td>
<td>110</td>
</tr>
<tr>
<td>H2alpha expression</td>
<td>-0.7</td>
<td>-1.5</td>
<td>0</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>-0.65</td>
<td>-1</td>
<td>-0.0014</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>-0.63</td>
<td>-9</td>
<td>0</td>
</tr>
<tr>
<td>PHD2 expression</td>
<td>0.63</td>
<td>0</td>
<td>5.4</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>0.62</td>
<td>0</td>
<td>0.95</td>
</tr>
<tr>
<td>TfR2 expression</td>
<td>-0.53</td>
<td>-5.9</td>
<td>-0.004</td>
</tr>
<tr>
<td>outFlow erythropoiesis</td>
<td>-0.5</td>
<td>-1.2</td>
<td>0</td>
</tr>
</tbody>
</table>

This local analysis is limited, in its predictive ability, to only a small change of reaction rates. Perturbations to the network such as disease states and stress conditions often result in large changes in multiple parameters simultaneously. To investigate this a global sensitivity analysis was performed following the methods described by Sahle et al. (2008). All parameters were allowed to vary over two orders of magnitude simultaneously, which creates a very large parameter space. This parameter space is searched for the minimum and maximum values of each control coefficients that can be obtained, as shown in Table 4.3. Interestingly, while most reactions only show limited range of control with consistent sign (positive/negative) some reactions were found to have a wide range of possible...
control coefficients. HFE expression could have highly negative control as suggested by the local value; however, in the global case this could be significantly positive control over serum iron. Ferroportin export rate had high control in the local case; however the global analysis revealed that the maximum possible control is over 2 orders of magnitude higher than in the reference parameter set. The potential significance of the high variation seen for the control of ferroportin export rate, identifies it as an important parameter to determine accurately experimentally. This is especially so as there have been few experimental measures of this rate to date. The potential variation of HFE between positive and negative control indicates that care must be taken when using hepcidin promoters as therapeutic targets, as since with some parameters they can have the opposite effect on serum iron levels than desired.

Table 4.4: Concentration-control coefficients with respect to serum iron: iron overload (haemochromatosis) simulation

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fpn Export</td>
<td>0.81</td>
</tr>
<tr>
<td>H2alpha expression</td>
<td>-0.73</td>
</tr>
<tr>
<td>PHD2 expression</td>
<td>0.62</td>
</tr>
<tr>
<td>outFlow erythropoiesis</td>
<td>-0.51</td>
</tr>
<tr>
<td>TfR1 expression</td>
<td>-0.5</td>
</tr>
<tr>
<td>TfR1 degradation</td>
<td>0.5</td>
</tr>
<tr>
<td>TfR1 binding</td>
<td>-0.5</td>
</tr>
<tr>
<td>Halpha hydroxylation</td>
<td>-0.45</td>
</tr>
<tr>
<td>H2alpha hydroxylation</td>
<td>0.45</td>
</tr>
<tr>
<td>int Dmt1 Degradation</td>
<td>-0.38</td>
</tr>
<tr>
<td>int DMT1 Expression</td>
<td>0.38</td>
</tr>
<tr>
<td>int Iron Import DMT1</td>
<td>0.38</td>
</tr>
</tbody>
</table>

A metabolic control analysis was performed on the haemochromatosis disease simulation to investigate the basis for the misregulation of iron metabolism in haemochromatosis. Concentration-control coefficients for the disease state can be seen in Table 4.4 and can be compared to the health values in Table 4.3. Control was found to shift away from hepcidin and its promoters in the disease simulation, supporting the mechanistic understanding that HFE mutation causes hepcidin deregulation leading to iron overload. Both the hypoxia-sensing and erythropoiesis apparatus retained a large amount of control suggesting that hypoxia could have therapeutic potential for treating haemochromatosis. The control of intestinal iron uptake increased approximately $1.5 \times$ in haemochromatosis disease simulation: from 0.243108 in health to 0.384424 in disease. This analysis shows that patients with haemochromatosis are much more sensitive to dietary iron levels as absorption rates cannot be correctly controlled by hepcidin.

As liver iron accumulation is one of the most dangerous effects of haemochromatosis disease, metabolic control analysis was performed with respect to the liver’s LIP in health and haemochromatosis disease. The concentration-control coefficients can be seen in Table 4.5 for health and Table 4.6 in disease. In simulation of health (Table 4.5), similar
factors as for serum iron were found to have the highest control over the LIP; however, hepcidin has less effect on the intracellular iron pool. This analysis indicates that the reactions most important to control the liver’s iron pool are the HFE-TfR iron-sensing apparatus, hypoxia-sensing pathways, iron response proteins and hepcidin. Concentration-control coefficients with respect to liver LIP in haemochromatosis disease (Table 4.6), when compared to healthy simulation (Table 4.5), indicate that control no longer lies with hepcidin and its promoters. Hypoxia-sensing apparatus and intestinal iron import reactions gain control over the system as it becomes deregulated. In haemochromatosis disease, hypoxia-sensing apparatus and dietary iron uptake have the strongest control on the LIP, as seen for serum iron.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Local</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>HFE expression</td>
<td>-0.7</td>
<td>-2.1</td>
<td>0.1</td>
</tr>
<tr>
<td>H2alpha expression</td>
<td>-0.69</td>
<td>-1.7</td>
<td>-0.001</td>
</tr>
<tr>
<td>HFETfR2 degradation</td>
<td>0.67</td>
<td>-0.00038</td>
<td>4.3</td>
</tr>
<tr>
<td>outFlow erythropoiesis</td>
<td>-0.53</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>PD2 expression</td>
<td>0.5</td>
<td>-0.057</td>
<td>2.2</td>
</tr>
<tr>
<td>Halpha hydroxylation</td>
<td>-0.48</td>
<td>-2.1</td>
<td>0</td>
</tr>
<tr>
<td>H2alpha hydroxylation</td>
<td>0.48</td>
<td>-8.8</td>
<td>1.3</td>
</tr>
<tr>
<td>gutHaem uptake</td>
<td>0.4</td>
<td>0.00066</td>
<td>1.8</td>
</tr>
<tr>
<td>IRP expression</td>
<td>0.34</td>
<td>0.0025</td>
<td>3.1</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>-0.34</td>
<td>-1.10</td>
<td>0</td>
</tr>
<tr>
<td>Hepcidin degradation</td>
<td>0.33</td>
<td>0</td>
<td>3.4</td>
</tr>
<tr>
<td>Hepcidin expression</td>
<td>-0.33</td>
<td>-0.76</td>
<td>0.0017</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2alpha expression</td>
<td>-0.74</td>
</tr>
<tr>
<td>outFlow erythropoiesis</td>
<td>-0.56</td>
</tr>
<tr>
<td>PD2 expression</td>
<td>0.53</td>
</tr>
<tr>
<td>Halpha hydroxylation</td>
<td>-0.5</td>
</tr>
<tr>
<td>H2alpha hydroxylation</td>
<td>0.5</td>
</tr>
<tr>
<td>int Dmt1 Degradation</td>
<td>-0.42</td>
</tr>
<tr>
<td>int DMT1 Expression</td>
<td>0.42</td>
</tr>
<tr>
<td>int Iron Import DMT1</td>
<td>0.42</td>
</tr>
<tr>
<td>IRP expression</td>
<td>0.28</td>
</tr>
<tr>
<td>IRP degradation</td>
<td>-0.28</td>
</tr>
<tr>
<td>int IRP Expression</td>
<td>0.23</td>
</tr>
<tr>
<td>int IRP degradation</td>
<td>-0.23</td>
</tr>
</tbody>
</table>

Comparing the metabolic control analysis results, to those obtained for the liver model (Section 3.3.7), shows that the control hepcidin has over the liver’s LIP has increased with
4.4 DISCUSSION

Iron is essential for many processes throughout the body including oxygen transport and respiration. However, this oxidation and reduction utility also means excess iron is highly dangerous as it leads to the production of dangerous free radicals (Kell, 2009). Therefore, iron must be tightly regulated throughout the body to ensure a minimum amount of free iron is present while still maintaining enough for the essential processes that require it. The complex network of interacting pathways involved in iron absorption, hepcidin regulation, iron storage, and hypoxia-sensing all contribute to human iron homeostasis (Hower et al., 2009).

Here I constructed a mathematical simulation of human iron absorption and regulation that mechanistically recreates the core reactions involving iron in the body. The model was parameterised using a wide variety of data from multiple published experimental studies. The model was then validated by previously published results from clinical studies and model organisms. The disease phenotype of human haemochromatosis was recreated by simulating the causative mutation within the model, demonstrating how a complex phenotype, where all the key biomarkers are perturbed, arises due to a single mutation.

While debate continues over the exact complex formation and signalling steps by which TfR2 and HFE control hepcidin, the model demonstrates that through sensing the addition of the intestinal compartment. Furthermore, the effect of hepcidin perturbations is inverted in the more extensive model. With respect to the liver’s LIP, hepcidin expression was found to have a concentration-control coefficient of 0.028 in the liver model (Table 3.6), and -0.326 in the model including intestinal iron uptake (Table 4.5). This effect is due to increasing hepcidin in an isolated liver compartment resulting in the down-regulation of ferroportin, blocking of iron export and subsequent buildup of iron in the LIP. The prevailing effect on the LIP is the inverse when intestinal iron uptake is added. Increasing hepcidin in the model that includes the gut leads to iron export being blocked from both cell-types. This blocks iron’s route into the system from the diet resulting in a decrease in the liver’s LIP.

The ferroportin-mediated iron export reaction which showed significant control over the LIP in the liver-only model (Table 3.6) was no longer one of the reactions with the highest control over liver LIP in the multiple cell-type model. This is significant as this reaction is one of the more poorly characterised in the literature.

The HFE-TfR2 degradation reaction showed significantly increased control in the multiple cell type model compared to the liver model. This reaction had a concentration-control coefficient of -0.034 in the liver model (Table 3.6), which increased to 0.672 in the more extensive model (Table 4.5). This strengthens the findings from both models that the HFE-TfR1/2 iron-sensing system is vital to human iron homeostasis.
serum iron levels and modulating hepcidin expression the liver can control iron export from intestinal absorptive cells to ensure free iron remains safely controlled.

Realistic meal events were created as inputs from the model using estimates of available dietary iron in various foods (Monsen et al., 1978). The simulation was able to regulate tightly free iron pools within safe levels despite irregular iron input. Local iron levels were found to alter the basal levels of ferroportin through the IRPs; however, the dynamic response of ferroportin to meal events was controlled by hepcidin and consistent in each cell type. The IRPs were found to respond to iron decreasing below a threshold level. The model predicts that IRPs control the basal level of ferroportin, but hepcidin is the main factor controlling ferroportin’s dynamics. This could be tested with experiments which decrease IRP levels and measure the level of ferroportin compared to a control with normal IRP expression.

Hypoxia results in an increased need for iron for erythropoiesis. Hypoxia-inducible factors accumulate in hypoxia and regulate a number of iron-related proteins. The interaction between the hypoxia network and the iron-regulatory network has been investigated here for the first time here to my knowledge. I found that an increased iron requirement in hypoxia results in a transient reduction in iron pool levels; however, a subsequent increase in iron import factor DMT1 balances this effect. The simulation demonstrates how iron is maintained within safe levels when challenged by a wide variety of different oxygen levels.

As experimentally derived parameters for many of the iron-related reactions are limited, a highly integrative approach to data collection was taken, incorporating data from in vitro physical chemistry experiments, cell lines and animal models. Systems modelling allows a wide variety of experimental data to be applicable to human clinical biology. While the applicability of some of these data can raise concerns, extensive validation was performed to ensure that the model was predictive with the parameters available. To further investigate the effects of integrating a wide variety of data, a global sensitivity analysis was performed. This analysis identified many reactions as demonstrating consistent behaviour if perturbed; however, it also identified a couple of important reactions where the effect of modulating the reactions rate would depend on the entire parameter set of the system. While HFE shows high control over the system in the local analysis, the effect of modulating the levels of HFE on serum iron levels was dependent on the rest of the parameters. HFE could show both highly positive, as well as negative control. These findings suggest that the use of hepcidin promoters such as HFE to treat iron disorders would require careful characterisation of the disease state. Potentially a personalised medicinal approach could be adopted where the simulation is parameterised using clinical measurements to create a personal in silico patient, which could be used to identify the best point of control for that particular patient. The global sensitivity analysis also identified reactions that had consistently high control such as hepcidin expression/degradation and the hypoxia-sensing factor HIF-prolyl hydroxylase 2 (PHD2) expression; these find-
ings are valid under a wide range of parameter values, and are thus robust results that are unlikely to change even if the parameter values in the model were incorrect.

Comparing sensitivity analysis in health and haemochromatosis disease states shows that control is lost from the hepcidin-promoting apparatus in this disease. The remaining control lies with local iron-regulator proteins and hypoxia-sensing factors. These analyses predict hypoxia should be investigated as a non-invasive treatment for haemochromatosis.

The present model and its results identified a number of predictions about iron regulation that should be investigated further:

- IRPs control the basal level of ferroportin, but hepcidin is the main factor controlling ferroportin’s dynamics,
- IRPs respond to iron decreasing below a threshold level,
- hypoxia results in a transient decrease in iron pool levels,
- an increase in iron import factor DMT1 rescues the iron pool levels following hypoxia,
- hepcidin and the hypoxia-sensing factor HIF-prolyl hydroxylase 2 (PHD2) always have high control over the system.

The model presented here is, to my knowledge, the most detailed and comprehensive model of human iron metabolism to date. It mechanistically reproduces the biochemical iron network, which allows the findings to be directly applicable to further experimentation and eventually the clinic. The model provides an in silico laboratory for investigating iron absorption and metabolism, and should be the basis for further expansion to investigate the impact of systemic iron levels throughout the body.
5.1 Introduction

Cellular prion protein PrP^c (PrP) is a ubiquitously expressed cell surface protein most widely known as the substrate of PrP-scrapie (PrP^sc). PrP^sc is implicated in Creutzfeldt-Jakob disease (sCJD) and therefore elucidating the role of PrP in health and disease has become the subject of much research, yet its function has remained elusive. PrP^c^−/− mice show no immediately apparent phenotype; however, many perturbations have been reported in neuronal function (Telling, 2000), age related demyelination (Radovanovic et al., 2005), susceptibility to oxidative-stress related neuronal damage (Weise et al., 2006), and recovery from anaemia (Zivny et al., 2008). Iron metabolism appears of particular importance as brains infected with sCJD show iron imbalance, which increases with disease progression and which correlates with PrP^sc^ load (Singh et al., 2009). It is thought that iron forms complexes with PrP^sc^ that remain redox-active and therefore contribute to neurotoxicity (Singh et al., 2009).

The previously described model of iron uptake and regulation in intestinal and liver tissue has been shown to recreate successfully known diseases of iron metabolism (Chapters 3 and 4). However, iron has also been implicated in many diseases that are not traditionally considered diseases of iron metabolism. Perturbations of iron metabolism have been consistently observed in multiple neurodegenerative disorders (Barnham and Bush, 2008; Benaroch, 2009; Boelmans et al., 2012; Gerlach et al., 1994; Ke and Ming Qian, 2003; Kell, 2009; Perez and Franz, 2010; Zecca et al., 2004). The role of iron in neurodegeneration is poorly understood and it is unclear whether it plays a causal role or accumulates as a result of late-stage cellular degeneration. From recent evidence it appears that iron may play a causal role in neurodegeneration (Pichler et al., 2013) and as a result understanding the regulation of iron in neurodegeneration has become a highly promising area of research.

Recently, potential a mechanism for the link between iron metabolism and PrP was found when it was shown that PrP acts as a ferric reductase (Singh et al., 2013). However,
PrP knockout mice show a counter-intuitive phenotype of increased intestinal iron uptake and systemic iron deficiency. To understand better the role of PrP in iron metabolism I investigate whether ferric reductase activity can explain the counter-intuitive phenotype found in PrP\(^{-/-}\) mice. To test truly the predictive power of the model I modulate only ferric reductase activity in the simulation and compare experimental findings in mice to the simulation results. I test whether a ferric reductive role can fully explain the complex iron-related phenotype observed in modulated PrP expression.

Iron reduction may occur on the membrane of both enterocytes and hepatocytes. Iron from the diet is predominantly in ferric (\(\text{Fe}^{3+}\)) form and must be reduced before it can be imported into enterocytes by divalent metal transporter. In other cell types (for example, hepatocytes) iron also requires reduction following uptake by the transferrin receptors. Following receptor-mediated endocytosis into hepatocytes, ferric iron is released from the transferrin receptors due to the lower pH. Endosomal iron must then be reduced into the ferrous form before it can be exported, out of the endosome into the labile iron pool. To establish whether PrPs functional role could be at either of these sites (intestinal or transferrin receptor pathways), I simulate modulation of iron reduction at both cell-type membranes and compare the phenotype to PrP knockout mice (Singh et al., 2013).

### 5.2 Materials and Methods

Much of the modelling of the full system model of iron metabolism was performed using the same methods described previously (Section 3.2), unless stated below. The full computational model of human iron metabolism was used, including intestinal and liver compartments as described in Chapter 4.

Ferric reduction on the intestinal brush border membrane of the simulation was not explicitly modelled as not enough evidence was available for the kinetics and regulation of the intestinal reductase. Therefore, ferrous iron concentrations were used as a surrogate. It is assumed that increasing the rate of reduction of dietary ferric iron, increases the availability of ferrous iron for uptake into the intestinal cells. Therefore to simulate decreased ferric reductase capacity at the intestinal brush border, dietary ferrous iron concentrations were reduced. It is also assumed that an increase in dietary ferric iron reduction at the intestinal brush border, increases the availability of ferrous iron. Therefore to simulate knockout of the reductase, and consequent decrease in dietary ferric iron reduction, ferrous iron availability was decreased.

The only location of explicitly modelled ferric reduction in the simulation was following receptor-mediated uptake of transferrin bound iron from the serum into the liver. While it is thought that Steap3 can perform this ferric reductive role (Section 1.1.9), other proteins may compensate for the role of this in knockout. Therefore, to test the suggested model of PrP as a ferric reductase, the reduction of iron following uptake was modulated. A parameter scan was performed on the \(V_{\text{max}}\) of iron reduction using COPASI (Hoops
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The $V_{\text{max}}$ was varied over 2 orders of magnitude with a time-course task being run with each of 13 logarithmically spaced parameter values. The time course was run for a long period ($2 \times 10^7$ seconds) to negate the impact of initial conditions, which were kept the same for each time course. If the effect of the modulated parameter took the system a long way from initial conditions, this transient effect is minimised by the advanced time points.

For injection simulation, a COPASI event was added, which triggered once at a defined time-point and increased serum transferrin-bound iron to $10 \mu M$. The injection event took place after a prolonged period of standard simulation, to ensure that initial conditions had a minimal effect and the system was approximately at steady state. The time displayed in Figure 5.6 is relative to the injection event.

Simultaneous scans of prion protein’s potential effect in both enterocyte and hepatocyte cell types were performed by nesting 2 parameter scans within COPASI. The results from the parameter scan were plotted using the open source software gnuplot (http://www.gnuplot.info). The model used here is available, in systems biology markup language (SBML), from the BioModels database (http://identifiers.org/biomodels.db/MODEL1309200000).

5.3 Results

The computational model of human iron metabolism can be seen in Figure 5.1 represented by Systems Biology Graphical Notation (Novere et al., 2009). This figure includes highlights to indicate potential sites of ferric-reductase activity which could be attributed to cellular prion protein (PrP). The computational model is the same as previously described (Chapter 4), with the exception of the highlighted reactions which were modulated, to simulated PrP activity, as described in Sections 5.3.1-5.3.3.

5.3.1 Intestinal Iron Reduction

To simulate the dietary iron reduction at the brush border, the concentration of ferrous iron was decrease (instead of a detailed mechanistic model of the process). Decreasing reduction rate on the brush border membrane decreases availability of ferrous iron, which was a simulated metabolite. Therefore, to simulate varying rates of ferric iron reduction a parameter scan was performed on the concentration of dietary ferrous iron. The concentration of gut ferrous iron was modulated from $4.50 \text{ nM}$ to $1.80 \mu M$ to assess the impact on intestinal iron uptake and the results were compared to the findings of Singh et al. (2013) in PrP knockout mice. Singh et al. (2013) demonstrated that PrP$^{−/−}$ mice had significantly decreased liver iron levels compared to controls. The simulated liver LIP was measured with varying rates of ferrous iron availability (Figure 5.2).

The simulated liver iron pool was found to decrease with decreasing ferrous iron availability at the intestinal brush borders, which recreates findings from knockout mice (Singh...
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Figure 5.1: SBGN process diagram of human liver iron metabolism model. The compartment with yellow boundary represents the hepatocyte, the compartment with pink boundary represents plasma, the blue border represents the enterocyte while the green border contains the lumen of the gut. Species overlaid on the compartment boundaries represent membrane-associated species. Abbreviations: Fe: iron, FPN1: ferroportin, FT: ferritin, HAMP: hepcidin, haem: intracellular haem, haem_intercell: plasma haem, HFE: human haemochromatosis protein, HO-1: haem oxygenase 1, IRP: iron response protein, LIP: labile iron pool, Tf-Fe_intercell: plasma transferrin-bound iron, TfR1: transferrin receptor 1, TfR2: transferrin receptor 2, DMT1: divalent metal transporter 1. Complexes are represented in boxes with the component species. The potential sites of cellular prion protein (PrP) action are marked in red.
5.3. RESULTS

Figure 5.2: Simulated liver iron pool concentration over time for varying levels of gut ferrous iron availability.

et al., 2013). Decreasing liver iron pool as a result of decreasing dietary iron availability was not considered sufficient validation that the brush border is the main site of physiological PrP activity, as this finding is intuitive and a natural result of the system; decreased dietary iron availability would naturally result in decreased liver iron pool. In PrP knockout mice it was found that despite the decreased liver iron loading, PrP knockout causes increased iron uptake. These seemingly contradictory properties of increased dietary iron absorption but decreased liver iron pool constitute the distinctive phenotype in PrP knockout mice. The simulation measured the variation in iron uptake depending on intestinal PrP activity represented by ferrous iron availability. Decreased simulated ferrous iron availability decreased the rate of intestinal iron uptake (Figure 5.3). The simulated dietary iron uptake rate decreased as a result of decreased ferrous iron availability at the brush border membrane of the intestinal compartment. The simulation did not recreate the finding of increased intestinal iron uptake in PrP knockout mice compared to wild-type (Singh et al., 2013). This suggested that ferric reduction on the brush border could not fully explain the phenotype observed in PrP knockout animals. It was apparent that ferric reduction at the brush border could not be the only or prevailing physiological role of cellular prion protein.
5.3.2 Liver Iron Reduction

An alternative site of ferric reduction was identified in the liver compartment following uptake from transferrin-bound iron. Endocytosed transferrin-bound iron dissociates from the transferrin receptor in the low endosomal pH. However, the iron must be reduced before it can be exported out of the endosome by divalent metal transporter.

A parameter scan on the rate of liver ferric iron reduction was performed with fixed dietary iron conditions. The rate of iron reduction following transferrin-receptor uptake was the only parameter varied and all other parameters and initial conditions were kept constant. A time-course simulation was run for each rate of iron reduction and compared to experimental observations.

Increased dietary uptake is the most significant finding in PrP\((-/-)\) mice and, in the simulation, increasing dietary iron uptake with decreasing ferric reductase activity was also found (Figure 5.4). Increased dietary iron uptake is a surprising finding as the only parameter which was modulated was iron reduction in the liver compartment and a strong effect was seen in the intestinal compartment. While a strong system effect from liver perturbations was previously seen in simulations of haemochromatosis (Section 4.3.3), human haemochromatosis protein (HFE) is involved in hepcidin promotion and therefore a system effect is more expected in haemochromatosis simulation.

To test whether decreasing liver iron reduction could recreate the counter-intuitive
phenotype, of increased dietary iron uptake yet decreased liver iron loading, the simulated liver LIP was measured simultaneously during the parameter scan. Decreasing iron reduction rates in the hepatocyte compartment, resulted in a decrease in liver iron pool (Figure 5.5), despite increasing dietary iron uptake (Figure 5.4). This is validated by Singh et al. (2013) in PrP\(^{-/-}\) mice.

Interestingly, increasing ferric reduction rate had very little effect on both dietary iron uptake and liver iron loading once the \(V_{\text{max}}\) was above 1 \(\mu\text{M/s}\). This suggests that disorders that are a result of improper iron reduction could be treated if this reduction could be restored, and that there is little concern for over-reduction being harmful. Only greatly inhibited iron-reduction capacity appeared pathological.

To investigate whether the phenotype observed in PrP knockout mice is the result of inadequate iron reduction at the brush-border of intestinal cells or inadequate iron uptake into other organs, Singh et al. (2013) injected iron-dextran into mice. Injection of iron bypasses the intestinal uptake process removing any affect of altered redox state on DMT1-mediated uptake. Singh et al. (2013) found that injected iron was more slowly absorbed by the liver in PrP\(^{-/-}\) mice. An injection of iron was simulated to mimic the experimental technique by creating a COPASI event to increase serum iron levels. A time course following this injection event was plotted to assess iron uptake into the liver compartment (Figure 5.6).

Simulated iron reductase activity was found to affect the impact of injected iron on
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Figure 5.5: Simulated liver iron pool concentration over time for varying iron reduction rates in the hepatocyte compartment.

Figure 5.6: Simulated liver iron pool concentration over time for varying rates of liver iron reduction following injected iron.
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The spike in liver iron following an injection event was reduced when liver iron reductase activity was reduced. The simulation recreated both the reduced iron level and the reduced peak following iron injection, which indicated reduced uptake is the underlying cause of the PrP knockout phenotype. This correlates well with the findings of Singh et al. (2013), who found reduced labile iron pool in PrP knockout mice, and less response to injection of iron-dextran. The reduced response to injected iron suggests that the PrP knockout phenotype is a result of reduced iron uptake as opposed to reduced iron availability in the serum. Iron uptake by transferrin receptor-mediated pathways was measured for the post injection-event period to assess whether there was a reduced rate of iron uptake in a simulation with reduced ferric reductase capacity (Figure 5.7). Decreased transferrin receptor-mediated uptake was observed with decreasing ferric reductase activity; this confirmed that the lower LIP levels were due to uptake and not export or storage.

![Graph showing simulated transferrin receptor-mediated uptake over time for varying hepatocyte iron reduction rates following iron injection.](image)

Figure 5.7: Simulated transferrin receptor-mediated uptake over time for varying hepatocyte iron reduction rates following iron injection.

The simulation provided the unique opportunity to measure the rate of iron uptake directly, which can be experimentally difficult. While Singh et al. (2013) suggested that the PrP phenotype may be a result of reduced iron uptake, they were unable to untangle possible confounding factors such as improper iron storage or increased iron export from the liver. Overall the phenotype from PrP knockout mice was matched well in the simulation suggesting that the physiological role of cellular prion protein is iron reduction following transferrin receptor mediated uptake.
5.3.3 Ubiquitous PrP Reductase Activity

As PrP is ubiquitously expressed Collinge (2001); Ermonval et al. (2009), it is possible that PrP has an iron-reductive effect at both the brush border of enterocytes and on the plasma membrane of hepatocytes. To establish whether this is likely, a simultaneous parameter scan of reduction rate at both sites was simulated and the results compared to the phenotype observed by Singh et al. (2013).

In the simulation, both decreasing ferrous iron availability and decreasing liver membrane ferric reductase activity lead to decreasing liver LIP size (Figure 5.8). This indicated that the liver phenotype observed in PrP knockout mice could be recreated correctly if PrP’s ferric-reductase activity was ubiquitous and active in both cell types.

![Figure 5.8: Simulated liver iron pool levels for varying rates of iron reduction in hepatocytes and varying ferrous iron availability to enterocytes](image)

The $V_{\text{max}}$ of hepatic reduction was found to have little effect until it was reduced below 2 µM/s. While decreasing the availability of ferrous iron at the brush border was also found to reduce the level of liver iron, this effect was small around the physiological liver iron pool concentration of around 1 µM. It was found that if both sites of action (i.e. enterocytes and hepatocytes) were diminished, then the liver iron pool would decrease as seen in PrP knockout mice. A non-negative gradient at all points on the surface of Figure 5.8 indicated that the correct liver iron pool phenotype observed in PrP knockout mice would be recreated by loss of reductase activity in either, or both, cell types.

It was shown that decreasing intestinal reduction in isolation did not recreate the in-
increased iron uptake rate seen in mice (Figure 5.3). However, it was not known whether decreasing reductase rate in both cell types simultaneously could recreate the iron-uptake phenotype, to investigate this the iron uptake rate was assessed in a 2-dimensional parameter scan of iron reduction.

![Iron Uptake Simulation](image)

**Figure 5.9:** Simulated dietary iron uptake rate for varying rates of iron reduction in hepatocytes and varying ferrous iron availability to enterocytes.

Lowering liver reduction rates in the simulation was found to increase iron uptake, as seen in PrP knockout mice (Singh et al., 2013) (Figure 5.9). This effect was only seen when the $V_{max}$ was lowered below around 2 µM/s, as with the liver LIP phenotype seen in Figure 5.8. At no point in the surface of Figure 5.8 does decreasing gut ferrous iron availability in isolation result in increasing iron uptake. Therefore it was found that the only way an increase in iron uptake, through decreased iron reduction, could be achieved in the simulation would be if the decrease in reductive capacity was much smaller in the gut than in the liver. A large decrease in the liver’s reductive capacity coupled with a small decrease in duodenal reduction created an increase in iron uptake rate as required. Therefore, the simulation predicted that PrP is most likely involved in the transferrin receptor uptake pathway found in the liver, rather than in divalent metal transporter mediated uptake from the diet. The model was able to demonstrate that despite a dietary absorption phenotype, the physiological role of cellular prion protein may not be in intestinal absorptive cells.

The model also made a number of predictions for other metabolites in PrP knockout, which remain to be measured experimentally. The simulation predicted an up-regulation of haem oxygenase 1, which would lead to a consequent reduction in haem in the liver of
PrP knockout organisms. The simulation also predicted a down-regulation of liver ferritin, yet it also unintuitively predicted an up-regulation of hepcidin.

5.4 Discussion

Iron has been implicated in a wide variety of neurological disorders from age-related cognitive decline (Bartzokis et al., 2007b) to Alzheimer's and Parkinson's disease (Gerrlach et al., 1994; Pichler et al., 2013). Common to all these neurodegenerative disorders is a lack of understanding of the role of iron. It is not known whether iron plays a causative role in many neurodegenerative disorders or whether perturbations of iron metabolism are a common result of neurodegeneration caused, say, by a pathogenic alteration unrelated to iron. The model presented here provides a tool to assess whether perturbations of iron metabolism can recreate the disease state of conditions that are not traditionally associated with iron.

Cellular prion protein (PrP) came to the fore when it became clear that the key event leading to Creutzfeldt-Jakob disease (sCJD) is a conformational change in cellular prion protein into a $\beta$-sheet-rich isoform called PrP scrapie ($PrP^{Sc}$) (Palmer et al., 1991). The infection then spreads by $PrP^Sc$-templated conversion of cellular prion protein.

Cellular prion protein is ubiquitously expressed. However, it is most abundant on neuronal cells, which can explain why the misfolding of a ubiquitously expressed protein can result in a phenotype seemingly isolated to the brain (Horiuchi et al., 1995). Understanding the physiological role of prion protein will aid understanding of pathological prion disorders, but also has the potential for providing a therapeutic target as active cellular prion protein appears to be required for the pathological effects of $PrP^{Sc}$. Recent findings showing that PrP is a ferric reductase, and identifying a distinctive iron phenotype in a mouse model of PrP knockout mice (Singh et al., 2013), provides a potential physiological role for PrP.

Here I tested whether PrP's physiological function could be as ferric reductase by simulating whether altering this function could recreate the phenotype observed in mouse models where PrP expression was altered. The model was not fitted to any data relating to prion proteins and furthermore the prion protein was not considered in model construction as the iron reductase metabolite was unknown (with a number of proteins proposed to have this role). In PrP knockout mice, reduced liver iron was observed despite increasing dietary iron uptake (Singh et al., 2013). This phenotype is counter-intuitive as increasing dietary iron uptake in the healthy simulation (or in previously modelled disease states such as haemochromatosis; see Section 4.3.3) leads to tissue iron overload.

If PrP was providing a ferric reductase role in vivo then PrP knockout mice would have a reduced ferric reductase capacity. Therefore, to test whether PrPs iron-reducing properties could fully explain the phenotype observed in $PrP^{(-/-)}$ mice, the rate of iron reduction at the cell surface was reduced in the simulation. All other parameters were left unchanged.
unchanged and a parameter scan was performed on the rate of iron reduction.

It was found that ferric iron reduction at the enterocyte basolateral membrane could not be the sole site of PrPs action, as reducing this activity did not increase iron uptake as seen in PrP knockout mice (Singh et al., 2013). The hepatocyte compartment membrane was then investigated as a potential site of PrPs ferric reductase activity, following TfR-mediated uptake. In the simulation, decreasing the rate of ferric reductase activity in the hepatocyte matched the counter-intuitive phenotype of increased dietary iron uptake but decreased liver iron pool seen in PrP knockout mice.

If, as suggested by the simulation, PrP reduces iron following TfR1/2-mediated uptake then PrP must be present on the cell surface of hepatocytes and presumably endocytosed with the transferrin-TfR complex. Cellular prion protein is ubiquitously expressed and targeted to the cell surface (Ermonval, 2003). While prion protein endocytosis as a result of iron uptake has not been investigated, there is evidence that PrP is involved in an endosomal pathway (Peters et al., 2003) and copper has been shown to stimulate prion protein endocytosis (Pauly and Harris, 1998). It is therefore possible that PrP could be endocytosed along with the transferrin-receptors and reduces iron prior to its export into the cytosol by DMT1. Using the modelling evidence presented here I propose that the physiological role of prion protein is in reducing endocytosed iron following transferrin receptor-mediated uptake.

As cellular prion protein is ubiquitously expressed I cannot simply ignore the simulated brush border reductive effect because the simulation does not match the data (Singh et al., 2013). Importantly, there is evidence for other ferric reductases on the brush border that could compensate for the loss of ferric reductase capacity in PrP knockout. Duodenal cytochrome B (DcytB) is known to reduce iron on the brush border membrane and is located primarily in intestinal cell types (McKie, 2008). Its location explains why it can not also compensate for PrP knockout in hepatic tissue.

Steap3 is usually considered the primary ferric-reductase in hepatic tissue performing the role of post-endocytosis ferric reduction. However Steap3 knockout cells still retain some endosomal iron reduction and iron uptake capacity (Ohgami et al., 2005), suggesting other ferric reductases are present. Our simulated findings suggest that PrP could be one of these, as yet unidentified, compensatory reductases. Singh et al. (2013) were not expecting the iron deficient phenotype found in the red blood cells (RBCs) of PrP knockout mice. However, if PrP does indeed reduce iron following TfR-mediated endocytosis then reduced iron uptake would be expected in RBCs. RBCs uptake iron through the TfR pathway. Therefore, a similar phenotype to that shown for the simulated liver compartment would be expected in RBCs.

Taken as a whole, the simulation results suggest that:

- PrP is either inactive as an iron reductase in intestinal absorptive cells or another reductase (e.g. DcytB) is active and able to compensate for PrP knockout.
- PrP on hepatocytes can not be fully compensated for by Steap3, and therefore PrP
remains important for adequate iron uptake in these cell types, and presumably for other cell types which primarily uptake transferrin-bound iron.

- PrP is endocytosed with transferrin receptors following iron uptake.

In exploring a role for prion protein, this simulation recreated counter-intuitive disease phenotypes for which it had not been fitted. This gives a powerful demonstration of the model’s utility and unique value as a hypothesis testing tool, allowing a number of hypotheses, which are challenging to measure experimentally, to be simulated to determine which were most likely.

The approach presented here may be applicable to other enigmatic proteins, such as Huntingtin. Huntingtin, like PrP, is a ubiquitously expressed protein (Brown et al., 2008). The physiological role of the Huntingtin protein remains unclear. A pathogenic alteration, caused by a trinucleotide repeat in the gene encoding the protein, leads to Huntington’s disease. Huntington’s disease is a neurodegenerative disorder and has been associated with iron misregulation (Bartzokis et al., 2007a; Kell, 2010). I have demonstrated here that the computational model can suggest potential physiological action for poorly understood proteins. Similar modelling efforts to those presented here may improve our understanding of Huntingtin. Furthermore, there is some evidence that Huntingtin may be involved in a similar pathway to PrP as Huntingtin deficient zebra-fish demonstrate blocked receptor-mediated transferrin-bound iron uptake (Lumsden et al., 2007).
The model created here is the most detailed and comprehensive mechanistic simulation of human iron metabolism to date. The liver simulation is the first quantitative model of liver iron metabolism. The hepatocyte is a cell type with particular importance due to its ability to sense systemic iron levels and control the iron regulatory hormone, hepcidin. Existing models have always considered hepcidin to be a fixed external signal (Mobilia et al., 2012) therefore ignoring its crucial role in system-scale regulation in human iron metabolism.

The model presented here was constructed and validated in stages to ensure accuracy was maintained at each stage as the scope of the model increased. The isolated liver (hepatocyte) model provided insights into how the transferrin receptors work as iron sensors and how hepcidin can become misregulated in haemochromatosis disease.

The need to include the effect of hepcidin on intestinal iron uptake was identified as important to improve the accuracy and utility of the model. The model was therefore expanded to include the intestinal absorptive cells (enterocytes) and the lumen of the gut. The intestinal compartment taken in isolation is, to my knowledge, the most detailed model of enterocyte iron metabolism, to date. However, when the intestinal compartment is coupled with the hepatocyte simulation, the model becomes a powerful in silico laboratory for human iron metabolism. The computational model provides a unique tool for investigating the interplay (either cooperation or conflict) between cellular regulation (via IRPs) and system-scale regulation (via hepcidin) in health and disease; this has been achieved by the inclusion of hepcidin’s effect on dietary iron uptake in the model.

6.1 Computational Iron Metabolism Modelling in Health

Given expected dietary iron availability, the simulation demonstrates how iron is kept tightly regulated to ensure the labile iron pool remains within safe concentrations. With fixed dietary iron, the system reached a biologically accurate steady state that was validated by a large amount of experimental findings. Validation, reflecting the accuracy of the simulation, was achieved simultaneously at both a small scale, such as the amount of
iron stored in each ferritin cage, and a large scale, such as the overall rates of dietary iron uptake.

Metabolic control analysis of the health simulation indicates that control lies with hepcidin and the proposed role of haemochromatosis protein (HFE) and transferrin receptor 2 (TfR2) as a sensing system for systemic iron, located on the liver compartment (hepatocyte) membrane. This validates the proposed role of hepcidin and identifies promising therapeutic targets. Therapeutic use of hepcidin replacements or agonists are a promising area of ongoing investigation (Ramos et al., 2012). Interestingly, the HFE system has not been targeted as a hepcidin regulator directly and this model suggests this may be a more responsive point of intervention.

6.2 Computational Iron Metabolism Modelling in Disease States

Haemochromatosis disease was modelled mechanistically in a manner analogous to model organisms used to simulate the human disease. HFE knockout mice are used to study haemochromatosis disease as they recreate the phenotype accurately, while model organisms offer greater experimental flexibility. The HFE knockout model presented here provides yet more flexibility to determine any concentration or flux with practically zero time and cost. Potential therapeutic interventions can be tested using the simulation prior to experiments in model organisms to increase the chance of successful experimentation and reduce unneeded suffering of laboratory animals.

The disease model showed how control in haemochromatosis moves away from the iron-sensing components of the liver and hepcidin. Metabolic control analysis in haemochromatosis disease identified ferroportin itself as a good therapeutic target in haemochromatosis disease. Methods of inducing the degradation of ferroportin in the absence of hepcidin remain mainly unexplored experimentally. The simulation also indicates that manipulating the hypoxia-sensing apparatus to treat haemochromatosis disease could be surprisingly effective.

6.3 Iron Metabolism and Hypoxia

The hypoxia and iron metabolism networks are closely linked to the extent that a model of one would not be complete without including relevant components from the other. The model presented here provides the tools to investigate the interaction between the two systems in a comprehensive manner that would be challenging experimentally.

Despite a wide variety of oxygenation conditions, and therefore demands on iron metabolism, the networks were found to regulate iron carefully and always maintain safe iron levels. The increased draw of iron for erythropoiesis was balanced by a combination of up-regulation of iron uptake by hypoxia inducible factors and hepcidin-mediated
regulation of ferroportin. The comprehensive combined simulation of the interaction of hypoxia-sensing and iron metabolism provide novel insight and a level of understanding that would have been difficult to obtain through existing experimental methods.

6.4 Limitations

There was limited availability of quantitative human data for model parameterisation. To overcome this constraint data from multiple sources were used. This enabled data from multiple experimental conditions to improve our understanding of human iron metabolism. However, the quality and applicability of these data can limit the utility of the model. To ensure the limits of the model were well understood global sensitivity analysis was performed at each stage of model construction. These analyses identified reactions for which a wide range of sensitivity was possible if parameters were allowed to change. Care should be taken when drawing conclusions about those reactions with highly variable sensitivity.

The scope of the model, while the most comprehensive to date, limits its utility. Cell types which have not been modelled could impact the results presented here. Additional cell types would be connected to the existing serum compartment and would not directly affect the regulation of hepcidin or iron uptake; therefore, large impact from additional cell types would be unexpected.

The model does not include every potentially important protein or reaction and some modelled reactions are approximations of a more intricate process. The two iron responsive proteins (IRP1 and IRP2) are modelled as a single chemical species, however there is some evidence for distinct regulation by each iron responsive protein (Rouault, 2006). Ferritin is also modelled as a single protein. However, ferritin consists of two distinct subunits, which are the product of different genes (Boyd et al., 1985; Torti and Torti, 2002), and have distinct roles (Lawson et al., 1989). The ratio of the two ferritin subunits varies with cell type and iron status (Arosio et al., 1976). If two distinct ferritin subunits were included, the model could be validated by a wide variety of experimental data available investigating the subunit ratios in different tissues and in response to stimuli. Predictions of ferritin subunit ratios could not be made using the current model.

The model presented here was simulated in isolation, without attempt to model an entire virtual human. This may not reflect the impact that other, non-iron systems can have on human iron metabolism. Importantly the metabolism of other metals, such as copper, was not considered. Copper metabolism interacts with iron metabolism in a number of ways including the ferroxidase caeruloplasmin, which is a copper containing protein (Collins et al., 2010). Care should be taken when interpreting modelling results which may impact systems other than iron-metabolism.
6.5 Future Work

The model presented here has significant scope for further expansion and its potential is compelling. The model can be developed in both breadth and detail. As the mechanism behind the promotion of hepcidin expression becomes better understood this process could be modelled in more detail. Although it is well established that HFE promotes hepcidin expression through the bone morphogenetic protein BMP/SMAD signal transduction pathways, the mechanistic detail of this is only beginning to emerge. It appears that haemojuvelin (HJV) functions as a coreceptor required for the activation of SMAD (Babitt et al., 2006) and that the transmembrane serine protease, TMPRSS6, cleaves HJV reducing this effect (Du et al., 2008). Once this process is better understood and the reactions better characterised, addition of this mechanism into the model would be possible. However care must be taken with the parameterisation as the promoters of hepcidin expression have been found to have high control over the model presented. Increasing mechanistic detail in this way would allow identification of further potential sites for intervention.

The addition of haemosiderin formation, as a result of ferritin degradation, would allow the model to recreate better the phenotype of iron overload disorders. Haemosiderin formation in the model could be validated by a large amount of experimental data such as Perls’ Prussian stains which stain for haemosiderin and are regularly used as a measure of iron overload.

The model can also be expanded to include other important cell-types. Priority should be given to include red blood cells, erythropoiesis in bone marrow (a major sink for iron), and recycling of senescent red blood cells by macrophages. Some of these processes should be relatively straightforward to simulate such as haem biosynthesis which consists of 8 well characterised reactions, although care should be taken as this process begins and ends in the macrophage with 4 cytosolic reactions. The modelling of macrophages engulfing erythrocytes and recycling iron requires careful consideration for how a discrete event, where a large amount of iron is released, can be simulated accurately and without numerical discontinuities. Rather than modelling individual engulfing events, an average red blood cell recycling rate proportional to the macrophage activity could be simulated to simplify the process.

Addition of a compartment representing the brain would increase the model’s applicability to neurodegenerative disorders. The blood-brain barrier presents a challenge to modelling brain iron metabolism. However it is thought that the transferrin receptor (TfR) on the blood-brain barrier takes up iron into the brain (Jefferies et al., 1984; Fishman et al., 1987). It appears that the central nervous systems iron status controls the expression of blood-brain barrier TfR. If iron is made available through receptor-mediated endocytosis and the subsequent export by ferroportin, then this means the blood brain barrier could be modelled similarly to the existing cell-types (Rouault and Cooperman, 2006). It may be sufficient for initial investigations into neuronal diseases to assess levels of iron that cross the blood-brain barrier, but a model of iron distribution within the central nervous
system, although challenging given the heterogeneity and complex spatial arrangement of neuronal cells, offers even greater potential to help with our understanding of these diseases.

The approach taken here to identify a physiological site of action for cellular prion protein can be applied to other systems. Parkin, Huntingtin and cellular prion protein are all proteins with unclear function that are implicated in neurodegenerative disorders. While knockout of the protein implicated in disease must not be confused with the disease-causing alteration (PrP knockout is not CJD, and Huntingtin knockout is not Huntington’s disease), knockout of any of these proteins generates a distinctive iron phenotypes in experimental organisms (Lumsden et al., 2007; Roth et al., 2010; Singh et al., 2013). By recreating the iron misregulation of knockout organisms in the model, as done with PrP here, potential sites of action can be identified. Automated parameter estimation techniques, such as those offered by COPASI, can also be used to attempt to fit the model to results from knockout organisms. The parameters that are adjusted to fit the experimental results point towards potential roles for the proteins being investigated. Once the physiological role of these proteins are better understood the model can be utilised to investigate the disease-causing alterations.

The modelling of reactive oxygen species (ROS) could be expanded, by including multiple new chemical species, to improve understanding of the formation of dangerous radicals and identify targets for reducing the damage caused by free iron (Kell, 2009). Modelling of the process by which free radicals lead to apoptotic signalling would help to establish whether excess levels of iron are sufficient to induce apoptosis (Circu and Aw, 2010). As mitochondria are regularly the targets of ROS damage, modelling mitochondrial iron metabolism in detail would improve the applicability of the model. Adding a mitochondrial compartment would enable modelling of the role of mitochondria in iron-sulfur protein biogenesis. This could aid our understanding of disorders such as Friedreich’s ataxia, which is caused by a reduction in the levels of mitochondrial protein frataxin (Rötig et al., 1997), an important protein in iron-sulfur cluster biosynthesis (Yoon and Cowan, 2003). The process of iron cluster biogenesis is well characterised (Xu et al., 2013) and would create important feedbacks in the existing simulation as iron response proteins — known to control iron metabolism — are iron-sulfur containing proteins. Phenotypic effects of clinical interest, such as inefficient respiration, could be predicted by inadequate iron incorporation into the mitochondrial complexes.
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LIST OF EQUATIONS

These equations make up the model described initially in Chapter 4. They are also used for Chapter 5. A subset of these equations (those which appear in Figure 3.5) comprise the liver model described in Chapter 3.

\[
\frac{d ([\text{Hamp}])}{dt} = \frac{a \text{ ("Hepcidin expression") \cdot ["2HFE - TfR2"]} \cdot n \text{ ("Hepcidin expression")}}{K \text{ ("Hepcidin expression")} + ["2HFE - TfR2"]} + a_1 \text{ ("Hepcidin expression") \cdot ["2(Tf - Fe) - TfR2"]} + \frac{K_1 \text{ ("Hepcidin expression")} + ["2(Tf - Fe) - TfR2"]}{K} - k_1 \text{ ("Hepcidin degradation") \cdot [Hamp]} \tag{A.0.1}
\]

\[
\frac{d (["Fe - FT"])}{dt} = k_1 \text{ ("Ferritin Iron binding") \cdot [LIP] \cdot [FT]} - k_1 \text{ ("Ferritin Iron release") \cdot ["Fe - FT"]} - k_1 \text{ ("Ferritin Iron internalisation") \cdot ["Fe - FT"]} \tag{A.0.2}
\]
\[
\frac{d([FT])}{dt} = -k_1(\text{"Ferritin Iron binding"}) \cdot [\text{LIP}] \cdot [FT] \\
+ k_1(\text{"Ferritin Iron release"}) \cdot [\text{"Fe} - \text{FT}""] \\
+ k_1(\text{"Ferritin Iron internalisation"}) \cdot [\text{"Fe} - \text{FT}""] \\
+ a(\text{"ferritin expression"}) \cdot \left(1 - \frac{[\text{IRP}]^R(\text{"ferritin expression"})}{K_n(\text{"ferritin expression"}) + [\text{IRP}]^R(\text{"ferritin expression"})}\right) \\
- k_1(\text{"Ferritin Degredation Full"}) \cdot [FT]
\]

(A.0.3)

\[
\frac{d([FT1])}{dt} = +k_1(\text{"Ferritin Iron internalisation"}) \cdot [\text{"Fe} - \text{FT}""] \\
- [FT1] \cdot k_{loss}(\text{"Ferritin internalised iron release"}) \cdot \left(1 + \frac{0.048 \cdot [FT1]}{1 + \frac{[FT1]}{[FT]}}\right) \\
- K(\text{"Ferritin Degredation Full Iron Release"}) \cdot \frac{[FT1]}{[FT]} \cdot [FT]
\]

(A.0.4)

\[
\frac{d([\text{"HO} - 1"])}{dt} = +a_2(\text{"HO1 exp"}) \cdot \frac{[\text{Halp}]^n(\text{"HO1 exp"})}{K^2(\text{"HO1 exp"}) + [\text{Halp}]^R(\text{"HO1 exp"})} \\
+ a(\text{"HO1 exp"}) \cdot \frac{[\text{Heme}]^n(\text{"HO1 exp"})}{K^2(\text{"HO1 exp"}) + [\text{Heme}]^R(\text{"HO1 exp"})} \\
- k_1(\text{"HO1 Deg"}) \cdot [\text{"HO} - 1"]
\]

(A.0.5)

\[
\frac{d([\text{Heme}])}{dt} = + \frac{V(\text{"Heme uptake"}) \cdot [\text{Heme_intercell}]}{K_m(\text{"Heme uptake"}) + [\text{Heme_intercell}]} \\
- \frac{V(\text{"Heme export"}) \cdot [\text{Heme}]}{K_m(\text{"Heme export"}) + [\text{Heme}]} \\
- \frac{[\text{"HO} - 1"] \cdot C(\text{"Heme oxygenation"}) \cdot [\text{Heme}]}{K(\text{"Heme oxygenation"}) + [\text{Heme}]}
\]

(A.0.6)
\[
\frac{d([\text{LIP}])}{dt} = -2 \cdot a(\text{Ferroportin Export}) \cdot \frac{[\text{Fpn}]^{H(\text{Fpn Export})}}{K^{H(\text{Fpn Export})} + [\text{Fpn}]^{H(\text{Fpn Export})}} \cdot [\text{LIP}]
- k_1(\text{outFlow}) \cdot [\text{LIP}]
- k_1(\text{Ferritin Iron binding}) \cdot [\text{LIP}] \cdot [\text{FT}]
+ k_1(\text{Ferritin Iron release}) \cdot [\text{Fe} - \text{FT}]
+ [\text{FT1}] \cdot k_{\text{loss}}(\text{Ferritin internalised iron release}) \cdot \left(1 + \frac{0.048 \cdot [\text{FT1}]}{1 + [\text{FT1}] / [\text{FT}]}ight)
+ K(\text{Ferritin Degredation Full Iron Release}) \cdot \frac{[\text{FT1}]}{[\text{FT}]} \cdot [\text{FT}]
+ [\text{HO} - 1] \cdot C(\text{Heme oxygenation}) \cdot [\text{Heme}]
+ \frac{V(\text{DMT1 endosomal export})}{K(\text{Heme oxygenation})} \cdot [\text{Heme}]
+ \frac{[\text{Fe2 oxidation by H2O2}] \cdot [\text{LIP}] \cdot [\text{H2O2}]}{K_\text{m}(\text{DMT1 endosomal export}) + [\text{endoFe2}]}
- k_1(\text{Fe2 PD2 binding}) \cdot [\text{LIP}] \cdot [\text{PD2}] - k_2(\text{Fe2 PD2 binding}) \cdot [\text{PD2} - \text{Fe2}]
+ k_1(\text{Fe3 reduction by AS and O2}) \cdot [\text{Fe3}] \cdot [\text{O2}] \cdot [\text{AS}]
- a(\text{outFlow erythropoiesis}) \cdot \frac{[H2alpha]^{H(\text{outFlow erythropoiesis})}}{K^{H(\text{outFlow erythropoiesis})} + [H2alpha]^{H(\text{outFlow erythropoiesis})}} \cdot [\text{LIP}]
\]

(A.0.7)

\[
\frac{d([\text{Fpn}])}{dt} = +a(\text{Ferroportin Expression}) \cdot \left(1 - \frac{[\text{IRP}]^{H(\text{Ferroportin Expression})}}{K^{H(\text{Ferroportin Expression})} + [\text{IRP}]^{H(\text{Ferroportin Expression})}}\right)
- a(\text{Fpn degradation}) \cdot \frac{[\text{Hamp}]^{H(\text{Fpn degradation})}}{K^{H(\text{Fpn degradation})} + [\text{Hamp}]^{H(\text{Fpn degradation})}} \cdot [\text{Fpn}]
\]

(A.0.8)

\[
\frac{d([\text{IRP}])}{dt} = +a(\text{IRP expression}) \cdot \left(1 - \frac{[\text{LIP}]^{H(\text{IRP expression})}}{K^{H(\text{IRP expression})} + [\text{LIP}]^{H(\text{IRP expression})}}\right)
- k_1(\text{IRP degradation}) \cdot [\text{IRP}]
\]

(A.0.9)
APPENDIX A. LIST OF EQUATIONS

\[
\frac{d([\text{Fe}^3])}{dt} = +k_1(\text{"Fe}^2\text{ oxidation by H}_2\text{O}_2") \cdot [\text{LIP}] \cdot [\text{H}_2\text{O}_2] \\
- k_1(\text{"Fe}^3\text{ reduction by AS and O}_2") \cdot [\text{Fe}^3] \cdot [\text{O}_2] \cdot [\text{AS}] \\
(A.0.10)
\]

\[
\frac{d([\text{endoFe}^3])}{dt} = +4 \cdot \left(k_1(\text{"TfR1 iron internalisation")} \cdot [\text{"2(Tf} - \text{Fe) - TfR1")}] \\
+ 4 \cdot \left(k_1(\text{"TfR2 iron internalisation")} \cdot [\text{"2(Tf} - \text{Fe) - TfR2")}] \\
- \frac{V(\text{"Steap3 iron reduction")} \cdot [\text{endoFe}^3]}{K_m(\text{"Steap3 iron reduction")} + [\text{endoFe}^3]} \\
(A.0.11)
\]

\[
\frac{d([\text{endoFe}^2])}{dt} = + \frac{V(\text{"Steap3 iron reduction")} \cdot [\text{endoFe}^3]}{K_m(\text{"Steap3 iron reduction")} + [\text{endoFe}^3]} \\
- \frac{V(\text{"DMT1 endosomal export")} \cdot [\text{endoFe}^2]}{K_m(\text{"DMT1 endosomal export")} + [\text{endoFe}^2]} \\
(A.0.12)
\]

\[
\frac{d([\text{Halpha})]}{dt} = - \left(k_1(\text{"Halpha binding")} \cdot [\text{Halpha}] \cdot [\text{"PD2} - \text{Fe}^2 - \text{DG} - \text{O}_2 - \text{AS"]} \\
- k_2(\text{"Halpha binding")} \cdot [\text{"Halpha} - \text{PHD2} - \text{Fe}^2 - \text{AS} - \text{DG} - \text{O}_2"]]) \\
- \left(k_1(\text{"Halpha binding without AS")} \cdot [\text{"PD2} - \text{Fe}^2 - \text{DG} - \text{O}_2"] \cdot [\text{Halpha}] \\
- k_2(\text{"Halpha binding without AS")} \cdot [\text{"Halpha} - \text{PHD2} - \text{Fe}^2 - \text{AS} - \text{DG} - \text{O}_2"]]) \\
+ \ell(\text{"Halpha expression")} \\
(A.0.13)
\]
\[
\frac{d\left(\text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}\right)}{dt} = \\
+ \left( k_1(\text{"Halpha binding"}) \cdot \left[\text{Halpha}\right] \cdot \left[\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}\right] \right) \\
- k_2(\text{"Halpha binding"}) \cdot \left[\text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}\right] \\
+ \left( k_1(\text{"Halpha binding without AS"}) \cdot \left[\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2"}\right] \cdot \left[\text{Halpha}\right] \right) \\
- k_2(\text{"Halpha binding without AS"}) \cdot \left[\text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}\right] \\
- k_1(\text{"Halpha hydroxylation"}) \cdot \left[\text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}\right]
\]

\begin{align}
\text{(A.0.14)}
\end{align}

\[
\frac{d\left(\text{[hydroxylRadical]}\right)}{dt} = + \left( k_1(\text{"Fe2 oxidation by H202"}) \cdot \left[\text{LIP}\right] \cdot \left[\text{H202}\right] \right) \\
- k_1(\text{"hydroxylRadical to water"}) \cdot \left[\text{hydroxylRadical}\right]
\]

\begin{align}
\text{(A.0.15)}
\end{align}

\[
\frac{d\left(\left[\text{PD2}\right]\right)}{dt} = - \left( k_1(\text{"Fe2 PD2 binding"}) \cdot \left[\text{LIP}\right] \cdot \left[\text{PD2}\right] - k_2(\text{"Fe2 PD2 binding"}) \cdot \left[\text{"PD2} - \text{Fe2"}\right] \right) \\
+ \left[\text{Halpha}\right] \cdot K(\text{"PD2 expression"})
\]

\begin{align}
\text{(A.0.16)}
\end{align}

\[
\frac{d\left(\left[\text{"PD2} - \text{Fe2"}\right]\right)}{dt} = - \left( k_1(\text{"DG binding"}) \cdot \left[\text{DG}\right] \cdot \left[\text{"PD2} - \text{Fe2"}\right] \\
- k_2(\text{"DG binding"}) \cdot \left[\text{"PD2} - \text{Fe2} - \text{DG"}\right] \right) \\
+ \left( k_1(\text{"Fe2 PD2 binding"}) \cdot \left[\text{LIP}\right] \cdot \left[\text{PD2}\right] \\
- k_2(\text{"Fe2 PD2 binding"}) \cdot \left[\text{"PD2} - \text{Fe2"}\right] \right)
\]

\begin{align}
\text{(A.0.17)}
\end{align}
\[
\frac{d}{dt} \left( \text{"PD2} - \text{Fe2} - \text{DG"} \right) = \\
+ \left( k_1 \left( \text{"DG binding"} \right) \cdot [\text{DG}] \cdot \left( \text{"PD2} - \text{Fe2}\right) - k_2 \left( \text{"DG binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG}" \right) \right) \\
- \left( k_1 \left( \text{"O2 Binding"} \right) \cdot [\text{O2}] \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG}" \right) \\
- k_2 \left( \text{"O2 Binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) \right)
\]

(A.0.18)

\[
\frac{d}{dt} \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) = \\
- \left( k_1 \left( \text{"As binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) \cdot [\text{AS}] \\
- k_2 \left( \text{"As binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) \right) \\
- \left( k_1 \left( \text{"Halpha binding without AS"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) \cdot [\text{Halpha}] \\
- k_2 \left( \text{"Halpha binding without AS"} \right) \cdot \left( \text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}" \right) \right) \\
+ \left( k_1 \left( \text{"O2 Binding"} \right) \cdot [\text{O2}] \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG}" \right) \\
- k_2 \left( \text{"O2 Binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) \right) \\
- \left( k_1 \left( \text{"H2alpha binding without AS"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2}" \right) \cdot [\text{H2alpha}] \\
- k_2 \left( \text{"H2alpha binding without AS"} \right) \cdot \left( \text{"H2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}" \right) \right)
\]

(A.0.19)

\[
\frac{d}{dt} \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) = \\
+ \left( k_1 \left( \text{"As binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) \cdot [\text{AS}] \\
- k_2 \left( \text{"As binding"} \right) \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) \right) \\
- \left( k_1 \left( \text{"Halpha binding without AS"} \right) \cdot [\text{Halpha}] \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) \\
- k_2 \left( \text{"Halpha binding without AS"} \right) \cdot \left( \text{"Halpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}" \right) \right) \\
- \left( k_1 \left( \text{"H2alpha binding without AS"} \right) \cdot [\text{H2alpha}] \cdot \left( \text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}" \right) \\
- k_2 \left( \text{"H2alpha binding without AS"} \right) \cdot \left( \text{"H2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}" \right) \right)
\]

(A.0.20)
\[
\frac{d ([\text{H}\alpha\text{H}])}{dt} = + k_1 (\text{"H}\alpha\text{H hydroxylation"}) \cdot [\text{"H}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \\
- k_1 (\text{"H}\alpha\text{H degradation"}) \cdot [\text{H}\alpha\text{H}]
\]

(A.0.21)

\[
\frac{d ([\text{H2}\alpha\text{H}])}{dt} = \\
+ a (\text{"H2}\alpha\text{H expression"}) \cdot \left( 1 - \frac{[\text{IRP}]}{K (\text{"H2}\alpha\text{H expression"}) + [\text{IRP}]} \right) \\
- (k_1 (\text{"H2}\alpha\text{H binding"}) \cdot [\text{H2}\alpha\text{H}] \cdot [\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] \\
- k_2 (\text{"H2}\alpha\text{H binding"}) \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}] \\
- (k_1 (\text{"H2}\alpha\text{H binding without AS"}) \cdot [\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2")}] \cdot [\text{H2}\alpha\text{H}] \\
- k_2 (\text{"H2}\alpha\text{H binding without AS")} \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}]
\]

(A.0.22)

\[
\frac{d ([\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")})}{dt} = \\
+ (k_1 (\text{"H2}\alpha\text{H binding")} \cdot [\text{H2}\alpha\text{H}] \cdot [\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] \\
- k_2 (\text{"H2}\alpha\text{H binding"}) \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}] \\
+ (k_1 (\text{"H2}\alpha\text{H binding without AS")} \cdot [\text{"PD2} - \text{Fe2} - \text{DG} - \text{O2")}] \cdot [\text{H2}\alpha\text{H}] \\
- k_2 (\text{"H2}\alpha\text{H binding without AS")} \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}] \\
- k_1 (\text{"H2}\alpha\text{H hydroxylation")} \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}
\]

(A.0.23)

\[
\frac{d ([\text{H2}\alpha\text{H}])}{dt} = + k_1 (\text{"H2}\alpha\text{H hydroxylation"}) \cdot [\text{"H2}\alpha\text{H} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2")}] \\
- k_1 (\text{"H2}\alpha\text{H degradation")} \cdot [\text{H2}\alpha\text{H}]
\]

(A.0.24)
\[
\frac{d\left(\text{"Tf \text{-} Fe_{intercell}"}\right)}{dt} = \\
+ \left( a\left(\text{"Fpn Export"}\right) \cdot \frac{[\text{Fpn}]^{R\left(\text{"Fpn Export"}\right)}}{K^{R\left(\text{"Fpn Export"}\right)} + [\text{Fpn}]^{R\left(\text{"Fpn Export"}\right)}} \cdot [\text{LIP}] \right) \\
- k_1\left(\text{"TR1 binding"}\right) \cdot \left[\text{"Tf \text{-} Fe_{intercell}"}\right] \cdot [\text{TfR}] \\
+ k_1\left(\text{"TR1 release"}\right) \cdot \left[\text{"Tf \text{-} Fe \text{-} TfR1"}\right] \\
- k_1\left(\text{"TR2 binding"}\right) \cdot \left[\text{"Tf \text{-} Fe_{intercell}"}\right] \cdot [\text{TfR2}] \\
+ k_1\left(\text{"TR2 release"}\right) \cdot \left[\text{"Tf \text{-} Fe \text{-} TfR2"}\right] \\
- k_1\left(\text{"TR1 binding 2"}\right) \cdot \left[\text{"Tf \text{-} Fe \text{-} TfR1"}\right] \cdot \left[\text{"Tf \text{-} Fe_{intercell}"}\right] \\
+ k_1\left(\text{"TR1 release 2"}\right) \cdot \left[\text{"2(Tf \text{-} Fe) \text{-} TfR1"}\right] \\
- k_1\left(\text{"TR2 binding 2"}\right) \cdot \left[\text{"Tf \text{-} Fe \text{-} TfR2"}\right] \cdot \left[\text{"Tf \text{-} Fe_{intercell}"}\right] \\
+ k_1\left(\text{"TR2 release 2"}\right) \cdot \left[\text{"2(Tf \text{-} Fe) \text{-} TfR2"}\right] \\
+ \left( a\left(\text{"int Fpn Export"}\right) \cdot \frac{[\text{intFpn}]^{R\left(\text{"int Fpn Export"}\right)}}{K^{R\left(\text{"int Fpn Export"}\right)} + [\text{intFpn}]^{R\left(\text{"int Fpn Export"}\right)}} \cdot [\text{intLIP}] \right)
\]

(A.0.25)

\[
\frac{d\left([\text{TfR}]\right)}{dt} = \\
+ a_2\left(\text{"TR1 expression"}\right) \cdot [\text{Halpha}]^{R\left(\text{"TR1 expression"}\right)} \\
+ a\left(\text{"TR1 expression"}\right) \cdot [\text{IRP}]^{R\left(\text{"TR1 expression"}\right)} \\
- k_1\left(\text{"HFE TfR1 binding"}\right) \cdot [\text{HFE}] \cdot [\text{TfR}] \\
+ k_1\left(\text{"HFE TfR1 release"}\right) \cdot \left[\text{"HFE \text{-} TfR"}\right] \\
- k_1\left(\text{"TR1 binding"}\right) \cdot \left[\text{"Tf \text{-} Fe_{intercell}"}\right] \cdot [\text{TfR}] \\
+ k_1\left(\text{"TR1 release"}\right) \cdot \left[\text{"Tf \text{-} Fe \text{-} TfR1"}\right] \\
- k_1\left(\text{"TR1 degradation"}\right) \cdot [\text{TfR}] \\
+ \left( k_1\left(\text{"TR1 iron internalisation"}\right) \cdot \left[\text{"2(Tf \text{-} Fe) \text{-} TfR1"}\right] \right)
\]

(A.0.26)
\[
\frac{d}{dt}([Tf - Fe - TfR1]) = + V_{	ext{intercell}} \cdot (k1(\text{"TfR1 binding"}) \cdot ["Tf - Fe - intercell"] \cdot [TfR]) \\
- k1(\text{"TfR1 release"}) \cdot ["Tf - Fe - TfR1"] \\
- k1(\text{"TfR1 binding 2"}) \cdot ["Tf - Fe - TfR1"] \cdot ["Tf - Fe - intercell"] \\
+ k1(\text{"TfR1 release 2"}) \cdot ["2(Tf - Fe) - TfR1"]
\]

(A.0.27)

\[
\frac{d}{dt}([\text{HFE}]) = - k1(\text{"HFE TfR1 binding"}) \cdot [\text{HFE}] \cdot [\text{TfR}] \\
+ k1(\text{"HFE TfR1 release"}) \cdot ["\text{HFE} - \text{TfR}"] \\
- 2 \cdot k1(\text{"HFE TfR2 binding"}) \cdot [\text{HFE}] \cdot [\text{HFE}] \cdot [\text{TfR2}] \\
+ 2 \cdot k1(\text{"HFE TfR2 release"}) \cdot ["2\text{HFE} - \text{TfR2}"] \\
- k1(\text{"HFE TfR1 binding 2"}) \cdot ["\text{HFE} - \text{TfR}"] \cdot [\text{HFE}] \\
+ k1(\text{"HFE TfR1 release 2"}) \cdot ["2\text{HFE} - \text{TfR}"] \\
- k1(\text{"HFE degradation"}) \cdot [\text{HFE}] \\
+ v1(\text{"HFE expression"})
\]

(A.0.28)

\[
\frac{d}{dt}([\text{HFE} - \text{TfR}']) = + k1(\text{"HFE TfR1 binding"}) \cdot [\text{HFE}] \cdot [\text{TfR}] \\
- k1(\text{"HFE TfR1 release"}) \cdot ["\text{HFE} - \text{TfR}"] \\
- k1(\text{"HFE TfR1 binding 2"}) \cdot ["\text{HFE} - \text{TfR}"] \cdot [\text{HFE}] \\
+ k1(\text{"HFE TfR1 release 2"}) \cdot ["2\text{HFE} - \text{TfR}"]
\]

(A.0.29)

\[
\frac{d}{dt}(["Tf - Fe - TfR2"] = + k1(\text{"TfR2 binding"}) \cdot ["Tf - Fe - intercell"] \cdot [\text{TfR2}] \\
- k1(\text{"TfR2 release"}) \cdot ["Tf - Fe - TfR2"] \\
- k1(\text{"TfR2 binding 2"}) \cdot ["Tf - Fe - TfR2"] \cdot ["Tf - Fe - intercell"] \\
+ k1(\text{"TfR2 release 2"}) \cdot ["2(Tf - Fe) - TfR2"]
\]

(A.0.30)
\[
\frac{d}{dt} \left( \frac{["2(Tf - Fe) - TfR1"]}{["2(Tf - Fe) - TfR1"]} \right) = + k1("TfR1 binding 2") \cdot ["Tf - Fe - TfR1"] \cdot ["Tf - Fe_{intercell}"
\]
\[
- k1("TfR1 release 2") \cdot ["2(Tf - Fe) - TfR1"]
\]
\[
- k1("TfR1 iron internalisation") \cdot ["2(Tf - Fe) - TfR1"]
\]

(A.0.31)

\[
\frac{d}{dt} \left( \frac{["2HFE - TfR"]}{["2HFE - TfR"]} \right) = + k1("HFE TfR1 binding 2") \cdot ["HFE - TfR"] \cdot [HFE]
\]
\[
- k1("HFE TfR1 release 2") \cdot ["2HFE - TfR"]
\]
\[
- k1("HFETfR degradation") \cdot ["2HFE - TfR"]
\]

(A.0.32)

\[
\frac{d}{dt} \left( \frac{["2HFE - TfR2"]}{["2HFE - TfR2"]} \right) = + k1("HFE TfR2 binding") \cdot [HFE] \cdot [HFE] \cdot [TfR2]
\]
\[
- k1("HFE TfR2 release") \cdot ["2HFE - TfR2"]
\]
\[
xS - k1("HFETfR2 degradation") \cdot ["2HFE - TfR2"]
\]

(A.0.33)

\[
\frac{d}{dt} \left( \frac{["2HFE - TfR2"]}{["2HFE - TfR2"]} \right) = + k1("HFE TfR2 binding") \cdot [HFE] \cdot [HFE] \cdot [TfR2]
\]
\[
- k1("HFE TfR2 release") \cdot ["2HFE - TfR2"]
\]
\[
- k1("HFETfR2 degradation") \cdot ["2HFE - TfR2"]
\]

(A.0.34)

\[
\frac{d}{dt} \left( \frac{["2HFE - TfR2"]}{["2HFE - TfR2"]} \right) = + k1("HFE TfR2 binding") \cdot [HFE] \cdot [HFE] \cdot [TfR2]
\]
\[
- k1("HFE TfR2 release") \cdot ["2HFE - TfR2"]
\]
\[
- k1("HFETfR2 degradation") \cdot ["2HFE - TfR2"]
\]

(A.0.35)
\[
\begin{align*}
\frac{d}{dt} \left( ['Tf^2 - Fe - TfR2'] \right) &= \\
&= + k_1('TfR2 \text{ binding } 2') \cdot ['Tf^2 - Fe - TfR2'] \cdot ['Tf^2 - Fe_{\text{intercell}}'] \\
&- k_1('TfR2 \text{ release } 2') \cdot ['Tf^2(Tf - Fe) - TfR2'] \\
&- k_1('TfR2 \text{ iron internalisation}') \cdot ['Tf^2(Tf - Fe) - TfR2']
\end{align*}
\]

(A.0.36)

\[
\begin{align*}
\frac{d}{dt} \left( [TfR2] \right) &= - a('TfR2 \text{ degradation}') \cdot [TfR2] \\
&\quad \cdot \left( 1 - \frac{[\text{Tf}^2 - \text{Fe}_{\text{intercell}}]}{K_m('TfR2 \text{ degradation}') + [\text{Tf}^2 - \text{Fe}_{\text{intercell}}]} \right) \\
&- k_1('\text{HFE TfR2 binding}') \cdot \left( \text{HFE} \right) \cdot \left( \text{HFE} \right) \cdot [TfR2] \\
&+ k_1('\text{HFE TfR2 release}') \cdot ['\text{HFE} - \text{TfR2}'] \\
&- k_1('\text{TfR2 binding}') \cdot ['\text{Tf} - \text{Fe}_{\text{intercell}}'] \cdot [TfR2] \\
&+ k_1('\text{TfR2 release}') \cdot ['\text{Tf} - \text{Fe} - \text{TfR2}'] \\
&+ \left( k_1('\text{TfR2 iron internalisation}') \cdot ['\text{Tf}^2(Tf - Fe) - \text{TfR2}'] \right) \\
&+ v('\text{TfR2 expression}')
\end{align*}
\]

(A.0.37)

\[
\begin{align*}
\frac{d}{dt} \left( \text{Heme}_{\text{intercell}} \right) &= - \frac{V('\text{Heme uptake}') \cdot \left( \text{Heme}_{\text{intercell}} \right)}{K_m('\text{Heme uptake}') + \left( \text{Heme}_{\text{intercell}} \right)} \\
&+ \left( \frac{V('\text{Heme export}') \cdot \left( \text{Heme} \right)}{K_m('\text{Heme export}') + \left( \text{Heme} \right)} \right) \\
&+ \left( \frac{V('\text{int Heme Export}') \cdot \left( \text{intHeme} \right)}{K_m('\text{int Heme Export}') + \left( \text{intHeme} \right)} \right)
\end{align*}
\]

(A.0.38)
\[\frac{d ([\text{intLIP}])}{dt} = + K ("\text{int Ferritin Degradation Full Iron Release}") \cdot \frac{[\text{intFT1}]}{[\text{intFT}]} \cdot [\text{intFT}] \]
\[+ [\text{intFT1}] \cdot k\text{loss} ("\text{int Ferritin internalised iron release}") \cdot \left( 1 + \frac{0.048 \cdot [\text{intFT1}]}{[\text{intFT}]} \right) \]
\[- k1 ("\text{int Ferritin Iron binding}") \cdot [\text{intLIP}] \cdot [\text{intFT}] \]
\[+ k1 ("\text{int Ferritin Iron release}") \cdot ["\text{intFe} - \text{FT}"] \]
\[- 2 \cdot \left( a ("\text{int Fpn Export}") \cdot \frac{[\text{intFpn}]^n ("\text{int Fpn Export}")}{K^n ("\text{int Fpn Export}") + [\text{intFpn}]^n ("\text{int Fpn Export}")} \cdot [\text{intLIP}] \right) \]
\[+ \frac{[\text{intDMT1}] \cdot C ("\text{int Iron Import DMT1}") \cdot [\text{gutFe2}]}{K ("\text{int Iron Import DMT1}") + [\text{gutFe2}]} \]
\[+ \frac{["\text{intHO} - 1"] \cdot C ("\text{int Heme Oxygenation}") \cdot [\text{intHeme}]}{K ("\text{int Heme Oxygenation}") + [\text{intHeme}]} \]
\[- k1 ("\text{int outflow}") \cdot [\text{intLIP}] \]
\[- k1 ("\text{int Fe2 oxidation by H202}") \cdot [\text{intLIP}] \cdot [\text{intH202}] \]
\[- (k1 ("\text{int Fe2 PD2 binding}") \cdot [\text{intLIP}] \cdot [\text{intPD2} - ["\text{intPD2} - \text{Fe2}"]]) \]
\[+ (k1 ("\text{int Fe3 reduction by AS and O2}") \cdot [\text{intFe3}] \cdot [\text{intO2}] \cdot [\text{intAS}]) \]

\[(A.0.39)\]

\[\frac{d ([\text{intDMT1}])}{dt} = - k1 ("\text{int Dmt1 Degradation}") \cdot [\text{intDMT1}] \]
\[+ \frac{a2 ("\text{int DMT1 Expression}") \cdot [\text{intH2alpha}]^n ("\text{int DMT1 Expression}")}{K^2 ("\text{int DMT1 Expression}")^n ("\text{int DMT1 Expression}") + [\text{intH2alpha}]^n ("\text{int DMT1 Expression}")}] \]
\[+ \frac{a ("\text{int DMT1 Expression}") \cdot [\text{intIRP}]^n ("\text{int DMT1 Expression}")}{K ("\text{int DMT1 Expression}")^n ("\text{int DMT1 Expression}") + [\text{intIRP}]^n ("\text{int DMT1 Expression}")}] \]

\[(A.0.40)\]
\[
\frac{d ([\text{intIRP}])}{dt} = + a_{\text{int IRP expression}} \cdot \left(1 - \frac{[\text{intLIP}]}{K_{\text{int IRP expression}}} + [\text{intLIP}] \right) - k_1 \cdot [\text{intIRP}]
\]

(A.0.41)

\[
\frac{d ([\text{intFpn}])}{dt} = + a_{\text{int Ferroportin expression}} \cdot \left(1 - \frac{[\text{intIRP}]^{1/2}}{K_{\text{int Ferroportin expression}}} + [\text{intIRP}] \right) - a_{\text{int Fpn degradation}} \cdot \frac{[\text{intHamp}]}{K_{\text{int Fpn degradation}}} \cdot [\text{intFpn}]
\]

(A.0.42)

\[
[\text{intHamp}] = [\text{Hamp}]
\]

(A.0.43)

\[
\frac{d ([\text{intHeme}])}{dt} = + \left( \frac{V_{\text{gut Heme uptake}} \cdot [\text{gutHeme}]}{K_{\text{gut Heme uptake}}} + [\text{gutHeme}] \right) - \left( \frac{V_{\text{int Heme Export}} \cdot [\text{intHeme}]}{K_{\text{int Heme Export}}} + [\text{intHeme}] \right) - \left( \frac{C_{\text{int Heme Oxygenation}} \cdot [\text{intHeme}]}{K_{\text{int Heme Oxygenation}}} + [\text{intHeme}] \right)
\]

(A.0.44)

\[
\frac{d ([\text{intFe} - \text{FT}])}{dt} = + k_1 \cdot [\text{intLIP}] \cdot [\text{intFT}] - k_1 \cdot [\text{intFe} - \text{FT}] - k_1 \cdot [\text{intFe} - \text{FT}]
\]

(A.0.45)
\[
\frac{d([\text{intFT}])}{dt} = -k_1(\text{"int Ferritin Degradation Full"}) \cdot [\text{intFT}]
+ a(\text{"int ferritin expression"}) \\
\cdot \left(1 - \frac{[\text{intIRP}]^n(\text{"int ferritin expression"})}{[\text{intIRP}]^n(\text{"int ferritin expression"}) + [\text{intIRP}]^n(\text{"int ferritin expression"})}\right)
- k_1(\text{"int Ferritin Iron binding"}) \cdot [\text{intLIP}] \cdot [\text{intFT}]
+ k_1(\text{"int Ferritin Iron internalisation"}) \cdot [\text{"intFe - FT"}]
+ k_1(\text{"int Ferritin Iron release"}) \cdot [\text{"intFe - FT"}]
\]

(A.0.46)

\[
\frac{d([\text{intFT1}])}{dt} = -K(\text{"int Ferritin Degredation Full Iron Release"}) \cdot \frac{[\text{intFT1}]}{[\text{intFT}]} \cdot [\text{intFT}]
- [\text{intFT1}] \cdot k_{\text{loss}}(\text{"int Ferritin internalised iron release"}) \cdot \left(1 + \frac{0.048 \cdot \frac{[\text{intFT1}]}{[\text{intFT}]}}{1 + \frac{[\text{intFT1}]}{[\text{intFT}]}}\right)
+ k_1(\text{"int Ferritin Iron internalisation"}) \cdot [\text{"intFe - FT"}]
\]

(A.0.47)

\[
\frac{d([\text{intHO - 1}])}{dt} = + a_2(\text{"int HO1 exp"}) \cdot \frac{[\text{intHalpha}]^n(\text{"int HO1 exp"})}{[\text{intHalpha}]^n(\text{"int HO1 exp"}) + [\text{intHalpha}]^n(\text{"int HO1 exp"})}
+ a(\text{"int HO1 exp"}) \cdot \frac{[\text{intHeme}]^n(\text{"int HO1 exp"})}{[\text{intHeme}]^n(\text{"int HO1 exp"}) + [\text{intHeme}]^n(\text{"int HO1 exp"})}
- k_1(\text{"int HO1 deg"}) \cdot [\text{"intHO - 1"}]
\]

(A.0.48)

\[
\frac{d([\text{intFe3}])}{dt} = + k_1(\text{"int Fe2 oxidation by H202"}) \cdot [\text{intLIP}] \cdot [\text{intH202}]
- \left(k_1(\text{"int Fe3 reduction by AS and O2"}) \cdot [\text{intFe3}] \cdot [\text{intO2}] \cdot [\text{intAS}]\right)
\]

(A.0.49)
\[ \text{[intH202]} = \text{[H202]} \]  

(A.0.50)

\[
\frac{d}{dt} \left( \text{[intHalpha]} \right) =
- \left( k_1(\text{"int Halpha binding"}) \cdot \text{[intHalpha]} \cdot \left[ "\text{intPD2 - Fe2 - DG - O2 - AS"} \right] \right)
- k_2(\text{"int Halpha binding"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right] \right)
- \left( k_1(\text{"int Halpha binding without AS"}) \cdot \left[ "\text{intPD2 - Fe2 - DG - O2"} \right] \cdot \text{[intHalpha]} \right)
- k_2(\text{"int Halpha binding without AS"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right) \right)
+ v(\text{"int Halpha expression"})
\]

(A.0.51)

\[
\frac{d}{dt} \left( "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right) =
+ \left( k_1(\text{"int Halpha binding"}) \cdot \text{[intHalpha]} \cdot \left[ "\text{intPD2 - Fe2 - DG - O2 - AS"} \right] \right)
- k_2(\text{"int Halpha binding"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right] \right)
+ \left( k_1(\text{"int Halpha binding without AS"}) \cdot \left[ "\text{intPD2 - Fe2 - DG - O2"} \right] \cdot \text{[intHalpha]} \right)
- k_2(\text{"int Halpha binding without AS"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right) \right)
- k_1(\text{"int Halpha hydroxylation"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right)
\]

(A.0.52)

\[
\frac{d}{dt} \left( \text{[intHalphaH]} \right) =
+ k_1(\text{"int Halpha hydroxylation"}) \cdot \left[ "\text{intHalpha - PHD2 - Fe2 - AS - DG - O2"} \right]
- k_1(\text{"int HalphaH degradation"}) \cdot \text{[intHalphaH]}
\]

(A.0.53)
\[
\frac{d}{dt} \left[ \text{inthydroxylRadical} \right] = + k_1 \left( \text{\textit{int} Fe\textsubscript{2} oxidation by H\textsubscript{2}O\textsubscript{2}} \right) \cdot \left[ \text{intLIP} \right] \cdot \left[ \text{intH2O2} \right] \\
- k_1 \left( \text{\textit{int} hydroxylRadical to water} \right) \cdot \left[ \text{inthydroxylRadical} \right]
\]  
(A.0.54)

\[\text{[intO2]} = [O2]\]  
(A.0.55)

\[
\frac{d}{dt} \left[ \text{intPD2} \right] = - k_1 \left( \text{\textit{int} Fe\textsubscript{2} PD2 binding} \right) \cdot \left[ \text{intLIP} \right] \cdot \left[ \text{intPD2} \right] \\
- k_2 \left( \text{\textit{int} Fe\textsubscript{2} PD2 binding} \right) \cdot \left[ \text{intPD2} - \text{Fe2} \right] \\
+ \left[ \text{intHalpha} \right] \cdot K \left( \text{\textit{int PD2 expression}} \right)
\]  
(A.0.56)

\[
\frac{d}{dt} \left[ \text{intPD2} - \text{Fe2} \right] = - \left( k_1 \left( \text{\textit{int} DG binding} \right) \cdot \left[ \text{intDG} \right] \cdot \left[ \text{intPD2} - \text{Fe2} \right] \\
- k_2 \left( \text{\textit{int} DG binding} \right) \cdot \left[ \text{intPD2} - \text{Fe2} - \text{DG} \right] \\
+ \left( k_1 \left( \text{\textit{int} Fe\textsubscript{2} PD2 binding} \right) \cdot \left[ \text{intLIP} \right] \cdot \left[ \text{intPD2} \right] \\
- k_2 \left( \text{\textit{int} Fe\textsubscript{2} PD2 binding} \right) \cdot \left[ \text{intPD2} - \text{Fe2} \right] \right) 
\]  
(A.0.57)

\[
\frac{d}{dt} \left[ \text{intPD2} - \text{Fe2} - \text{DG} \right] = + \left( k_1 \left( \text{\textit{int} DG binding} \right) \cdot \left[ \text{intDG} \right] \cdot \left[ \text{intPD2} - \text{Fe2} \right] \\
- k_2 \left( \text{\textit{int} DG binding} \right) \cdot \left[ \text{intPD2} - \text{Fe2} - \text{DG} \right] \right) \\
- \left( k_1 \left( \text{\textit{int} O2 Binding} \right) \cdot \left[ \text{intO2} \right] \cdot \left[ \text{intPD2} - \text{Fe2} - \text{DG} \right] \\
- k_2 \left( \text{\textit{int} O2 Binding} \right) \cdot \left[ \text{intPD2} - \text{Fe2} - \text{DG} - \text{O2} \right] \right) 
\]  
(A.0.58)
\[ \frac{d}{dt} \left( \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \right) = \]

\[ - \left( k1 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intH2alpha]} - k2 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intH2alpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \right) - \left( (k1 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intAS]} - k2 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \right) \]

\[ + (k1 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intH2alpha]} - k2 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \right) \]

\[ (A.0.59) \]

\[ \frac{d}{dt} \left( \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] \right) = \]

\[ - \left( k1 \cdot \text{["intH2alpha binding without AS"}] \cdot \text{[intH2alpha]} \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] - k2 \cdot \text{["intH2alpha binding without AS"}] \cdot \text{["intH2alpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \right) + \left( (k1 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intAS]} - k2 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \right) \]

\[ - \left( k1 \cdot \text{["intHalpha binding without AS"}] \cdot \text{[intHalpha]} \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] - k2 \cdot \text{["intHalpha binding without AS"}] \cdot \text{["intHalpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \right) \]

\[ + \left( k1 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intO2]} - k2 \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \cdot \text{[intPD2} - \text{Fe2} - \text{DG} - \text{O2"}] \right) \]

\[ (A.0.60) \]

\[ \frac{d}{dt} \left( \text{[intH2alpha]} \right) = \]

\[ - \left( k1 \cdot \text{["intH2alpha binding"]} \cdot \text{[intH2alpha]} \cdot \text{["intPD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS"}] - k2 \cdot \text{["intH2alpha binding"]} \cdot \text{["intH2alpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \right) - \left( k1 \cdot \text{["intH2alpha binding without AS"]} \cdot \text{["intH2alpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \cdot \text{[intH2alpha]} - k2 \cdot \text{["intH2alpha binding without AS"]} \cdot \text{["intH2alpha - PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2"}] \right) \]

\[ + a \cdot \text{["int H2alpha expression"]} \cdot \left( 1 - \frac{\text{[intIRP]}}{K \cdot \text{["int H2alpha expression"]}} + \text{[intIRP]} \right) \]

\[ (A.0.61) \]
\[
\begin{array}{l}
d\left(\left[\text{intH2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}\right]\right) = \\
\quad \frac{d}{dt} + \left(k_1^{\text{int H2alpha binding}}\right) \cdot \left[\text{intH2alpha} \right] \cdot \left[\text{intPD2} - \text{Fe2} - \text{DG} - \text{O2} - \text{AS}\right] \\
\quad - k_2^{\text{int H2alpha binding}} \cdot \left[\text{intH2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}\right] \\
\quad - k_1^{\text{int H2alpha hydroxylation}} \cdot \left[\text{intH2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}\right] \\
\quad + \left(k_1^{\text{int H2alpha binding without AS}}\right) \cdot \left[\text{intPD2} - \text{Fe2} - \text{DG} - \text{O2}\right] \cdot \left[\text{intH2alpha}\right] \\
\quad - k_2^{\text{int H2alpha binding without AS}} \cdot \left[\text{intH2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}\right] \\
\end{array}
\]
\hspace{1cm}(A.0.62)

\[
\begin{array}{l}
d\left(\left[\text{intH2alphaH}\right]\right) = \\
\quad \frac{d}{dt} + \left(k_1^{\text{int H2alpha hydroxylation}}\right) \cdot \left[\text{intH2alpha} - \text{PHD2} - \text{Fe2} - \text{AS} - \text{DG} - \text{O2}\right] \\
\quad - k_1^{\text{int H2alphaH degradation}} \cdot \left[\text{intH2alphaH}\right] \\
\end{array}
\]
\hspace{1cm}(A.0.63)