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Abstract

Mobile Ad hoc Networks (MANETS) are reemerging as a populaetworking facility for
wireless device users. A growing number of diversified applications are now accessible via
wireless devices. The different applications may have different Quality of Service (QoS)
requirements, which may better be satisfied by udiffgrent routing methods or metric
types. Existing ad hoc network routing solutions do not consider various apphieatedn
requirements when making a routing decision. They typically make routing decisions
based upon limited information acquired & tietwork layer. Most of the existing routing
protocols make use of a single routing metric. Using a single metric type and/or
information, only acquired at the network layer may not be able to accommodate different
QoS requirements, imposed by diversifieserlevel applications or applicatidevel data

types.

The aim of this thesis is to design an efficient routing function for ad hoc networks while
at the same time satisfying usersoé6 adamd/ or
achieve this, tb thesis investigates and specifies routing requirementscthgd best
support applicatiotlevel QoS and security requirements in MANETS. It also investigates
and critically analyses the state of the art in MANET routing, and the mechanisms used for
protecting the routing functions. To overcome the weaknesses and advance the state of the
art in MANET routing, this thesis proposes two major solutions. The first solution is the
Secure ETX (SETX) routing protocol. It is a secure routing solution that candero
routing functions efficiently in malicious MANET environmenthe SETX protocol
provides a security mechanism to counter black hole attacks in MANETs on the ETX
metric acquisition procesSimulation studies have been carried out and discussed in the
thesis. Simulation resulshow that the SETX protocol can provide a marked improvement

in network performances in the presence of black hole attacks, and it can do so with a
negligible level of additional overhead.

The second solution is a novel routingctsion making called the Flexible Routing
Decision (FRD) framework. The FRD framework supports routing decision making by
using multiple metric types (i.e. muitriteria routing decision making) and uses a cross
layer approach to support applicatibevd QoS requirements. This allows users to use
different routing metrics types, making the most appropriate routing decision for a given
application. To accommodate the diversified applicalevel QoS requirements, multiple
routing metric types have beetlentified and interpreted in the FRD framework design.
The FRD framework has overcome some weaknesses exhibited by existing single metric
routing decision making, used in MANETSs. The performance of a routing decision making
of FRD is also evaluated usingS® simulation package. Simulation results demonstrate
that the FRD framework outperforms the existing routing decision making methods.
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Chapter 1

Introduction

1.1 Background

In wireless networking, there are two modes for establishing a wireless connection,
infrastructure mode and dc modeInfrastructure modeequires the use of a wireless
access point. Wireless enabled devices such as laptops, Personal Digital Assistants (PDAS)
andmobile phones typically use this mode to connect to wireless networks which are often
connected taa backbone or the internet through a router or an access point. Since the
devices in this mode access a network via an access pointcomeiectivityis limited

within the coverage areas of the access point.

In the ad hoc mode, on the other hand, wiseldsvices communicate with each other
spontaneously, and they do not require the use of access paigateway like the case in
infrastructure mode. The resulting network is also called a Mobile Ad Hoc Network
(MANET) where mobile devices (mobile nodes)h communicate directly with each other
when they are within wireless transmission range of each other. In addition, MANETS also
support communications between nodes that are not directly connected. The
communications are routed through other nodesamgtwork. Using the scenario shown

in Figurel.1 as an example, there are 4 nodes in the network. Node A is connected to node
B. Node B is connected to Node A and C. Now node A wants to communicate with node
D. Node B and C can help to relay packets froode A to node D. This is called a multi

hop wireless communication. In such networks, there are no dedicated routers;

communicating nodes act as routers helping each other to forward traffic.

Owing to the node mobility, network topologies in MANETSs chafmgguently and can be
unpredictable. Traditionabuting protocolgesigned for infrastructure wireless networks,
such aglistancevector and linkstate routing protocolsrenot readily suited to MANETS
[TOHO02]. They are not designed to accommodatediyreamic and sel€onfiguring nature

of MANETS. Also routing functions in MANETSs are performed by mobile devices. These

devices have more limited resources than dedicated routers. Theretdneg protocas
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designed foMANET environmens [HAA02, JOH96, EER94,PER97, RFC3626, SHR96]
should be computatiorglefficient.

Figure 1.1: MANET of 4 nodes

Furthermore, owing to the increasing affordability of wireless devices, MANETs have
found a variety of applications in our daily lives, and in a variety of forms, e.g. from
PersonalArea Networks (PAN) to Vehicular Ad hoc Networks (VENS). Since mobile
devices are becoming more powerful in terms of storage and computational capability,
applications that are available on wired desiaee increasingly run on wireless devices.
Deploymentof these diversified of applications mMANET may warrant provisionig of
Quality of Service (QoS). However, provisioning QoS can be difficult to achieve in
MANET. Two major difficulties that are focuseoh in this thesis are a diversity of
applications and security attacks.

Firstly, the diversity of applications makes auting decision in MANETs become
difficult. Different applications may generate different data types, which in turn, may
impose different routing requirements which may be bstered with the use of different
routing criteria.Existing MANET routing protocols do not considerarious application

level requirementge.g. less delay, high reliability and long availabilityhen making a
routing decision. They typically make a routing decision basgeuh limited information
acquired at the network layéz.g. hop count, this will bdescribed irSection2.3.2. Most

22



of the existing routing protocols make useadinglerouting metric. For example, thad
hoc On demand Distance Vector (AODV) routing protq&&R97]useshop countas the
underlying routng metric to select thehortest route among those available. Tiwate
selected using thisietricmay be appropriate for forwardiggneraldata However, itmay
not be the best route fogliability-sensitive applicatias for example, emergency services
The shortest route may not be the most reliable rditereforeusing a single metric type
and/or information acquired at the network lagaty, may not be able to accommodate
different QoS requirements imposed by diversified lmsezl applications oapplication

level data types.

Secondly, security attacks also pose a considerable threat to QO0S provisioning in
MANETSs. The limited resources of mobile nodes may encourage nodes to be iselfish
servingother nodes in order to preserve their own resoufidgs malicious intention leads

to security attacks which can delay or disrupt the network oper#®mexample of this
attack is blackhole attacks. Blackole nodes may drop a packet (e.g. data packets or
control packets) in order to preserve theioteses or to disrupt the network operation. In
addition,the implication of this attack (where the packet is dropped or the communication
link is cut down)is similar togeneral failures because of MANET characteristics. The
examples of general failures MANETS include link breakage (resulting from nodes
roaming out of wireless range) and battery depletion (i.e. the limited battery life of mobile
nodes and expensive nature of wireless communication). The outcome of both security
attacks and general faiks is that the MANET connections are dynamic and unstable.

This makes QoS provisioning a challenging task.

Research activities in the domain of QoS provisioning and in securing routing procedures
in MANETSs are very much separated. The works on QoS teightwe security problems

and their impacts on QoR[S09, SAR0G ZHA1(Q]. On the other hand, works iine
security field rarelyconsidersQoS issues [AWEO03, HUO02, HUO04,IN0O6, RAMO7,
ZAP0Y. However, these two areas are closely related. Security provisioning introduces
overhead and consumes bandwidth thus depleting QoS, and on the other hand without

considering security (such as the implication of black hole attacks), QoS will suffer.
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1.2 Research Hypothesis and Challenges

The focus of this research is d@sign a routing solution usirg crosdayer and mult

metric approachDifferent applicatiors, depending ortheir data types and/or uskvel
preferences,may have different QoS and sety requirements. Different QoS and
security requirements may better be satisfied by different routing metrics at the network
layer. Some may require the use of more than one metric. It may be desirable to have a
solution that could map a given set of Qe§uirements of an application to an appropriate

set of metrics, and select the best route using the values of these metrics for the
application. In other words, there asneedto identify a set ofrouting requirements of
applicationlevel data type®y which one or moreouting metric type could be selected

This set of criteria is typically definday applicatiors, but their values should be conveyed
onto the routing decision engine run at the network layes. hypothesisé that such a
crosslayer and multrmetric routing solution could better satispplicationlevel QoS

requirements in terms of reliability, security, and performances.

To verify this hypothesis, it is necessary to address a number of challenging issues
including:
- How to map apptiationlevel requirements onto network layer routing criteria or

metrics? Tle designedmethod should be able taccommodatea rumber of
applicationlevel requirements and multiple routing metric types, ahduld be
flexible enough tasupportthe additionof a new applicatiottevel requiremenor a
routing metric typeand the deletion of an obsolete one.

- For a different routing criterion, usually a different routing metric tyipeused
whichis typicallyimplemented by a specific routing algorithm. So, how to evaluate
multiple routing metric types thaare implemented by dissimilar routing
algorithms?

- How to make a routing decisiori an application has multiple and possibly
conflicting requiremen®Shauld multiple routing metics be considered?

- It can be difficult to decide which security mechanism shoulcthmmsen for a
routing instance. Differentsecurity mechaniss provide different security

properties, addressing different forms of threats amaclst e.g. impersonation

The examplef routing metric types are hop count, trust metric and remaining battery level metric.
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attacks, attacks on confidentiality, on availability and integrity. The selection of a
security mechanism should also consider factors including the computational cost
of a mechanism, current security threat level in the envirohmelrability of the

link, a trustvorthiness of the neighbang node/route in addition to application

level requirements.

- How to minimise additional overheadsen designinghe novel routingsolutior?
Excessive computational or communication overieatroduced by having the
additional capability offered by theovel solutionwill offset the benefit brought
about by thesolution Therefore it is very important to minimise the overheads
incurred by having thadditionalfunctionality.

- The design shdd take a modular approach such that any change made @ one
any of the functional blocks in thenovel solutionshould not cause any change to
another functional block. This requirement is necessary to ensurinétsatiution
could be applied in diffemt application contexts with minimum modifications, and
can easily be extended to satisfy different user requirements. For example, different
applications may have different security and performance requirements, some
applications may have more figgaired requirements than otheend they may
use different attributes or metrickhe solutionshould be flexible enough to cater
for these diversified requirements and scenarios. Furthermore, new routing ideas
and algorithms may emerge in the future. Shdhig happenpur solutionshould

be easily exteridle to embed emerging technologies.

1.3 Research Aim and Objectives

The aim of this research is to find an approacpravide arefficient routingfunction for
ad hoc networksvhile at the sametime at i sfying usarséona®mdQos
security requirementdn order to achieve this aim, the objectivestlwd research are as

follows:

1. To thoroughly understanahd specifyrouting requirements thabuld best support
applicationlevel QoSand security requirements in MANETS.
2. To investigate andritically analyse thetateof-the-artin MANET routing, and the

mechanisms used forgiecting the routing functions.
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3. To examine ways in which the weaknesses of the existing solutions might be
addessed.

4. To overcome the weaknesses and advance the state of the art by designing a secure
routing solution that can provide routing functions efficiently in a malicious
MANET environment.

5. To perform security analysis and performance evaluation of thengelsgplution

in order to study its effectiveness and efficacy.

1.4 Novel Contributions and Publications

The main contributions of this thesis are twofold. The first contribution is the design and
simulation evaluation of the Secure ETX (SETX) protocol. $&8& X protocol is designed

to acquire the value of the ETiuting metric (introduced in Expected Transmission
Count protocol [DECO3])more reliably in an adversarial MANET environmeiihe
design of the ETXnetricis aimed tdind a route which can provetheleast loss rate a
homogeneous sensor network estmates theloss rateof each available route by
measuring packet loss rati@f each direction of a wireless linkSimulation results
[DECO3] have shown that the ETX metric approach is more &ffen terms of finding a
better route (i.e. one withlawer loss ratgthan thepopularminimum hop count approach,
particularly for routes with two or more hops. However, the original design of the ETX
approach does not take into accoumack hole aticks. Black hole nodes behave
maliciously by fabricating a routing metric value in order to lure traffic to pass through
them.They thendrop data packets to disrupt the network operationsyvale of the ETX
metric can be significantlydistorted in the presence diis attack.As a result, routes
selected based on this metric value may not be optimal. EfMX $rotocolis designedo
thwart black hole attacks on a route discovery process and to ensure that the ETX metric
values that areacquired from neighbouring nodes are more reliable, thus makeg th

routing process more reliable anetwok communication more efficient.

The second contribution is the design and simulation evaluation of the Flexible Routing
Decision (FRD) framework. lis designed to support applicatievel QoS and security
requirements by enabling routirtecision making at the network layer. The framework

supports the use of multiple routing metrics typeerie platform.The number of routing
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metric typeghat canbe supported is not limited to any numbkrallows devicesto weigh,
rank and use different types of routing metrics to select different routes on an individual

application basisThisaims to find themost suitedouteto their application requirements
The strengths of the FRD framework are thiad.

(1) It allows the selections of routes at the network layer based upon applieatbn
requirements. So the traffic generated by an application can be forwarded along the route
that is chosen based upoapplicationlevel requirements. The applicatitevel
requirements may be determined by application types, data types generathd by
applicati ons, tyamlgédrformanae preferences. s ec ur i

(2) In addition to better satisfy applicatielevel QoS and securityrequirements, FROs
alsodesigned tdetter utilise network bandwidth resources, leading to a better balanced
traffic distribution across the entire networKhis, in turn, can help to further reduce
routing delays and improve routing eféncy. The method can evaluate the composite
effect of multiple routing metric values and feed this effect into a route selection/discovery
process. This additional capability can help to better satisfy the appliteteinQoS and

security requirements.

(3) Flexibility and compatibility of the framework is one of the design strengte FRD
framework allows nodes to negotiate the routing metric types that they are going to use
before the routing decision starts. In some cases, one intermediate rtbdeonte may

not supporone of the preferrethetric type’. This maybe because they have not installed

the particular routing metric acquisition procedures pidojoining the network. In this

case, the FROrameworkcan ignorethis unsupportednetrictype in the routing decision.
Although this case is not the desire situation, it should mddedtar decision than using a

single routing metric type.

! For example, node A, B and C are in the same route. Node A and B supports 3 metric types; Distance

Vector, ETX and Trust metric, but node C supports only Distana#ovend Trust metric. The FRD
framework will ignore ETX and only take Distance Vector and Trust metric into consideration as these

two metric types are the common metric types of all nodes in the route.
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Parts of the research work presented in this thesis have been published in the following

conferenceroceedings.

A OsathanunkulK. and ZhangN., A Flexible Routing Decision Framework to
Support Diversified Applicgon-level Data Types in MANETSs,n Proceeding of
the 3% IEEE International Conference on New Technologies, Mobility and Security
(NTMS 09) Caro, Egypt,22-24 December2009

A OsathanunkulK. and ZhangN., A Countermeasure t@lack Hole Attacks in
Mobile Ad hocNetworks in Proceeding of the 8th IEEE International Conference
on Networking, Sensing and Control (ICNSC 2011¢|ft, the Netherlands, 113
April, 2011, p.508513

1.5 Thesis Structure

Chapter 2 introduces routing procedures in MANETSs. This chapter includes a discussion
of the challenging issues in designing a routing protocol for MANETSs. The chapter also
includesthe MANET routing protocols whiclarebuilding blocks of our work in the later
chapters. In additiorg survey of the security attacks in MANEiBsalso discussed in this
chapter. The survey of the security attacks will be used to explain some sissuigy on

the SETX routing protocol weresenin Chapter 3.

Chapter 3presentsthe SETX protocoto counter black hole attacks MANETSs. The
SETX protocol is based on éhETX metric which is a common routing metric in
MANETSs. This chapter identifies seity issues on the ETX protocol. It alsescribs the
SETX protocol procedure and how it can be ugedounterone of the security issues on

the ETX protocol. A simulation study of this novel solution is also presented

Chapter 4 presentsa novel method, called the Flexible Routing Decision (FRD)
framework. This framework is designed for creger and multmetric routing decision
making in MANETS It uses a croskyer approach to support applicati@vel QoS
requirements by allowing sersor software developersto use differentrouting metric
types The aim is tallow the network layer to makbe most appropriate routing decision
for a given applicationThis chapterlsoinvestigats how different routing metric types

are used cohently to support diversified QoS requirements a single platform. The
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chapter alsaritically analyses the FRD framework and evaluates its performance using

theNS2 simulation package.

Chapter 5 summarises the thesis. The chapter discusses thesfiirdingthe research.
This includes a direction, issues found and methodology used during the research. It also

includes the contributions and the discussions for future work.
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Chapter 2

MANET Routing

2.1 Chapter Introduction

This chapter introducedANET routing procedurest describes theommon processes of
routing functions in MANETsThe chapter gives examples of state of theMaANET

routing protocolsand howthey work. In addition, a security threat is another issue that
cannot be ignoreth MANET routings Many of the existing MANET routing solutions

were designed without taking security threats and attacks into consideration. They assume
that all nodes are truthful. From this point of view, it allows an attacker to take advantage
of the networkhrough a routing solution. To be able to provide a secure solution, we need
to understand the mechanism of these attacks. This claptatiscuseson threats and

security attacks in MANETS routing.

Section 2.2 introducebie OSI Model. Section 2.3 dissses MANET routing and gives an
example of a MANET routing protocol. Section 2.4 identifies sectinitgats and attacks
in MANET routing Section 2.5 discusses the best way forward. Section 2.6 concludes the

chapter.
2.2 OSI Model

Open Systems Interconnection (OSI) modekansideredas theprimary architectural
model forcomputer networkingTAN11]. The OSI model describes how information or
data transfers from application programmes (e.g. internet explorer) through a network
medum (e.g. wired or wireless) to another application programme located on another
network. The OSI model definesdivision ofnetwork operations into [ayers as shown in

Figure 2.1.
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OSI| Model

Application Layer

Presentatiohayer

SessiorLayer

Transport_ayer

NetworkLayer

Data LinkLayer

PhysicalLayer

Figure 2.1: OSI Model with 7 Layers

The Application Layer

The application layer is the top layer of the OSI madeich is closest to userk allows
applicationsto gain access to theetwork servicesThis application layer represents the
services, that directly support the user applications e.g. file transferajl,eand web

browser.
The Presentation Layer

The presentation layeensures that the data sent from the application lajeone
computer(calledanode)is readable by the application layer of anothede When data is
sent out, the data is encodetb a generic formabefore the transmissiorWhen data is
received, the encoded data is decodemnn the genericformat to a format that is
understandable to the application. Téxamples of theommon communication services

provided by the presentation layer dega encryptio andtext compression
The Session Layer

The session layer defines how to establish, manage andh&entonnections (called
sessions) between applications from tnades The session layer aldmandles access

control to allow only designated parties participating in the session.
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The Transport Layer

The function of the transpoldyer is to accept dafaom the sessiotayer. The transport
layer splits the dataup into smallemunits (packet)and pasesthese to the network layer

This layer alse@nsurethat the pieces all arrive correctly at the otired.
The Network Layer

The network layer controls theouting operation in the network. It defines how routing
works and how routes are discoveréte network layer also decides how data packets are

routedfrom theonenodeto anothemode
The Data Link Layer

The data link layeprovides error control and synchronization for the phydegtr. In

this laye, data packets are encoded and decoded into frames. It deals with transmission
and handles errors in the physical layer including flow control and frame synchronization.
The daa link layer is divided into two sublayers: The Media Access Control (MAC) layer
and the Logical Link Control (LLC) layer. The medium access control sublayer deals with
the problem by providing channel access control mechanism. This makes it possible for
several systems or nodes to communicate in a shared medium. The LLC layer controls

frame synchronization, flow control and error checking.
The Physical Layer

The physical layer concesrihe transmittingof raw bits over a communication channel.
The desigrstandards have to make sure that when one node sémtsig it is received

by the other node as"d" bit, not as &'0" bit. This raises questions omhat electrical
signals should be used to represeht'abit and a'0" bit, how many nanoseconds the bit
lasts, whether transmission can be proceededltsineously in both directionand how

the initial connection is established. These design issues mainly deal with mechanical,
electrical, and timing interfaces, as welltas physical transmission medium (e.g. radio

frequencies in wireless network).
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As mentioned in Chapter 1, the aim of this thesis is to design routing solutions that can
satisfy application level requirements. That neeanr solution will require a mecham

to link between botlthe network layer and the application lay€he details of this cross
layer routing solution will be discussed in Chaptedrbthe next section, we introduce

MANET routingin order to understand how routing functions in the netvayer works.

2.3 MANET Routing

2.3.1 MANET Routing Introduction

For better understanding, routing functions in MANETs can be explained in three main
phases: route discovery, route maintenance and data forwarding shéiguia?2.2. It

starts with the route discovery phase where a node starts to find a route when it needs to
communicate with another node. Once a route is found, the communication is started. Here
begins the data forwarding phase. During the course of communict#ohnk becomes
unavailable, e.g. due to reasons such as node mobility (i.e. a node is moving out of the
transmission range) or battery blackout, an alternative route should be sought for the
communication to continue. The route maintenance phase déala ioken route. In this

stage, a node which detects a broken route will try to find an alternative route from the
local cache. If there is no other route in the cache, the node which detects a broken route
will initiate another route discover phase todf another route to the same destination

node. This is the cycle of the proceésouting in MANETS.

Route Maintenance (RV

BrokenRoutes Broken Route:

Detected

Reported

RouteDiscovery Data forwarding

(RD) Routes Established (DF)

Figure 2.2: MANET Routing Operation Cycle Model
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As mentioned above, the first routing stage, i.e. the route discovery stage, is the process by
which one node finds a route to another node in the network. This process is initiated when
a nale joins a network or whenever a node (i.e. a source node) wishes to communicate
with another node (i.e. a destination node). The source node asks its nesgbldoud a

route to the destination node. It typically does so by broadcasting a route nesclesit

(i.,e. RREQ)into the networkAs shown in Figure 2.3, a source node S broadcasts the route
request packetThe downstream nodes will bwadcastthis packet until the packet is
received by the destination node.

RREQ —»
RREP ———-3

(S) The Source node
(D) The Destination node

()  Anintermediate node

Figure 2.3 The Broadcasting ofa Route Request Packet

The destination nodB will return a route replypacket(i.e. RREP) which concludes the
route discovery stag@as shown in Figure 2.4)

RREQ —»
RREP ——--3

(S) The Source node
(D) The Destination node

()  Anintermediate node

Figure 2.4: The Replying of an Acknowledgement Packet
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Upon the execution of the route discovery stagere than one route may be found in the
network (shown in Figure 2.5)If this is the case, the source node will select the best one
from the available routes based on the routing algorithm used. For example, some routing
protocols select the best routesbd on hop counts. In other words, these protocols select a
route with the least hop count to the destination node. Others may select a route with the
highest available bandwidth to the destinatieor. the example in Figure 2.5, there are two
routes foundS will select Route 1 as it has lower hop count (i.e. 2 hops) than Route 2 (i.e.

3 hops).

Route 2

Route FOUnd‘ ........... »

(S) The Source node
(D) The Destination node

(I)  Anintermediate node

Figure 2.5: RoutesFound by the Source Node S

Once the route has been found and selected, the selected route will be established. The data
forwarding stage commences. This is the stage where nodes communicate with one
another. However, if a mobile node detects a failurenaddive link, the transmission will

be suspendédThe upstream node will report this link breakagenobile nodes en route

from the source node to the destination one. Once the source node is notified, it can initiate
another route discovery process.olimer words, the more network topology changes, the
more broken links there are. Then the network routing operation cycle will repeat more

frequently.

! All messages received may be buffered at intefatechodes until a route to the same destination can

be recovered.
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23.2 Routing Metrics

As mentioned above, the best route is selected dependitng touting algoritim used, a

selected routing metric type (which is selectedthy routing algorithm) is the key to

define the best route. Each routing metric type has its own aspect to measure a different

quality of a link. One may measure the link delay, while anothermemsure howeliable
(e.g. how much packet lost during the transmissiba)link is. Someexamples of routing

metric types are as follows.
Distance Vector (Hop Count)

A distance vector metric type (or hop count) [PER94, PER97, JOH96] dtentamber

of hopsfrom the source nod® the destination node. For example, a route from a source
node (S) to the destination node (D) 1is
route is 3. If this routing metric type is being used, the best route will be theitnthe
fewest hops. This metric type is one of the most common routing metric types in
MANETS.

However,a route with thdeasthop countis not alwaysthe best routelf a route with a
fewer hop count has a very lavailablebandwidth, it may not perform as well asraute
with more hop counts which hashigheravailable bandwidthSo a routing metric type

which takes available bandwidth into account might perform better than the distance

vector based metric type in this case.

Available Bandwidth Aware

An exampleof the availablebandwidthaware metric typeis [KIM10]. It is a routing
metric designedto solve the traffic concentration area problem. The idea is to find
availablebandwidthwhich is computed asstimationwith the totalbandwidth minus the
occupiedbandwidthof each link on a node. If a link has a lot of availabéadwidth a

node can transmihore data quantity through the link.

1

other hand, available bandwidth means the throughput that can actually be used.
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Delay Aware

An example ofthe delay awaremetrictypeis Perhop Roum Trip Time (RTT) [ADYO03].

The RTT metric measures the round trip delay between neighbouringsimdesing
probes. To findhe RTT, a node sends a probe packet carrying a timestamp to each of its
neighbouring nodes on a fixed periodic basis. Once neigimngonodes receive the probe,
they respond with a probe acknowledgment which inclualdsnestamp. When the

sending node receives the probe acknowledgement, it can find the esfiithatBTT.

The delay metric typeoesnot just measure a delay butailso measuseother aspects of
link quality. For examplewheneithernode ora neighbouring node is busy, the probe or
the probe acknowledgement will experience queuing delay. As a result, the delay metric

value will be higher.
Expected Transmission Couh(ETX)

ETX [DECO03] estimates theumber of transmission need@dcluding retransmissiah to
successfully deliver a packet a homogenous sensor networkhis is done by measuring

the loss rate dfroadcaspackets (called probes) between the nodelitend neighbouring
nodes. ETX improves from Hop Count metric by taking packet loss rate into consideration.
It may improve the performance from using a Hop Count metric, but however, does not
consider load or a bandwidth level of a link. The usetheETX metric will be discussed

in Section 2.3.3.3

Trust Metric

The tust metric typeis defined as a certain level of belief that a node regards another
(neighbouring) node as reliable. A trustetric valueof a nodeis usually estimated
according to the imrmation that is acquired directly, e.g. by observiingn o de 6 s p a ¢
behaviour (called direct trust), or by recommendations from other neighbouring nodes
(called indirect trust)PIR04, PIR06, XUEO4]The higher the trust value a node assigns to

a neighbaring node, the more reliable the assigned node is believed to bemetris

! Broadcaspacketrefers to a packet tha broadcast to neighbouring nodes within the coverage of the

broadcast node.
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type can also based for finding routes with a higher level of reliabilijn example of a
routing protocol that utilises this routing metric type is THhessed Routing Protol
[XUEO4]. This protocol will be discussed further in Secti®s3.3.4

Remaining Battery Aware

A nodeds remaining b a tlife efrayyommangaianirautglhisc an r
metric type canbe very important in mission critical applications suaf military
battlefield networksAn example of a remaining battery aware protocdISiN98]. The

aim of this routing metric type is to maximise the lifexafbile nodeshe network.
Battery Cost Aware

This metric type estimates how muoh the energy/battery consumptios requiredto
transmit a packet. It avoids selecting a route with high energy consumption in order to
preserve the energy of a node. This metric tgresometimes be used in conjunction with
remaining batteryawareto predct the lifetime of nodes according to the current traffic
conditions [KIM02].

2.3.3 MANET Routing Protocols

2.33.1 Destination Sequence Distance Vector (DSDV)

Routing Protocol

The Destination Sequence Distance Vector (DSDV) protfieBR94]is extendedrom
theInternet infrastructure and table basaiting Information Protoco{RIP) [RFC1058]

RIP is based on the Distance Vector (DV) algoritfbAL95]. It uses a hop couras a
routing metricto select the best route to a destination. DSDV is recognised as the most
famous routing protocol for MANETs. This is because its mechanisms (e.g. sequence
number technique) have been applied to and become a stamdaady routing protocols

later on (e.g. ®DV, DSR).
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RIP is simple but effective and suited to small sized networks. However, it suffers from
looping and counto-infinity problems[CHES87]. In addition, as it was not designed to
cope with dynamic network topological changes, RIP is not suited AbDIBTs. The

DSDV routing protocol was designed to overcome these problems by adding a sequence

number to each route in the routing table of RIP

The value of thesequence numbdor a given route is incremesd every time when the
node (the origin node) badcasts a routing information update. 8e most recent route
(the higher numbéy always ha the highest sequence numbanda route witha more
recentsequence numbewill alwaysbe choserregardlesof the route metrig. In other
words, the sequencaumbersare used to distinguish a new route from a stale roliite.
there exists multipleoutes to the same destinatiand if these routes havéhe same
sequence numberthen the route with a better metricvalue (e.g. least hop coung
preferredPER94,HEOQ2].

DSDV alsorequires mobile nodes feeriodicaly updat their routing information stored
in theirrouting tabls. So routes are available when neetethediatelythusredudng the

latencyin forwardingdata packest

2.3.32  Ad hoc On-DemandDistance Vector (AODV)

Routing Protocol

AODV [PER97]is built on the Destination Sequence Distant Vector (DSDV) routing
protocok [PER94, HEO0Z2] It inherits the use of sequence numbers and the distant vector
algorithm from DSDV. However, AODMiffers fromDSDV in that itdoes not maintain a

complete list of routem the networkrather it discovers routes only when they are needed.

With AODV, aroute discoveryprocesss initiated when two nodes in the network want to
communicate to each other, but thes@moknownroute between thenThe process makes
useof two types ofcontrol packetsRoute REQuest (RREQ)packets andRoute REHy
(RREB packetsThe source node initiates the process by transmitting a RREQ packet that

! Normally the most recent number is the higher sequence number. However, a sequence number can be reset

if it reaches its limit. Therefe, the most recent number can be lower than a stale one.
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will be relayed by intermediate naglentil it reaches the destination node that responds

with a RREP packeT his process has been discussed earlier in Section 2.3.1.

AODV uses a route error (RERR) packet for route maintenance to cope with dynamic
network topologcal changesOnce a mobile node detects a broken link, the node will
propagate an unsolicited RERR packet to all the nadiesadyinvolved in the route
discovery process. The RERR packatl be relayed until all active source nodes are
notified. Upon receivinghe notification of a broken link, the source node may restart

another path discovery process if a path to tistimkgtion node is still needed.

In contrast tahe DSDV routing protocdhat advertises for route discoveries periodically
AODV initiates a route discovery process only whea route isneeded. Tarefore, the
processing overhead introduced to mobile nodes andutinecessary control traffic
injected into the underlying network as the result of the periodical route advertisements are
preventedvhen tere is ndopological changen the MANET [DIAO6]. However, AODV

has a larger initial latency compared to DSDV. This is because AODV does not obtain the
route to the destination node when needed. It has to initiate a route discovery which

introduces moredelay before the communication can start.

2.3.3.3 Expected Transmission Count (ETX)

ETX [DECO3] metric is a routing metric that is used to fitmv loss rateroutesin
MANETs. The ETX of aroute is the expected total number of packet transmissions
(including retransmissions) required to successfully deliver a packet alongttadt is
computed using #orward delivery ratioand areverse delivery ratiof links along the

route The forward delivery ratio value is the probability that the data packet
successfully delivered at the neighbouring node. fEwverse delivery ratiovalue is the
probability that a node successfully receives a packet from the neighbour node. These
probabilties are calculated by using reply packet Nodes exchange their fres to
neighbours.It is required to wait for START_UP_TIMEseconds, ten nodes can
calculate the delivery ratios fmd the ETX metric of a link.

! Nodes in the network have to wait fSFART_UP TIME before the route can be established, otherwise,
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Here, we will clarify the terms dbrward delivery raticandreverse delivery ratidirst. In

a link betwen two nodes, we pick one node as a focus node. Using the example from
Figure 26, there is a link between notland node] (i.e.12 J). If we choose nodeas our

focus node, the delivery ratio of the link from the focus noenodel (d,. ;) is called as
forward delivery ratio On the other hand, the delivery ratdy.()) from the link from a

neighbouring node of noddi.e. nodel) to nodel will be reverse delivery ratio

When nodel is focusd When nodelJ is focused
Forward Delivery Ratio ReverséDelivery Ratio
(di-9) (di-9)
Reverséelivery Ratio Forward Delivery Ratio

(dy- ) (dy- 1)

Figure 2.6: The difference betweerforward delivery ratioand reverse delivery ratiovhenfocussing at

different nodes.

On the other hand, if we focus on nablenstead of nodé. Theforward delivery ratiois

will be the delivery ratio from the link- 1 (d;. |). Thereverse delivery ratiavill be the
delivery ratio of the lind- J (d,. ;). Since both delivery ratios are called differently when

we focus at different nodes. From now on, we define a node that we focus as an initiator

node.
The procedure of the ETX protocol

In order to make it easy to understand, we use Figiréo describe aw initiator | and
node J find the ETX metric value step by step. The procedure consists of 5 main steps:
generating probe packets, advertising probe packets, calcutatregse delivery ratip

advertisingforward delivery ratig and calculating ETX metrivalue.

the Nodes do not acquire enough probe packets to judge whether the route has a high ovdow deli

ratio. This waiting time is implemented in the real tested base network from [DECO03].
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Initiator node () Neighbouring nodeJj

Step 1:Generating Prok

Packets

Step2: Advertising

Probe Packets <

Step3: CalculatingRreverse

Delivery RatioValue

Step4: AdvertisingReverse —>

Delivery RatioValue < d-

Step5: Calculating
ETX value

Figure 2.7: The ETX Protocol Procedures

Step 1 nodel generates probe packep,. NodeJ also generates its probe packst, The
probe packet simply contains information to indicate the origin of the packet. icatdas
a probe packet contains the initiator node IP address.

Step 2nodes broadcast their probe packets to their neighbouring ntfuesstep begins
when a node joins the network. The step will continue until the nodesldav@&etwork.
The rate of thdroadcasting probe pack@ROADCAST_RATES 1 probe per second (as
specified in the original ETX specification [DECO03]).

Step 3 afterinitiator | receivedthe first probe packsfrom nodel for START_UPTIME

seconds, nodkewill be able tocalculateareverse delivery ratioalue (i.e.d;. |). Thed;. |

is calculatedfrom the receiving_ratedivided by BROADCAST_RATHas shown in
Equation 2.1)

i QL QR'RAQD Qb @& ‘ Equation 2.1

The receiving_rateis the number of probe packetsat nodes receivedn_prob@eceive
within the lastSTART _UPTIME second. The recommendeSTART_UP_TIMBvalue is
15 second(asdescribedn the original ETX tesbed [DECO03])

If we set the value o5TART_UP_TIMHigh, the ETX value will be more accurate. The

reason is that nodes will need to receive more probe packets to have the same
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receiving_rate In other wordsn_probe.ceiveneeds to be higher Wh&GTART_UP_TIMEs
higher, so thatreceiving_raé will be the same. If nodes need to wait longer, the

receiving_ratewill be more mature, thus more accurate.

At this step, nodel will also calculate itsreverse delivery ratiad,. ;). This reverse
delivery ratioof nodeJ is actually aforward delivery atio of initiator I. In other words,
initiator | now has itsreverse delivery ratiqd;. |), but nodeJ has nodel6 gorward

delivery ratio(d;. ,).

Step 4 nodes exchange itsverse delivery ratiovith neighbouring nodes. Once initiator
recei v e srevarsedelivery dasdd. ;), it will store this value as itforward
delivery ratio(d,. ). In a similar way, nodéwi | | st or evensendeliveryaatico r

(d;. ) as itsforward delivery ratio

Step 5 now nodel and nodel have bothd,. ; andd;. . The ETX metric of the link

between | and JR J) can be calculated by,

o'Y&dy —m— Equation 2.2

Please note that Equation 2.2 is used to find the ETX value of one link betwednandde
nodeJ in a routein a homogeneous sensor netwdkk a route is constructed from several
links (for example, route from source nofi¢o destination nod® may be constructed

from S° AC BC ..0 D), the ETX value of thisoute is the sum of the ETX metric values of

all the conprised links. It accumulates the ETX metric values of each link from the source

to the destination noddf. the routeS° D consists of the links betweeérandJ, the ETX

value oftherouteS® D will be

O"Y® BO"Y& Equation 2.3
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Routes with higher ETX value are likely to have more hops. The routes with more hops
might havehigher loss ratelue to interference between hops of the same path [DECO03].
So, routes with a lower ETX metric value have a lower possibility that a packetewill
lost. In a route selection process, a route with a lower ETX value is more preferable

The ETX protocol considers a link asymmetry by calculatingelierse delivery ratiand
forward delivery ratioin both diretions. This is different from théODV routing
protocol. These typical routing protocols normally assume that the links are symmetric
which is not always true in wireless networks. Many real world wireless links may be
unidirectional. It may be because of the uneven transmission power ostanletbetween
nodes. A link asymmetry is one of the unique challenges in wireless communication which
many routing protocols do not address. However, the ETX protocol does address this
challenge by considering the delivery ratio on both directions.

In anideal case, two nodes may receive all probes between each other without missing a
single probe. The delivery ratios of both upstream and downstream will be 1. The ETX
value of this link is then calculated as 1/(z). All of the data packets sent thréuthe

link are predicted to be delivered successfully. Thus a route with the lowest ETX value

(the best in terms of both delivery ratios) is more preferable in a routing decision.

In reality, nodes may not receive all the probes. The delivery ratios candee 1. This
increases the ETX value. In the worst case, the link is broken and no probe packet is
delivered. The ETX value will be considered as 10,000. It simply indicates that this link is
not available.

The ETX approach also considéin® hop counin aroute. A route withalower hop count
has alower loss ratethan a route witha higher hop count due to two reasons; the
interference between different links of the same route [BER87] and the risk of losing

packets in a wireless communication.

However routes with a higher number of hops with all perfect links may not always be
more preferable than a route with dossylink. By using the following situation as an
example, a source node may choose a route to send its data awayaremmunication,
when there are two routing candidates. The first is a dmoperoute with perfect links

(lossless). Its ETX value is 3 (from 1+1+1). The other route is éhopeaoute with a 50%
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delivery ratio. Its ETX value will be 2. The routing decision of the ETX aagn will

choose the second route. For the first route, the source node has to wait for the 2nd and 3rd
intermediate nodes finishing their forwarding in order to avoid collision. On the other
hand, the second route could providelower lossrate. The sowe node can simply
retransmit when a packet is lost. Although the ETX approach takes the hop count into
consideration, it still relies on the ETX sum of a route to selagtes tending towards

lower loss rate than alternative routes.

2.3.34 A Trust-basedRouting Protocol (TRP)

A trust model was initially introduced in computer netwsotky [YAA94]. It was
developed and modified for a MANET context BET94]. The original model makes it
possible to take into account various types of trust relatiotige routing functions idow

mobility MANETS. The experiences that a node observes from another node are expressed
in a trust value. The trust value can be calculated by monitoring, assessing and quantifying
the truthfulness or the reliability of a neighbowgrinodewith which it is associated. A
Trustbased Routing Protocol (TRPXUEO4] provides a routing algorithm based on trust

models.

Here, adirect trust value is derived from positive and negative direct observation
experiences between two neighbouringde® Each mde passively obsersethe
behavious of its neighbous without using anyinteraction with other nodes. All direct
trust values are initialised to 0 by default. However, nodes are free to initiate trust values to
someothervalues if they have some pestablished trust relationships. For example, if
nodei knows nodg prior joining the network. Nodiemay initialise the trust value of node

j to 0.5. This helps nodgto become more trustable on nodthan other new incomgn

nodes.

The trust value of nodée on nodej is derived from the total number of positive and
negative experiences that nadabserves on node A direct trust valugange between 0
and 1.If nodej always behaves well, its direct trust value will evatlyy increase up to.1

If nodej is moderately malicious, its direct trust value is likely to be stalbihodej is

malicious, then its direct trust value will mediately become untrusted (0
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The trust models can be used to detect a malcimde whith may not deliver traffic
properly. They might drop a packetodify a packetor impersonate other nodes. If a
mobile node detects that their neighbours have any of the behaviours mentioned above, the
node will reduce their trust values. The trust valolesisbehaving nodes will be very low

if they consistently misbehave. As a result, these misbehaving nodes will be ignored when
routing decision are being made. In other words, nodes with very low trust values will be

excluded in a chosen route.

2.4 Security Threats and Attacks

After we understand how routing in MANETSs work, this section we discuss about security
threats and attacks in MANETS. Since our aim is to design a routing solution efficiently, it
is important to understand how securityetats and tseacks may affect the performance of

a routing function.

Generally, securityhreats and attacks can be classified into passive and actilesdtiaa
passive attack, an attackattemptsto gain unauthorisedccess taconfidential data by
monitoring orcapturing data transmitteal/er the network without disrupting theetwork
operation. Examples of passive attacks in ad hoc networks include eavesdropping, traffic
analysis and traffic monitoring. These types of attacks do not significantly affect the
routing operation of the underlying network, but they can be a prerequisite for an active
attack. Active attacks, on the other hand, could cause more disruptions to the underlying
network operations. This is because, in an active attack, the attacker tle=r tinject,

delete or falsify authorised data, e.g. routing information. In add#ecyrityattacks may

be further classified into internal attacks and external attacks depending on the origin of an
attacker. If an attacker is an insider of a comitation group, domain or network, then

the attacks launched by the attacker are usually called internal attacks. On the other hand,
if the attacker is not a valid member of the communication group or network, the attacks

are referred to as external attacks

MANETSs are vulnerable to many types of threats and attacks, which may occur at different
layers in the OSI model. As this chapter focuses on security issues associated with routing

in ad hoc networks, the discussidrere aren the threats and attacks muting protocols,
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i.e. thenetwork layer of the OSI model. The following section provides an analysis of how

these attacks may be performed on ad hoc network routing protocols.

2.4.1 Eavesdropping Attacks

Eavesdrop or interception attacks are a formpassive attackThey occur when a
malicious node intercepts messages sent between legitimate mobile nodes. The messages
can either be routing information or user data. By intercepting user data, a malicious node
may be able to learn some sensitive infdioraabout the users. However, if the malicious

node intercepts routing information, the malicious node could analyse the underlying
network infrastructure and traffic structure, launching further attacks and/or compromising

data and location privacy.

IPSec [SSL3 X509 is an exemplarsolution which can be used to protect the
confidentiality of user data against this attack. Eavesdropping may not directly affect
network operations, but it is often a prerequisite for more advanced attackdaekdpole
attacks which will be discussed further in Sectiart.8

2.4.2 Message Dropping Attacks

Message dropping attaxkXIEOQ8] are a type of denial of service (DoS) attackn this

attack, a ralicious node discards messages whach expected tobe forwarded to its
downstream neighbours. These attacks may be performed with the intention of disrupting
the underlying network operation or reserving resouregs ggower or bandwidth) for its

own us€. The malicious node may choose to discard all the incoming ness@agvhich

case, the node is calledbiack hole node), or drop them selectively (calledray hole

node). Message dropping attacks are difficult to detect. This is because the attack
resemble the same behaviour as that exhibited when a legitimate switlehes between
online and offline modelXIEQS].

! This can be called a selfish node (Section 2.4.9).
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Message dropping attacks affebe network availability. Since messagere dropped,
network service may be disruptedAnother typical outcomef the attackis that it will

reducethe performances abuting protocad andof the network. For examplée average
network throughput and packegliveryratiowill be reduced as the result of the attacks.

2.4.3 Message Modification and Fabrication Attacks

In a message modification and fabrication attackadicious node modifies amgoming
message or fabricates an invahdessage, before injecting it into the network. If no
integrity protection measure is taken, such attacks on ro(gorgrol) packetgould lead
to delays in establishing routes evenfailures in routing operations, which, in turn, can

result in network flooding, routindisruptions and/or DoS attacks.

24.4 Delay Attacks (Jellyfish Attacks)

Sometimes a mobile node with a malicious intention may not drop routing packets
directly, but réher delay or disorder them before forwarding themTdreseattacks will
adversely affect routing efficiencie¥hey decreas endto-end average throughputs and
causing network congestiopAADO7]. The problems caused can be meegere for real

time or celay-sensitive applications. Another consequence of these attacks is that they can

cause buffer overflows at mobile nodés\DO04] thus leading to higher packet loss ratios.

2.4.5 Replay Attacks

In a replay attaciWINO5], a malicious node retransmits prawsly capturedrackets
Encrypting routing information packets may not be sufficient to thwart this attack, as an
attacker does not need to know the contents of the packets in order to launch such attacks.
Attackers may use these attacks to adseréin ivalid stale route (i.e. by broadcasting a
previously captured routing packet) causing routing delays or even disruptions.
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2.4.6 Impersonation Attacks

Impersonatiorettacks are also called spoofing attackssuch attack, analicious node
presents itself withan identity of another node in the network. This attack is one of the
preparationstepsin the process of conducting anotlegtack.For example the attacker
may use a message modificatamtackto blackmaila victim node. As a result, other nodes
may believe that the victim node smalicious nodeand to exclude the node in routing

operations

2.4.7 Flooding Attacks

Most reactive routing protocols (e.AODV, DSR) are vulnerable to flooding attacks
during a route dscovery procespVENO09]. A malicious node may repeatedhject mass
bogus messages into the underlying netwofl05]. The bogus messages can be either
false routing packets(g false RREQs in AODV) or false data packets. The purpose of
such attacksis 0 consume network or other nodesoé
disrupt normal network operations and to prevent legitimate nodes from communicating to
each other. Althougthesebogus messages will be eventually droppgdheir destination

nodes, valuable resources would have been consumed by then.

Different from flooding attacks in conventional wired or infrastructural wireless networks,
flooding attacks in mobile ad hoc netwok&ANO7] can be further classified into three

categories: RREQdbding, user data flooding and authenticated message flooding.

1. RREQ FloodingRREQ flooding attacks are performed during the route discovery
process of ad hoc esremand routing protocoleg AODV and DSR routing
protocols). Attackers broadcast RREQ packets containing invalid destination
addresses. Becaudbere are no destination nodes tbese packets, they are
forwarded across the network consoginetwork bandwidth anadthern o d e s 0
resouces without any valid routes ever being discovered.

2. User Data FloodingA malicious node may dispatch streams of (useless) user data
packets to all nodes alorggroute to a victim destination node. This can result in
the depletion of the available neivik bandwidth affecting communication

capability among legitimate mobile nodes.
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3. Authenticated Message Floodinon-secure routing protocolé.g. DSDV and
AODV) use a forwardingirst approach to routingWWANO7]. With this approach,
intermediate nodedo not verify incoming messages before forwarding them to
their downstream neighbours, so these protocols are vulnerable to RREQ flooding
and data flooding attacks. To overcome this weakrsgjre routing protocgl
e.g. ODSBRIAWEO3], have been propodeThey employ a flooding suppression
mechanism that requires each mesdageesigned by its originator, and verified
by each of themmediate dowrstream neighbourg node before being forwarded
on along the route. This approach prevents bogus messamasflooding the
network, as they are dropped by the fliep intermediate node from the malicious
node. However, according to the study[@®@URO04, verifying a signature that is
generated using the elliptic curve algoritHdOH99 and with a 16€bit key
typically takes up to a few seconds. If a malicious node sends a large number of
signed messages into the underlying network, the nodes neighbouring with the
malicious node will be busy with verifying these messages causing massive delays
in forwarding Egitimate messages. In this case, we say these nodes are suffering
from an authenticated message flooding attack. In other words, for protocols using
this authenticatioffirst approach[WANO7], malicious nodes can still bombard
some intermediate nodes willogus authenticated messages though it is difficult
for them to launch flooding attacks with RREQ packetsdata packets. The
outcome of authenticated message flooding attacks is that if the flooded
intermediate nodes are too busy with verifying thecitimessages, their bufter

will soon overflowand caus@acket loss.

2.4.8 Black Hole Attacks

The black hole attack|DENOZ is one of the welknown security threats in ad hoc
networks. Routing protocols such as AOPRER97 and DR [JOH96] are vulnerabli®
this attackso for clarity, we now explain the mechanism of bteck hole attack using the
AODV protocol.

Black hole attackkavetwo properties. First, a black hole node exploits an ad hoc routing
protocol (e.g. AODV) by advertising itself as havingalid route or the best route to a
destination node, even though the black hole node does not have a route. The intention of
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the black hole node is to intercept packets. Second, the black hole node may drop the

intercepted packets wrder to interrupt th network operations.

Typically, ablack hole attack is performedith three stepsthe eavesdroppingmessage
modification and dbrication, andnessagedropping attackFigure 2.8 shows the usual

steps taken by a malicious node when it launeli#ack hole attack.

The malicious nodéd s i status i ¢ Steps of the
No Route has been established attack
4 v )
Attack Gather network infrastructure, topology or routing Using
Step 1 information in route discovery phase Eavesdropping Attack
- J
4 v I
Attack Luring/attracting the traffic to go through the malicioy UsingModification and
Step 2 node Fabrication Attack
- J
A
Routes are established via the malicious node
A .
Attack Launching an active attack UsingMessage
Step 3 Dropping Attack

Figure 2.8: The Black Hole Attack Model

Attack Step 1 Eavesdropping AttackIn order to launch black hole attack, a malicious

node neeslto first establish itself as a relaying router for the traffic, i.e. it needs to take
control ofthetraffic flow. As a route is established through a route discovery process, the
malicious node will wait for a legitimate node to initiatgoute discovery process. As
RREQ packets are transmittadross thenetwork, the malicious node can intercept and
modify these RREQ packets regardless of their intended destinations, and/or fabricate
RREP packets if necessary. The purpose of this a#testep 1 is to attract, as much as

possible, future traffito beforwarded via the malicious node.

Attack Step 2 Message Modification and Fabrication Attagks mentionedabove once
RREQ packets are intercepted, the malicious node will modify them and/or fabricate the
reply packets in order to establish itself as a tatgtying node along a valid route, or to

advertise itself as part dhe shortestor a betterroute toa destination nod¢RAMO3].

51



There are two possible ways of doing this: (1) by modifying RREQ packets (as shown in
Figure2.9), and (2) by fabricating RREpackets (as shown kigure2.10).

(1) Divert traffic by RREQ Modification

Legend
e Source node
/ T‘@ ‘ Intermediate node n
0 Destination node

1
// Malicious node
x @ — Alink between two nodes
> Legitimate RREQ packet:
4’ \\ 1
-5 2\\ from the source node
— — — —» Modified RREQ packets sent b
2 the malicious node

Figure 2.9: RREQ modification

Figure 2.9 shows that a malicious node, M, receives a RREQ packet, and modifies it,
possibly withfalse information, before forwarding it on. A commonly seen modification
attack on a distare vector algorithm (e.g. on the AODV protocol) is to modify the -hop
count value. In this case, M replaces the real-¢mmt value contained in the RREQ
packet (wheth is 2) with a zero hepount value. So when Node 3 compares the zere hop
count value contained in this modified RREQ packet (received from M) with the value in
the packet forwarded from Node 2, Node 3 will discard the route via Node 2, and take on
the raute via Node M. This is because, according to the AODV specification, among the
RREQ packets with the same sequence number, the one containing the lowastiritop

will be selected and forwarded to the destination, and the rest will be discarded. In other
words, as the result of this modification attack by M, the legitimate RREQ p&cket
discardedby node 3and the falsified RREQ packet is received by the destination node, D,

and finally a route via the malicious nodesstablished.
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(2) Diverttraffic by RREP Fabrication

Legend
Source node

2 % .

// 1 Intermediate node n
Destination node

Malicious node
—— Allink between two nodes
| Legitimate RREQ packets
1\ 1 from the source node
— — — —» Fabricated RREP packets

sent from the malicious node

Figure 2.10: RREP modification

As shown inFigure 2.10, M does not have a valid route to the destination node, D.
However, upon the receipt of the RREQ packefabticates a RREP packet and unicasts

it back to the source node, S. Like the case in modifying the RREQ packet, this fabricated
RREP packet contains a hopunt value of zero, which can make S to believe that the
route through M is the shortest valid retd D.

Attack Step 3 Message Dropping AttackOnce the route via the malicious node is
established, the malicious node can launch a message dropping attack by refusing to
forward all the subsequent data traffic sent along the route thus disrupting the
communication between S and [@Dptionally, the malicious node may choose to

selectively discarthe data packettaunching the so callerey hole' attackl AGRO§.

The grey hole attack is more subtle than thlack hole attack, as in the former case, the
malicious node may sometimes behave as a decent or legitimate node, and this makes the
detection of thegrey hole node much more difficult. Existingolutions attempting to

thwart counteringthese threats include the work JDENOZ that aims to detect dn
addressa black hole attackcommittedby a single node, andAGRO§ that tries to tackle

the attack committed bynore than onelack hole nodeshat collaborate together to
launchthe attack.Malicious node mayalso analyse the conversation takpigce between

S and D if the underlying traffic is not encrypted.
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2.4.9 SelfishNodes

There is another type of risk imposed the normal operations of MANETS, which is
caused by the selfishness of some of the mobile nodes. As a MANET does not have any
infrastructural support or dedicated gateways or routers to support traffic relay and
delivery in the network, it has to rely on the goodwill and routing support by all the nodes
in the network for effective and efficiemtetwork operations. However, there gde

nodes that are selfish and refuse to relay traffic in order to reserve energy and resources for
their own use. Such nodes are called selfish ngdepassive selfish nodein MANETS.

Though selfish nodegMAROQ] are different from other types of n@bus nodes (e.g

black hole nodes) in that their refusalo relaytraffic is due to selfishness, rather than any
malicious intent, the outcome of such refusals are the same, i.e. the network cannot operate
efficiently and effectively. Thepassiveselfish nodes can further be classified into two

categorises;

(1) Passive selfish nodes that refuse to forward (drop) routing padketseselfish
nodes hide their existendeom their neighbours by droppingllarouting packets they
receive The aim ofthesesdfish nodes is to avoid being included in a communicating path
to support communicatisramong other nodg’OKO06]. Theymay force other nodes to
communicag via a route with an unnecessarily high hop count value increasing packet

delays and decreasing weirk throughputs.

(2) Passive selfish nodes that refuse to forward data padketsselfish nodem this
caseonly forward routing packetsuthfully, but drop data packets. Comparing with the
selfish nodeshat drop routing packetghe selfish nodei this caseare easier to detect as

they show up their existence when forwarding the routing information packets.

For active selfish nodes, they actively make the route through themselves unattractive.
They may use similar techniques as in black hole attatknstead of fabricating a better
routing metric value, the active selfish nodes fabricate a routing metric with a worse value.

So a route which has a better metric value would be selected.
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2.5 The Best Way Forward

Routing in MANETs has been an activesearch area. Although numerous routing
protocols have been introduced for MANETS, there is ninadine solution for MANET
routings. There are many application requirements in such networks. Some applications
might require a high throughput.§.Videoonferencing). Some might need high security
(e.g. Military communication). These requirements (high performance and high security
level) have tradeffs between them. For example, a protocol may be designed with a very
strong encryption algorithm to protecouting information. Although the routing
information may be difficult tdoreakand be eavesdropped, such a strong algorithm may
require high computing power to encrypt and decrypt the data. Since nodes in MANETSs
might not be powerful, it could introduceore delay to the routing operation. On the other
hand, if the protocol has no encryption algorithm or a very weak one, the routing operation
may be faster, but it may not be able to protect the data against security attacks. It is
difficult to find a bahnce between two or more different requirements of different

applications. Therefore, this makes it harder to design a MANET routing protocol.

In addition, MANET routings face many challenges, such as limited resoueags (
processing power, bandwidth, dastorage), node mobility and limited physical security.
The major issues that affect the design, deployment and performance of MANETs may
include medium access scheme, routinglticasting, quality of service provisioning, self
organisation, security, engy management, scalability, deployment consideration
[MICO02]. One of the most important issues in MANET routing is security. The absence of
a central manager, limited resources and shared wireless medium makes MANETSs more
vulnerable to an attack than raditional wired network. In the traditional wired network,
routers within the central parts of the network are owned by a few well known entities and
are therefore assumed to be trustworthy. This assumption no longer holds in MANETS
since all nodes enteg the network are expected to take part in routing. Also links
between nodes are connected using wireless as a medium. Instead of physically tapping the
line, the communication in MANETs can be eavesdropped just by being in promiscuous
mode (i.e. listenig). In addition, the topology in such a network can be highly dynamic.
Traditional routing protocols can no longer be efficient in this case. These entire reasons
can make designing a routing protocol in MANETs much more difficult than the

traditional wirel networks.
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2.6 Chapter Summary

This chapterintroducedthe routing in MANETS. It explagd common processes of
routing in MANETS, and the different approaches whiohlild be used in the MANET
routing protocol. Several popular MANET routing protocelsre also discussed and
explained howthey work. It also gae a discussion about the difficulty in designing a
routing protocol in MANETS. Asurvey of the threats and attacks on MANETS routvag

also discussed in this chaptefhe attacks includesavesdropping attacks, message
dropping attacks, message modification and fabrication attacks, delay attacks, replay
attacks, impersonation attacks, flooding attacks, btad& attacks and selfish nodes. Each
attack requires different security mechanismprevent or detect. Bhnext chapter, we

will discuss on a&ecurity solutiorpurposedo secure th&TX protocol
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Chapter 3

A Countermeasure to Black Hole Attacks in
Mobile Ad hoc Networks

3.1 Chapter Introduction

This chapter presents a solution to coumeck holeattacks in mobile ad hoc networks
(MANETS). Black hole attackareeffective DoS (Denial of Service) attackommitted by
fabricatng routing information attractng packetsto route throughthe attackrs Oncea

black hole node tsgained theontrol over the trafficjt can monitor, alter or drop the
traffic. The ETX (Expected Transmission Coumgasures the delivery ratio of a wireless
link so that a routing solutiocanuse the metric to find roudewith alow packet lossate
However, the acquisition of an ETX metric valu@pento abuseThis chapter describes a
solutionto counter the black hole attacks on the ETX metric acquisition pr@medaring

the route discovery phaseJhe solution $ called the Secure ETX (SETX) protocol.
Instead of allowing individual nodes to advertise their respective delivery ratios and
acquire the metric values from other nodes (as in ETX) at will, the protocol allows nodes
to measur e nei ghlicealy. Simulator tesuiseshow that ¢his noved
protocol can provide a marked improvement in network performances in the presence of
black hole attackshat fabricate routing informatiorand it can do so with a negligible

level of additional overhead.

This chapter is structured as follows. Section 3.2 analyses security attacks on the original
ETX protocol. Section 3.3 discusses our design of the SETX protocol. Section 3.4 analyses
security attacks on the SETX protocol. Section 3.5 reviews existingoss@ub counter
black hole attacks and compares the SETX protocol with the existing solution that was
designed to counter black hole attacks on the ETX protocol. Section 3.6 evaluates the
protocol using simulation studies. Section 3.7 discusses limitatiotine SETX protocol,

and finally Section 3.8 concludes the chapter.
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3.2 ETX Security Analysis

This sectiondiscusse how ETX can be vulnerable to security attakcluding how
security attacksnay be performedand the implications of the attackBhe discussion
focuss on the attacks on the original ETX protocol specification [DEE0Bhere are
threeattackcases: Case 1: advertising a fad¢sifforward delivery ratio Case 2: modifying
BROADCAST_RATENd Case 3: impersonation attacks.

3.2.1 Case 1: Advertising aFalsified forward delivery

ratio

In this attack, a malicious nod#), falsifies aforward delivery ratioin an attempt to
modify the ETX metric value. Depending on the purpose of the attack, the malicious node
may modify the actualalue of theforward delivery ratiointo a higher or a lower value.

The procedure and the purposes of the attack are discussed below.

Figure 3.1: Advertising a falsified forward delivery ratio- Step 1,nodes advertise their probepackets

Step 1 Initiator | broadcasts its probpackes (p) to its neighbouring nodes, including
malicious nodéM and neighbouring nod& (shown in Figure 3.1)in the meanime, nodes
M andA also advertise their prolpackes to initiatorl as well (.e. py andp,). Initiator |
calculats reverse delivery ratiofor the link fromM to | (dw- ;) and the link fromA to |
(da- 1), respectively The reverse delivery ratiogre calculated from theeceiving_rate /
BROADCAST_RATEee Equation 2.1)

! To avoid repetition, we will not discuss the procedure of the ETX protocol in this section (see Section

2.33.3for the details of ET>protocol).
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Figure 3.2: Advertising a falsified forward delivery ratio- Step 2, node M advertises a falsifietbrward

delivery ratio™_ ) to|

Step 2 Initiator | requests théorward delivery ratiovalues for the link from initiator to
node A (i.e. di. »), and the link from initiatorl to node M (i.e. d. m) from the
corresponding neighbouring nodes shown in Figure 3.NodeA sends a truthfudl,.

value. However, nodsl may not be honest (e.g. it may want to be selectadwe). So it

| calculates ETX
value

Step 3

advertises a falsified,. y (called_ ).

Figure 3.3: Advertising a falsified forward delivery ratio- Step 3, nodd calculatesthe ETX values

Step 3Initiator | now hasd,. xandd,. v values.Figure 3.3 shows that initiatbrcalculates
the ETX values for thee links based ond,. o and d;. y values The ETX metric value
calculatedor the link between initiator and nodeéA (i.e. 12 A) is a truthful value as node
A is an honest node. However, the ETX metric value of the link between initiatod

nodeM (i.e.12 M) is nottruthful. This is because nodw fabricates thé&X. value.

! Taking nodd as the initiator nodegverse delivery ratial,. | of nodel is calculated by nodkitself at

Step 1, buforward delivery ratiod,. 5 of nodel is calculated by the neighbouring nolat Step 2.
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Here there are twasubcases.In subcase 1(i.e. Case 1)1 nodeM advertiss a better
‘. valuethan the actual value, and in scdise 2 i(e. Case 12 node M advertisea

worseQ.  value.
Case 1.1NodeM advertises &,. \y value that is better than the actual value.

Node M wants to beincluded erroute. It falsifies routing informatioby modifying a
routing metric value in order to be included-esute. In this case, Nodd advertises a

. value that is better than the actual value. As the ETX value is calculated from
Q. andQ . , the resulting ETX valuavill be bettef than the actual value. A better
ETX value will give nodeM a better chance to be selectedreute. If the malicious node

is included erroute, it can take control over the traffand can launch attackée.g. by
droppingdata packetto interrupt the communication as discusseSiacation2.4.2).

Assuming thatBROADCAST RATHEs 1 probepacketper secondDuring the last 10
secondsinitiator | has broadcast 10 probe packets. Sagé\A has receive@ out of the
10 probe packes from initiator I, andnode M hasreceival only 5 probepackes from

initiator I. So hereceiving_rats of nodeA and nodeM are0.8 and 0.5 probpackes per
secondrespectively. Then thiarward delivery ratiofrom initiator | to nodeA (i.e. d;. a)

will be receiving_rate / BROADCAST_RAHE0.8/1 = 0.8 and similarly di. » will be

0.5/1 = 0.5In the meatime, initiator | receives all the probegackes sent by nodé and
nodeM, so bothda. janddy. | will be 1 (i.e.receiving_rate= BROADCAST_RATE

When initiatorl requests théorward delivery ratiofrom nodeA and nodéVi, node A will
send the actual valugf d,. A (i.e. 0.8) to initiator I, but nodeM will not senl the actual
valueof d;. v (i.e. 0.5). Rather, 1 sends a fabricated valusay1.0to initiator |. As the
ETX values of thelink 12 Aandl? M are calculated by 1 A( A %X da- |) and1 / (d. m %
du- 1) (from Equation 2.2, respectively,iie ETX valus of the linkl4 A andl? M will be
1/(0.8x1)=1.25antl/ (1 x 1) = 1As a lower value of ETX is preferrethitiator | will

sekct the malicious node M aoute becausthe ETX value of the link& M is better than

! The lower the ETX metric valumeans the better the link capacity as measured by the ETX metric (so, in

this thesis, we say the better the ETX metric value). A lower ETX value indicates that either or both

delivery ratios are higher.
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the ETX value of the link4 A. Thiswill give nodeM the opportunityto monitor, drop or

modify the traffic that passes through it.
Case 1.2NodeM advertises d,. y value that is worse than the actual value.

This is opposite from the previous case.this caseNode M is selfisH, it wants to be
excluded from the routeselection to preserveits resources (e.g. battery power,
computational power)So node M falsifies thdorward delivery ratio(i.e. di- ») with a
lower value. Since théorward delivery ratiois lower, the ETX metric valubecomes

worse As a result, initiator maynot selechodeM in the routing decision

In some cases, a selfish node mayéasd of the route with fower or the lowest loss rate

If it fabricatesa lowerforward delivery ratig the roué may not be chosen (i.e. a route
with a higher loss ratenay be chosen)in the worst casethere may be only 1 route
available to a destination node. If the selfish node is located en route, andséliisg
say switches itself off or reports that the link is unusalidlg &dvertisinga zerod,. v

value), tha theewill notbe any route to the destinatjarausing network partitions

These attacks (i.e. Case 1.1 and Casedate2possibldecause the ETX protocol allows a
neighbouring node to calculatf@ward delivery ratioandto advertise it to the initiator
nodewithout any measure to ensure that the advertised value is trutfduhwart these
attacks the Secure ETX (SETX) routing protocolgsposed The protocokhifts the task
of calculat n g aforlardnd&lidesy ratiofrom the receiving (i.e. neighboughnode to
the initiator. It requires the neighbouring node to return probe messages contained in the
probe packets they received. The SETX protocol also introduces anboiéchanism to
ensure that it is hard for the neighbouring node to forge the pnebsages. Based on the
returned probe messages versus those sentheuinitiator node calculas both reverse
delivery ratioandforward delivery ratio The detailed of the protocol will be discussed in
Section3.3.

! This behaviour (i.eavoid be included in a routing activity) is called selfish attack (See Section 2.4.9).
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3.2.2 Case 2: ModifyingBROADCAST _RATE

Another way tofalsify an ETX value is by modifying thBROADCAST_RATBNhen a
malicious node modifies this value, the initiateill receivea varied number oprobe
packets(more or fewetthanit is supposed to reca) Thereceiving_rate(i.e. the rateat
which initiator | receives probgackes from node M) will also change. Asdy.  is
calculatedusingreceiving_ratedivided byBROADCAST_RATHly.- | will be falsified as
well. As a result, the ETX metric value will Belsified (higher orlower than the actual

valug. The procedure of this attack is further explained below.

Step 1

Figure 34: Modifying BROADCAST_RATE Step 1, initiator I and nodeA broadcast probepacketsat
an agreedrate, BROADCAST_RATE

Step 1 Initiator | broadcasts its probep ) to its neighbouring nodes, including nokle
and nodeA (as shown in Figure 3.4Meanwhile, nod@ also advertiseis probes (i.epa)
to initiator I. All the (honest) ndes broadcasttheir probes at an agreed rate of
BROADCAST_RATHRvhich is a legitimate behaviour.

¢‘

.
m A4
.

Step 2

Figure 3.5: Modifying BROADCAST_RATE Step 2, nodeM modifies BROADCAST_RATEand

broadcasts probepacketsat an illegitimate rate.
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Step 2: However, nodeM does not broadcast prolgacketsat the agreed rate of
BROADCAST_RATEhown as a dotted line in Figure 3lttmay modify this ratéo serve

its purpose- selfish attacksor black hole attacks. The details of these attacks on

BROADCAST_RAT&re explainedbelow,
| calculategeverse @
delivery ratio

Step 3

Figure 3.6: Modifying BROADCAST_RATE Step 3,Initiator | derives an incorrectreverse delivery

ratio.

Step 3nitiator | calculates an incorreotverse delivery ratigQd . ) as shown in Figure
3.6.

Here nodeM modifies itsBROADCAST RATH:his will lead to the modification of the
delivery ratios of the links in thdirectionfrom nodeM to its neighbouring nodes. In our
example, this will reduce the values'@f. and{ . (Case 2.lor increase the values
(Case 22). It is worth noting thatHhe delivery ratios of the links in thether direction(i.e.
di. m andda- v) will still be truthful.

Case 2.1 ReduceBROADCAST_ RATESelfish attacKs

Node M reduesthe BROADCAST RATHEalue, and advertises its probe packets at this
reduced rateSo initiator | will receive fewer probgackes. Initiatorl may believethat
this is due to poor channel conditiofi$e reverse delivery ratiq . ) calculated byl
will be lower than the truthful valueAs a result, the ETX valuef the link will be worse

than the actual value.

BROADCAST_RATEan be as low as @ zero valuemeanghatnodel has not received
any probe packets sent B. This could mean (ady! has broadcast some probe packets,
but none of them has reachedl t@ihis case is less likely if the number of probe packets
broadcast is sufficiently large), or (M) has not broadcast any probe packets, emay
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be running out of battery power or leeswitched itself off to preserveits resources. Té
last casas called passive selfish attacisee Section 2.4.9No nodes can communicate
with them until they switch themselves back ©he wireless link through this node is not
usable. The initiatod will need to find another route if it still wants to establish a

communication channel.

In addition to passive selfish nalanactive selfish node @snot switchthemselveff,
but ratherit broadcasts probgacketsat amuchlower rate resulting ina poorETX value
for the link If the metric value is worse thdhe values obther routing candidates, the
route containing theselfish nodewill not be selectedThe initiator may seleca sub

optimalroute.

A countermeasure to the selfish attack®igge a trust mod€KIEO8] to encouragall the

nodesin the networko actively participate irthe routing operations.
Case 2.2Increas6BROADCAST_RAT@Black hole / Flooding attacks

Node M wants to be included emute. It increasesBROADCAST_RATEto
BROADCAST_RATa@at his end, i.eM broadcasts probe packets at a rate higher than the
rate that has been agreed wiithn this case, the number of probe packets receiveld by
(i.e. thereceiving_ratemeasured bynitiator I) will go higher. The revers delivery ratio

(. ) andthe ETX valuewill also be better. As long as the resultireyerse delivery
ratio (0 . ) is less than or equal to 1 (e.g. when the link condition is lousy, and when
there are a sufficient number of probe packetsdasig transmission) anas long as the
resulting ETX value for the link ibetter than the valgemeasured for other candidates

Initiator | will select nodeM en-route.

However, f the link condition isgood, the use ofBROADCAST_RATEmMay lead to
receiing_rate being larger tharBROADCAST _RATEand the reverse delivery ratio
measured by initiatol being largerthan 1(asreverse delivery ratic= receiving_rate/
BROADCAST_RATEIn this case, theeverse delivery ratiowill make the ETX value
better (a€ETX value =1/ (reverse delivery ratio x forwarding delivery rajjo Initiator |
should notice that something is wrong with theerse delivery ratioalue. It should avoid
selecting this route. Howeverc@rding to the original implementation of the ETX

protocol [DECO3], there is no evidence that there is a mechanism to detect whether the

64



reverse delivery ratio is higher than 1 or n8ut if the initiator | follows the protocol
specificationstrictly, this route should be selected as it should have a better ETX value

than the other candidates.

It is worth noting that, in addition to (illegitimately) increasing BROADCAST_RATE
by M (i.e. Case 2.2), there is another case whereeherse delivery rationeasured by
initiator I may gohigher than 1j.e. whennodeM is a victim of an impersonation attack.
In this case, mother malicious node impersomnateodeM by broadcasting probgackets
using Mo s i dWithout any protective measur@itiator | will not be able to
differentiate the probe packets sent by the impersonator from thosévirgks a result,
the reverse delivery ratiowill be higher than 1. Thigase, denoted &ase 3is further

discussed in the next section

3.2.3 Case 3: Impersonaion Attacks (Active Selfish
Attacks)

The purpose of this attacktise samess that described in Case 2.1 (i.e. sedfish attack).

In this attack, a malicious no@delvertisesprobpac ket s using anot her
usinginitiator I's idenity) in an attempt to increase the ETX value of a link via another
node so as to prevent itself from being chosen by the initiéier following describes the
process of this attack

Figure 3.7: Impersonation Attacks - Step 1, nodes advertise their probpackets

Step 1linitiator |, nodeA and nodeV advertise their respective probe packstown in
Figure 3.7)
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Step 2

Figure 3.8: Impersonation Attacks - Step 2, nodeM advertises a falsified probepacket (mm) to NnodeA.

Step 2 NodeM impersonates initiatdrby advertisingorobepackes usinglo &lentity (n°)

to nodeA (shown in Figure 3.8)NodeA will receive two sets of probe probes. One set are
genuine probe packets that are sent by initidtoand another set are falsified probe
packets that are sent byl. However, as the ETX protocol does not provide origin
authentication, s@ would regard bt sets ofprobepackes as frominitiator | when A
calculates théorward delivery ratio(d,. ). As a resultA will derive aninflated forward

delivery ratiofor the link froml to A(i.e. . ).

Figure 39: Impersonation Attacks - Step 3, nodeA sends a falsified forward delivery ratio ®_ _) to

initiator 1.

Step 3when initiatorl requestforward delivery ratiofrom nodeA, nodeA sendghe

incorrect(i.e. inflated)forward delivery ratio(C. ) to initiatorl (shown in Figure 3.9)
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| calculates ETX
value

Step 4

Figure 3.10: Impersonation Attacks- Step 4, nodeA sendsthe inflated

forward delivery ratio ("™, _) to initiator I.

Step 4 initiator | calculates an ETX valuéshown in Figure 3.10)Since’¥. is not

truthful, the calculated ETX metric value will not be truthful too.

As discussed in Case 2.2 abovethe link betweenl andA is sufficiently lousyto bring
t he Fevers& delsvery rati@own to less thaor equal to 1and if the resultingETX
value of the linkbetweenl andA is betterthan the ETX value for the link visl, nodeA
will be chosenln this way,nodeM can avoidperformingthe routing operatia

However if the link is in a good conditiothereceiving_ratemeasured ah will be higher
thanBROADCAST_RATHn this case,lte d;. o value will belargerthan 1. NodeA will
realise that something is wrong in this ETX calculatidmmay believethat initiator| is
malicious as A may believe thal hasincreased thBROADCAST_RATIEN its end
However, in this case, initiatdrdid not increase thBROADCAST_RATEHt wasnodeM
who impersonatd initiator | and increasithe number of probe packets receivedAyn
other wordsin this casenodeA can detect thahere are some fraudulent activities in the
network butA cannotpin down who is the perpetrator

3.24 ETX Security Analysis Summary

It can be seerfrom the above discussiortbat the original ETX protocol is vulnerable to
a numbeof security attacks. If we categorise sbattacls by their purposes, we can group
them into two maircategoris: black hole attacks, and selfish attacks as shovingure
3.11
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Securityattacks
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Black hole attaks Selfish attacks
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Case l.1 Case 2.2 Case 1.2 Case 2.1 Case 3

Figure 3.11: Categorisation of Security Attacks onthe ETX protocol

For the black hole attacka,malicious node wastto be included emoute to controthe
traffic. It may advertise a falsifiedorward delivery ratio(Case 1.1) or increase the
BROADCAST_RATKECase 2.2) These malicious actions will lead to a falsified ETX
valuethat isbetter than théruthful value. Thisbetter ETX value can givéhe maliciaus
nodea better chance to be selectedremte Once being selected, ¢an launch further

attacks (e.gpacketdropping attacks).

Selfish attackson the other hand, lead &m oppositeoutcome fromblack hole attacks.
Selfish nodesavoid beingselectedby advertisng a lower forward delivery ratio(Case

1.2), decreang BROADCAST_RATHKCase 2.1), ardr impersonahg the identity of
another node when sending thembe packet (Case 3).Theseillegitimate actionswill

reduce the ETXnetric valueof the route containing the malicious nodfethis value is

lower than the ETX value of another route, then the other route will be chosen (though, in

fact, the route containing the malicious node performs better)

From the above analysighe original HX protocolis vulnerable to a number of security
attacks. This is largely due to the fact that the protocol reqgaimsighbouring node to
calculate and advertisefarward delivery ratioof the link between an initiator and the
neighbouring nodeThereis no mechanism for the initiator node to verify whethrenota
receivedforward delivery ratiois truthful. This gives a blackhole nodeor a selfish node

an opportunityto fabricate and advertise falfgward delivery ratia to its neighbours.
The nex section describes rrew countemeasure tdhe black holeattack i.e. theSecure
ETX (SETX) protocol The idea used in the design of the SETX protocol is that, rather
than letting a neighbouring node to generate and adverts®vard delivery ratiofor the

link, the protocol requires the neighbouring node to return the probe packets received from
an initiator node back to the initiator, and the initiator to calculatddiveard delivery

ratio based on the returned probe messages versus those sémttlostway, it is harder
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for a neighbouring node to forgd@ward delivery ratig as, for doing so, the node would

have to provide the necessary probe messages.

It is worth noting that the proposed SETX protocol is not designed to address the issue of
selfish attacks. An effective countermeasure to selfish attadksuse a trust model (see
Section 23.3.4 for more detaildp encourage selfish nodesdatively take part imouting
operations.

3.3 The Secure ETX (SETX) Protocol

3.3.1 Protocol Overview

The SETX protocol isdesigned to counteecurity attackslescribed inCase 1 in Section
3.2.1. Asdiscussed in Section.A1, he forward delivery ratioacquisition of the ETX
protocol is subject to abuse, so thesign of theSETX protocolwasfocusel on securing
the acquisition offorward delivery rati@. Instead of allowing a neighbouring node to
calculate and advertisgeeforward delivery ratioof the link connecting an initiator and the
neighbouring nodethe protocol introduces a mechanison the initiatorto measurehe
delivery ratioitself.

Protocols Reverse delivery ratio Forward delivery ratio

ETX An initiator node calculates itself. Neighbouring nodes calculate and adver

the value to the node.

SETX An initiator node calculatesself. An initiator node calculates itself.

Table 3.1: The comparison of ETX and SETX protocols

There are two main differences between the original ETX protocol [DECO03] and the SETX
protocol presented here. The first difference is that, as described above, in the original
ETX methodaforward delivery ratios calculated and advertised bypeighbouring node

butin the SETX protocolthe forward delivery ratiowill be calculated by an initiator node
itself. This means there will be norward delivery ratiosent from neighbouring nodes

anymore.
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The second differenckes in how probe packes are processed and used. In ETX, an
initiator generateprobe messages amdoadcastshem usingprobe packetd. The node

does not store the probe messages once they are broddeaseighbouring node of the
initiator only record the number of probmesages or packetgceived;it doesnot store

the probe message anetransmit them. However, in SETXthe initiatorgenerateprobe
messages anbroadcastgdhem using probe packets, and it also records all the probe
messages that have been broadcast. It wse these probe messages to verify if the
neighbouring node has really received them, and if so, how many. These statistics will be

used by the initiator to calculate tfeeward delivery ratiofor the link.

Here is aroverview ofthe SETX protocolTheinitiator | broadcasts prob@essageto its
neighbouring nodd. Node J then sends the prolmessage back to initiator | taonfirm

that it hasreally receive the probemessage from initiatorl. Initiator | then checls the

number ofprobemessagetha arereceived from nodd and are identical to thosentby

the node itself.Based onthe number ofpositively verified probemessage node J
calculatesaaforward deliveryratoThi s cal cul at i onprabéemessagg ar d s
that are too olg missingo r do not match with those se
messagesthe lower the resultingorward delivery ratioand the worse the ETX value

With this techniqueto inflate (i.e. to maliciously increase) thmward delivery ratiofor

the link, the neighbouring nod&vould have to forge and return a series of probe messages
that could pass the check performed by the initidtmwever, to employ this technique,

each node is required to record/steveryadvertised and received proimessages

To store both advertised and received praiessage two types of buffers angsed an
Advertised Probe BufferAPB) anda Received Probe BuffeRPB. APBis a probe buffer
used to store probmessage that have been advertised, &fBis used to store eéhprobe

message received from a given neighbouring node.

! A probe message is a content contained in a probe packet. It will be discussed further in Section 3.3.
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Figure 3.12: The use ofAPBs andRPBsin the SETX protocol

Typically, a node will have onAPB, used tostore the probemessage advertised by the
node itself, but sever&PBs one for each neighbouring node other word, éRPBis

used tostore the probe messages received from a partiaudgghbouring node. The
number ofRPBs maintained at a node is determined by the number of neighbouring nodes
that the node connects to. For example, as showfkignore 3.12 nodel has two
neighboursnodesA andB, so nodd maintairs two RPBs: 'Y 0 6 for nodeA and'Y 0 6

for nodeB.

The size of botiAPBandRPBareset tothe PROBE_BUFFER_SIZH his buffer sizecan
be calculated frorSTART_UP_TIMEx BROADCAST_RATHr 15 x 1 = 15 probe
messageas recommended in the original ETX tesdexperimen{DECO03]. Both buffers
are servedn a firstin-first-out manner. Once buffer is fully filled up with probe
message, the oldest probmessagen the buffer will be replaced with a new one. This

allows nodes to maintain only the latest pralessagesent or receiveth the buffers.

When a node needs to derive a metric value (i.e. SETX metric Vfalua)link, the node

first requestdor theRPB(f or si mpl i ci ty, h ePBkoarARER f , we h e
mean the content stored in tR€Bor APB) from the correspondingeighbouring node.

Once theRPBis received, ie nhode compares the receiviR@Bwith its APB, and based

on the comparison result, the node calculatesfdneard delivery ratio on which it
calculates the SETX metric value. Tdhetails of this procesare describeth the following

section.
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3.3.2 Detailed Protocol Description

Neighbouring nodeK) Initiator node () Neighbouring nodeJj

Step 1 Generating Probe

Message and Probe Pacl Px

Step 2 Advertising 4———'@*
Probe Packets

Step 3 Receiving Probe Packets an

Calculatingreceiving_rate

Step 4 Storing Probe

Messages
, : Y0 8 Y08
Step 5 Exchanging P >
RPBs — e o8
Y0 6

Step 6 Verifying Acknowledge

Probe Messages

Step 7 Calculating
SETX value

Figure 3.13: Procedures of theSETX protocol

Figure 3.13 shows the process of how this mechanism can be used to find a SETX value
between nodé, J andK. It is explained in 7 steps: Generating Protessages and Probe
Packets, Advertising Probe Packets, Receiving Prétackes and Calculating
receiving_rate Storing Probe Messages, Exchanging Received Probe BuR&BY(
Verifying AcknowledgenentProbeMessage and Calculating SETX value.

Step 1: Generating ProbeMessages and Probe Packets

Generatin(

Forming] ps |
Generating -pm
Forming Generatin
Forming

Figure 3.14 SETX Procedure Step 1, Generating’robe Packets
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Initiator* | and neighbouring nodedandK, generate a probe packet denotegap; and

pk (shown in Figure 3.14)The packet format of a probe packet is shown in Fi§uta It
contains the sender's IP address and a probe megsagdf IPv4 is used, the sender
address field is 4 bytes or 32 bits long (i.e. the size of IPv4 address). However, if IPV6 is
used, the size of this field will need to be modified to accommodate the IPv6 address. That

is, the sender address field will needtextended to 16 bytes long.

Probe Pack .
®) Senders | prope Message(n)
for IP version 4 Address
— 4bytes 8 bytes |

— 12bytes— |

Probe Packep)

. Sender's Address Probe Message(n)
for IP version6

I 16 bytes | 8 bytes ——
I 24 bytes |

Figure 3.15: Probe Packet Format

The probe message field contamprobe messaggm) that is 8 bytes long. A probe
message ia randonvalue that is generated froanrandomvalue generatoThe random

value generator should producandom valueghat are hard tgoredict. That is,given a

valug k >0, and a sequence aélug ny, ny, éx, an observer caot predictng even if

all of n;, &y areknown Given the complete knowledge of the algorithmhardware
generating the sequence and all of the previous value, it must be computationally

infeasible to predict whdhe next random value will be.

The question is why the probe messegehosen to b8 bytes o164-bits long. The size of
a probe message must be long enamthat the random value generator unlikely give the
same probe message (this is calledliision) within a period of time (e.g. at least within a

year) is sufficiently small Considering a shoprobe message like 24 bitIfytes) long

An initiator node is the node that generates and broadeagtbepacketto its neighbour nodes
Although other nodes also generate and broadcast their probes, the initiator node is the node that we

focus on.

A low-power wireless sensor node can last more than a year with a single charge of 2 x AA battery. This

sensor node has been implemented and described in [MAN11].
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it would take just a few hours before the probability that we will generate the same probe
message is high (say more than 0.5). This situation is similar to a bidtdak[BRI112],
where 0 & . is the probability of at least two of the probe messages
sharing the same value. However, it is easier to first calculate the probability

L €& \ that all probe messages are different. &ar . :

0 ¢ OfpidE QWQE o

o € \ A &
U 8 \ Y r ry L b €,
ni € wQaQ.
where ¢ . is a number of probe messages generatélis'the fractional

operator.0 ¢ orpidaé QW Qis a total number of event that the value of probe message

. . o4 A 0 & OiaE AWQE o
can be without having the same value (i.€.i@ this case). & PLOE, is a

binomial coefficients, which

0 ¢ Qfﬁﬁdéf)'@ﬂé 0 0 ¢ Qr‘rﬁc‘xéf)@'@é 0
€ . £ . A 0¢ Qf‘(ﬁdélﬁ@ﬂéé‘) _ A
After 0 ¢ . is found, ther) ¢ ‘ can be calculated from
0 ¢ p 0¢&

Given that the initiator node generates a probe message with afrl packet per second.
Within 1 hour, 3,600 (60 seconds x 60 minutes) probe messages will be generated. This

meanst . is 3,600 and then thé & . , the probability that all
the probe messagaredifferent is,

o@mimn S
7o OQTUTT

C

Then the probability that there will lag least 2 probe messages with the same value,

~

0 ¢ _ S

oAt S
L OQPTmTT

C
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From the probability o) & \ , there is around 30% chance that 2 out of
3,600 probe messages will be the same. In other words, a chance that a node will generate
the same probe message withlihour is around 30%. However, if there are 2 nodes in the
network, the probability that two of the probe message will be the same will be double
which is 70%. So this means, it is likely to have two probe messages with the same value

within 1 hour.

Since using a small size of probe message can cause the collision problequicéty,

why not simply select a significantly larger sizeagfrobe message, such as 256 bits (32
bytes) @ 512 bits (64 bytes)3urely,thebiggerthesize of a probe messaghebetterit is

in terms ofavoidng a collision, andthe harder it is foa malicious node¢o guessa probe
messageorrectly Having a bigger probe message sizé increase the size of a probe
packet. This imposes a higher level of costs in terrhsbandwidth and storage
requirements, as more bandwidth will be required to transmit the probe packets, and also
more memoryspace will be requiretb storethem However, with the size of the probe
message increased, it is arguably that it adds a lide when compare to the extra of

security protection.

The question is how big the size aprobe message should be. Watt64bit length, and
assume that each node generates 1 probe message per second for a year (assuming tha
there are 365 days in a ygand there are 50 nodes in the netwdhlken a probability that

two probe messages will be the same is,

CQOTMTCT C@ULUUL TA q
v ¢ ? CQOTMTCT COULUU T

C

MOt XTUT

This means after 50 rbde nodes generating probe messages for a year, a chance that the
two probe messages will be the same is around 6.5%.0Tkis ‘ is for a
network with 50 mobile nodes. However, if the network has less mobile nodes, for
examplefor 10 mobile nodes network, & ‘ will be even smaller which is

around 0.27% This probability is considered as a very low chance that two or more probe
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messages will have the same vallibis 64-bit length is a compromise leten security

and costs, so is used as a benchmark in the simulation investigation presented in this thesis.

Step 2: Advertising Probe Packets

Figure 3.16 SETX Procedure Step 2, Advertising Probe Packets

Node | broadcastdreshly generated probpackets at a given intedvégoverned by the
BROADCAST_RATHOo its neighbouring nodes (in this cabey arenodes J andK). In

the mean time, nodel andK also broadcadgheir respectivgorobe packes as shown in
Figure 3.16.This step contines until the battery othe noderuns out or until the node

leaves the network

The BROADCAST_RATE agreedupon among the nodes in the netwbefore the probe
packet advertising phase can begin. The def®®IROADCAST_RATHs 1 packet per
second. This value is recommended and tested by thbegstxperiment of the original

ETX protocol [DECO03].The BROADCAST_RATEan be modified depending on the
requirement of the application. If tBROADCAST_RATE higher,probepacketswill be
broadcast more frequently. This allows nodes to maintain fresher or more accurate routing
metric value.So a higher BROADCAST_ RATE more preferabléo a network with a
higher level of mobility. Of course,a higher BROADCAST_RATHill introduce more

traffic overhead into the netwarknd impose more processing loads on the nodes

On the other hand, if tlBROADCAST_RATI low, less traffic overheadill be injected
into the networkandless resourae(e.g. CPU processing timbattery consumptionwill
be consumed at the nodds lower BROADCAST_ RATE more suitable for a network

with a lowerlevel of mobility asthe network topology does not changeoften.
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Step 3: Receiving ProbePackets and Calculating receiving_rate and

reversedelivery ratio

Figure 3.17 SETX Procedure Step 3ReceivingProbe Packets

Figure 3.17 showghis step Node | calculates areceiving_ratefor each individual
neighbouring node. As mentioneadSection 2.3.3, thereceiving_rates the average rate
of the number of probpackes the nodehasreceived within the lasETART_UP_TIME
(secondl. For example, nodébroadcasts probgackets at a rate of 1 packetr second. In
the last 10 seconds, if nodleéeceivesonly 7 probepackes, thereceiving_rateof nodel
from nodeJ would be 0.7 packegier second.

Given thatthe number of probepacketsreceived within the lasSTART_UP_TIME

seconds is_probeeceive Thereceiving_ratecan be calculated yquation 3.1

1I'Q'QQ0 HDQ : Equation 3.1

After the receiving_rateis calculated, theeverse delivery raticcan be calculated by
Equation 3.2

I Q0L Q'R QL WD & : Equation 3.2
Thereverse deliveryatio will be used to calculate SETX metric value later on.

In the case thaeceiving_rates higher 1, this means node lraseived more packets than
it is supposed to receive. This can happen when there is a malicious node sending probe
packets with a higher thaBROADCAST_RATEr there is an impersonation node
broadcasting a packet with another node's identity. If this dregppa node that detects
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these malicious activities should drop this link to avoid any further implications of the

attacks.

Step 4 Storing Probe Messages

@Storing PMy| to APJ

Storing | pmi| to RPB
Storing [pmk| to RPS

@ Storing to APB

Storing to AP} Storing | pm;| to RPB
Storing to RPB Storing | pm| to RPB
Storing to RPB¢

Figure 3.18: SETX Procedure Step 4, Storing Probe Message

In this step, both probmessagewhich have been advertiseahd probe messages which
receives from a neighbouring node will be stored into the correspopdatg buffers
(shown in Figure 3.18When initiatorl advertises probpackets it stores the advertised
probemessage$which contained in the probe packetsp its APB. NodeJ and nodeK
also store their advertised probe messages into their respective biF&sand APB.
These probe messagavill be used to veriflanacknowledgement probe message received

from theneighbouring nodes later on (in Step 5).

In the meantimeinitiator | alsoreceives probgackets advertised modes J andK. Here,
the probemessages contained in probe packetgivedfrom nodeJ will be stored ind s
'Y O & Similarly, the probe messages contained in probe packets receivechdoek
will be stored inld & 0 6. Nodes, J andK, also storethe probemessages contained in
probe packetseceivel from thar respectiveneighbous in the same way asitiator I. The
probe messages containedRRBs are now calledeply probemessagesTheywill be sent
to the respectiveneighbouring nodg upon request, for the calculations fofward

delivery ratics by thecorresponding neighbouring nodasStep5.
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Step 5: ExchangingRPBs

Figure 3.19 SETX Procedure Step5, ExchangingRPBs

When initiatorl wants to calculate a SETX metric valigg a link to a neighbouring node
J, initiator | will request nodd to exchange each otlie®RPBs as shown in Figure 3.19
That is, initiatorl sends the correspondifg0 6to J andJ sendsY O 6 to I. Similarly,
initiator | will exchange itsRPBwith nodeK, and so onThesereply probemessage will
be used to calculatine forward delivery ratis for the links concerned provided thdte
acknowledgment probe messageseceivedpass the verification procesghe process of

verifying the probemessageis descriled in Steb.

RPB
RREO Header Probe Probe Probe Probe
RREQ Q Message 1 Message? | Message3 Messagen
RPB
RREP Header Probe Probe Probe Probe
RREP Message 1 Message? | Message3 | *** | Messagen

F———n=PROBE_BUFFER_SIZt—
Figure 3.20 Formats of RREQ and RREP packets used in SETX

The implementation of th8ETX protocoldoes not require these ofadditional packetto
transmit RPBs. RPBs can be carried inside routing control packets, e.g. carried in the
RREQ and RREP packets the AODV protocol In this thesis, we use AODV as an
example, so th&PBs are carried in thRREQ and RREP packets. This only extends the
size oftherouting packts. Figure3.20 showshe RREQ and RREP pacKketmat used in

the SETX protocol.
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Step 6: Verifying Acknowledgement Probe Messages

Oncetheinitiator |, receives theicknowledgement probe messagjee. 'Y 0 ¢ from node
J, initiator | verifies theseprobe messages bgompamg the acknowledgement probe
message with those stored locallyn the & O dbuffer. Given thatx; is the i probe
messagestored ind 0 § v is thej™ probe messagestored in"Y 0 6 and Nmatchedis the

number of probenessage that have been positively verified, the pseudo code of the probe

verification algorithms given below

Nmatched = 0
for i from O to PROBE_BUFFER_SIZE step by 1
for j from 0 to PROBE_BUFFER_SIZE step by 1
if( xi equal y;) then
Nmatched = Nmatched + 1
exit for
Figure 3.21 Probe Verification Algorithm

The output from thealgorithmis nmacheaWhich indicatesthe number of valid probes that
the neighbouring nodecan show tothe initiator node. With the value Ofhaiched the

initiator calculateshe forward delivery ratiousing the following equatign
Qe 1 VL OIQA QD QD ®e&——, napg>0 Equation 3.3
wherenppg is the number of probes storedd®Band 0 <napg OPROBE_BUFFER_SIZE

Step 7: Calculating SETX value

Once boththe reverse delivery ratiqfrom Step 3) andhe forward delivery ratioare
calculated, the initiator usdsquation 3.4 tacalculate the SETX value. This is the same

equation used in the original ETX protocol.

"0 YR Equation 3.4

80



Using this SETX protocol, neighbouring nodes have to send all pressage they

receive back to the corresponding initiator node. These retyrame message (.e.
acknowledgment probe message) serve ashe evidence of the quality of the link
concerned. As the probes contain random values, if a neighbouring node has not received a
valid probe but would like to forge oneit would have to guess a random value that
mat ches with one of t APRB buffer, @rtd dhe ehdincea for this h e

being successful is very small. This probability will be discussé&kation 3.4.2.1.

To concludeunlike the original ETX protocol DEC03] where thereverse delivery ratio

of a link is calculated bythe initiator, andthe forward delivery ratioof the link is
calculated and notified bthe other (neighbouring)ode of thdink, the SETX protocol
described aboveallows the initiator @ calculate bothreverse deliveryand forward
delivery ratis. To prevent potential forgery of the acknowledgement probes returned by
the neighbouring nodeSETX requires thatll the probes received beerified against the
original copy maintained byhe initiator node Based on the verification outcomthe

initiator node calculatethe delivery ratiogtself.

The SETX protocol does naequire additional packets to be generated, rather it uses
existing routing control packets to transport the probes, kbaping theverheadsow. So

the major additional traffic overhead of the SETX protocol dkierETX protocol is the
extended lengthof a routing packet. The additiondngth per routing packet is
PROBE_BUFFER_SIZE 8 bytes (to carry &PB). In addition, this happens only when a
RREQ and a RREP packet are dispatched. ddtailed investigation of the impact on
performanceby this increa® in a routing packet size is studied using simulatione Th

simulation results are preseniadsection3.6.

3.33 Probe Message Protection usingCryptographic
Techniques An Optional Solution)

Another approach to impersonation attaisk$o usea cryptograpically generated digital

token such as dligital signatureor a keyed hashvalue These tokens can priole

authenticityprotection toa probeensuring that any forged probes, or any unauthorised

alterations to authentic probes can be detected
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The SETX protocol does nosethis technique by defaulthough the protocol can easily

be extended to suppdite use of this techniquelhe reason for discussing this approach
here is to show that there is an optional approach to the problem addressed by the SETX
protocol, but this optional approach has some usability problems which can make its

deployment in @ynamic MANET environment costly.

3.33.1 Digital Signature Technique

A digital signature is an electronic signature used to authenticate the identity of the sender
of a message. It can also be usedl¢tect whethethe original content of a message or
document has begamperedvith during transmission. In other words, it can provide data
integrity, data authenticity and neoapudiation services. It is often used in situations
where there is lack oftrust betweenenders and receivers as it canbetimitated by any

other nodes

With this signature techniguen initiator node signa probe packetand attachs the

digital signature withthe probe packet before sending it to the receiv@nce a
neighbouring nodéi.e. the receiverjeceivesthe probepacket along with its signatyr

verifies the authenticity of the digital signature. If the verificatiopasitive it storesa

probemessage contained in the probe paakiet its RPB Otherwise, the probgacket s

discarded.

As shown inFigure 3.22, given a probanessagepm, andan initiatoré gentity (), the

hash valugh, is generated frompm, andl usinglé s p r i v a.tTlen tkeeciphetexk R
(Exri[h]) (ie.16s di gi t anlthis probgpacket)usr aached to the prokmacket

before being sent to the receivép verify the signature, the receiveruséss publ i ¢ |
KU,, to recover the hash value Exgi[h], and compares this value withhash valugh’)

freshly generated fronpm, and I If the two hash values are equal, the authenticity of the

messagand nonrepudiation of its origin are verified as belonged to initi&tor

! In this case, the probe packet contalasdentity {), probe messageify) and I's digital signature

(Exmilh]).
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<— |nitiator | > <+— Neighbouring node —»

» pm H -
LI pm | Bewlh] . h

Exrilh] @ » Compare
I6s private k I6s publ ijc ke

Hash Function @ Decryption Encryption @ Concatenation

I 16s i dddhg i Ad pm probe message of

Figure 3.22 Generation and Verification of Digital Signature on a Probe Message
3332 Keyed Hash Function Technique

A probe packet may also be protectedusyng a symmetric keyalgorithm,e.g. a keyed

hash function. A keyed hash function can be up to 100 times faster in software
implementatioror 1,000 times faster in a specialised hardware implemen{@idA97].
Especially in MANETs where mobile nodes are low in performance and have limited
resources, the use of digital signatures can significantly reduce the performance of the
underlying netwrk operations. The keyed hash function becoan@®re attractive option

to data protections iMANETS.

However as probepackets areadvertised by broadcastingpem through a wireless
channel, there is an issue as how symmetric keys should be mainag@g who should
generate them,2] how should they be distributed to their intended recipie@)sh¢w
should they be stored so that it is hard to access them by unauthorised entitiéshand (
they should be shared. Answers to these questionsoargtraightforward. For example,

for question 4), there are two possible ways by which symmetric keys may be shared. One
is for a group of nodes to sharayeup secret keyi.e. use group key sharinggnd the

other is for each pair of nodes to shaszeret key (i.e. uggair-wise secret kegharing)

If we use the group key sharing method, all the nodes in this group will have the
knowledge of this secret key. All the probes generated by any member of this group will
be protected by this key(the key used to generate a keyed hash value for each of the
probes). This method is suited to the case where the members of the group trust each other.
It cannot be used to protect impersonation attacka mmaliciousinsider (i.e. anodefrom
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the same groyp This is because all nodes in the group share the same key. If a malicious

node has the key, it can simply forge a probe packet.

If we use thepair-wise secret kegharing method, each pair of nodes rseedhave a
uniguesecret keywhich is only known to tatwo nodes. For example, Kis thesecret

key sharedbetween nodel andA. Apart from these two nodes, no other node should have
any knowledge of thikey. However, this method may requieachnode toobtainsecret
keys for each oéll othernodes in lhe network. If there are nodes in the network, each
node will have to maintain-1 secret keys. This means there coulcnbenique secret

keys in the network.

Assume thainitiator | have two neighbous, nodeA and nodeB, andalso assume that the

keys the initiator shares with each of the neighbour&arand Kg. To broadcast a probe
packetp, to these two nodesyitiator | generateswo hash valus, one (i.eH(Ka, pi)) for

A and the other (i.el(K g, p)) for B, usingtheir respective keys. These hash values, along
with the recipientsd identities, are app

identity, before being broadca$his process is shown in Figure 3.23.

Initiator | generates a probe packet

Probe Packet

| > I
~
H A —p A
P pm > For nodeA uses
Kia P H(Kia, pm)
Y B <
Y ke o) » B
. > For nodeB uses
Kig » H(Kia, pm)
~
Hash Function Node | 6:¢ K Secrekey shared
between | and A

Figure 3.23 Initiator | generates a probe packet for neighbouring nodA and nodeB using a secret

key technique

When the message arrivegyde A only extracts itscorresponding part of the packet.
pm, A and H(Ka, pmy)), while nodeB also extracts onlits corresponding pari,e. pm;, B
and H(Kg, pm)). Here,v a | Ade ifindi cat es tinthe hextfididdi.eH(kaas h v a |
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pm)) is for nodeA. Node A uses the recead probe messagem, and the secret key
shared withinitiator | to generate &reshhash value, H(, pm)". Then it compares this
newly generated hash value with the hash value contained in the probe packgt (H(K
pm)). If the two haslvalues are the same, then this prpheketis valid. Then nodé can

store tle probe message intds RPB If the values are differentthis meansthat the
received probgpacketis not authentic (it has either been forged by another node, or been
tampered with during transithh the latter case, the probe packet sh@ddliscardedThe
generation anderification of this keyed hash value protected probe packet are illustrated
in Figure3.24.

Node A verifies a probe packet

Probe Packet

R H(Kia, pmy)’
pm > HJ l
A Compare
H(Kia, pm) T
B
H(Kia, pm)

Hash Function | Node | 6:¢

Hashvalue generate

o] | 6 s massad H(Kia, p1)

from K4 andp

Figure 3.24 Node A verifies a probe messageif,)

This pairwise secret key sharing methdasl more securethan thegroup key sharing
method, as a pawise shared key is only known to two nodes, so easier to detect if the key
is abused. However, with this method, the number of keys that an initiator needs to
manage, and the number of hash values that it generateepmedent on the number of
neighbours the initiator has. The more neighbours the initiator has, the more overhead
costs it will introduce, in terms of key management and hash value generations and

verifications.
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For both methodsit is impractical in reality becausthe symmetric keys need to be
distributed to the authorised entities before protections can be apglisdnplies thatan

initiator nodeneedgo knowthelist of the receivers before genengt anyprobepackets
3.4 Security Analysis of theSETX Protocol

This sectionperforms a security analysis of tl®ETX protocol In section 3.4.1, we
discuss how the SETX protocol handies security attacks we have identified on BEX
protocol, i.e. those discussed in Sect®A In section 3.4.2, we identifpew security

attackson theSETX protocol

3.41 Security Analysis against Security Attacks on ETX

3.41.1 Attacks on ETX Case 1: Advertising a falsifiedforward

delivery ratio

In the ETX protocol, a neighbouring node is allowed to calculate and adveftisgaad
delivery ratiofreely. This mechanism makes the ETX protocol vulnerabléalgifying
forward delivery ratioattack, i.e. if the neighbouring node msalicious, then ti can
advertising a falséorward delivery ratiowhenan initiator node requests one.

The SETX protocol solves this problem prseventingneighbouring nodes to calculate the
forward delivery ratiothemselveslt requires the neighbouring node recordprobe
messages broadcast the initiator and send the newestt ofprobemessage theyhave
received back to the initiatoand lets the initiator to calculate tfeward delivery ratio

As the probe messages contain random values, to successfullyaftogeard delivery

ratio, the neighbouring node would have to return sufficient number of probe messages
with the random values matching with those expected by the initiator, thus making the
forgery of theforward delivery ratioharder.Section 3.4.2.1 ges a quantitative analysis of

how hard (measured in terms of probability) this is to the neighbouring node.
3.41.2 Attacks on ETX Case 2: ModifyingBROADCAST_RATE

As mentioned in SectioB.2.2 therearetwo types of attacks in this categosglfishattack

and floodingattack.
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Attacks on ETX Case 2.1 Selfish Attacks

The (malicious) neighbouring node broadcasts probe packets at a rate that is lower than the
agreed rate, or skips broadcasting some probe packets. In this case, the initiator will
receive fever probe packets than expected, which means a loeeiving_rate Since
reversing delivery ratio is calculated aeceiving_rate/ BROADCAST_ RATEthe
reversing delivery ratiawill be decreased too. As a result, the calculated ETX value will

be lower than the actual value. In other words, like the ETX protocol, the SETX protocol is
also vulnerable to this type of attacks.

One possible way to detect this type of attack is byitaong the probe packet arriving

rate to see if it is lower thaBROADCAST_RATHHowever, as the probe packet arrival
rate may also be affected by other network or channel conditions, such as network
congestions and/or radio interferences, detectingskedfitacks by means of detecting the

probe packet arrival rate can be misleading.
Attacks on ETX Case 2.2Flooding Attacks

Alternatively, a neighbouring node may attempt to forge an ETX value by broadcasting
probe packets at a rate higher than the agredike the ETX protocol the SETX
protocol has a simple mechanism to detect this type of attacks. The detection mechanism is
discussed in Step 3 of SETX procéSection 3.3.2) That is, the initiator checks whether

the receiving rate is higher than th8ROADCAST_RATH.e. recaving delivery ratio>

1). If it is higher, then there is a chance that this neighbouring node is a malicious node, so
the initiator can exclude this node from the route selection process. However, this
technique has its limitatien If the network and channel conditions are not good, the
receiving rate may not exceed thBROADCAST_RATHN this case, the initiator may not

be able to detect the attack. However, if the attack is caused by impersonation attacks by
other nodes (rathéhan by increasing the broadcast rate by the neighbouring node itself)
(as mentioned in Section 3.2.3), probe messages protection techniques (discussed in

Section 3.3.3) may be applied to counter such attacks.
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3.4.1.3 Attacks on ETX Case 3: Impersonéion Attacks (Active
Selfish attacks)

In the ETX protocol the recipient ofa probepacket does not verify if the probe packet
receivedis legitimateor not A neighbouring nodéi.e. the recipient of the probe packets
sent by the initiator) alway believe that the probepackes arefrom the initiator.
However, a selfisi{third party) node maybroadcast probe packets in the name of the
initiator in an attempt to boost the ETX value of the link linking the initiator and the
intended recipient of the probegb@ts to ensure that the selfish nod@as selected en
route.In this case,lte neighbouring node will receive more probes thahduld havdas
probesare comingrom boththe initiator andthe maliciougselfishnode). As a result, the
ETX metric vale of a link between the initiator node and this neighbouring node will be

artificially boosted

However, as to be discussed in the section below, with the SETX protocaol, it is harder for
another node to carry out this attack successfully. This is bedauwsenalicious node
impersonate theinitiator to advertieprobep ac ket s using t heTheni t i &
false probe messages contained in the false probe packets will be received, stored and later
forwarded to the initiator. The initiator willerify these false probe messages against its

own record of the probe messages sent. Owing to the interleaving effect of the false probe
messages (sent by the malicious node) and the genuine probe messages (sent by the
initiator itself), the matching probeount may be smaller than the count without this
attack In other words, in the SETX protocol, this attack may make the resulting ETX
value worsei the opposite from what the malicious node would be hoping The
outcome of the impersonation attack or BETX protocol is further discussed in details

in Section 3.4.2.3.

3.4.2 Security Analysis against Security Attacks or6ETX

3.4.2.1 Attacks on SETX Case 1Probe Message @essing
Attacks

Malicious nodeM misses somprobe messagdsom initiator I, but it wants to be selected

enroute. NodeM cannot simply advertise a falsifiédrward delivery ratioas in ETX to
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let initiator | believes that it has the best route to the destination node.Nladkk need to
obtain the missing probe message instead. One way to obtain a probe is to guess or
generate a probe message by itself. Here, hbdees to guess a content of the missing

probe message. The procedure of the attack is as follows.

Figure 3.25 Probe Message Guessing AttacKs Step 1

Step 1 Initiator | broadcasts its probe packefs) (to its neighbouring nodes, including
malicious nodeM and neighbouring nodA (shown in Figure 3.25)In the meantime,
nodesM and nodeA also advertise their probe packets to initidtdoo (i.e.py and pa
respectively). Unfortunately, nodd does not receive a probe packefrom initiator I.
This may be because initiatbrhas movedaway from nodeM, or the probe packet is

corrupted by a wireless interference issue.

Step 2

Figure 3.26 Probe Message Guessing AttacKs Step 2

Step 2 As nodeM did not receive a probe packgtfrom initiator | (in Step 1), nodéJ
would not receive the probe messags from | either. In this case, nodd wants to
falsify the forward delivery ratioby trying to getpm. Node M guesses the contentpoi
and stores it irtt its RPB When initiatorl requests th&PBsfrom its neighbouring nodes,
nodeA will send a truthfulY 0 § but nodeM sends the falsifie®RPB(Y 0 © ) back to

initiator | as shown in Figure 3.26
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| calculates SETX
value

Step 3

Figure 3.27 Probe Message Guessing AttacKs Step 3

Step 3initiator | now has bottRPBsfrom nodeA and nodeM. Initiator | then calculates
the SETX metric values for both links (il A andl2 M) (shown in Figure 3.27)The

calculated SETX metric value of the linR A is truthful, as nodé\ is an honest node.
However, the SETX metric value of the lihR M may notbe truthful This is because
nodeM sends a fabricatet? 0 & to initiator I. The value of SETX will be falsified if
nodeM could guess the content ihe missing probe messagmy correctly. The question

is how difficult it is for nodeM to guess the correct probe message to falsify the metric

value.

In the worstcase scenario (the worst case for the initiator), nddaisses only 1 probe
messagérom the last 15 probe messages.cbrrectly guess 1 prolmessage, nodd has
only 1inc chance (or the probability of®). This is because 1 probe message is 64 bits
long, and each bits has 2 possibilities: either 0 or 1. So to guess 64 bitstheght,
probability will be 2*.

On the other hand, in the bestse scenario (the best for the initiator), nbtioes not
receive any probe message for the last 15 probe messagesMNueto guess all the
missing 15 probe messages correctly. Tg@bablity would be 1 in¢ or

C . See Appendix A for more details on the probabilities.

NodeM has only one chance/opportunity to guess the missing probes lgorfdatre is
no feedback fronmitiator | to inform nodeM that the guessi probe is correct or wrong.

After nodeM submitsits RPBto initiator I, nodeM cannot resubmit th&PB again. So
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Brute Force AttacKsare notpossible for nod® to keep on trying to find a correct probe

message in the SETptotocol.

To summarise, given the @it length of the probe payload, the chance for nbd&
successfully guess a probe value is very small. If the malicious node does have such a hit,
and, in addition, if the ETX values for other links are not better than thevialli¢ forged

by the malicious node, this malicious node may be choseoute by the initiator.

3.4.2.2 Attacks on SETX Case 2: Cooperative Black hole Attacks

Malicious rode M; wants to be included emute. NodeM; has a cooperative black hole
nodeM; helping it to forge the SETX metric value. Here, ndtigloes not receive a probe
messagem contained in a probe packgtbroadcast by the initiatdr, but nodeM; has
received this probe packpt Then nodeM; can ask nod#l, to send it the missingrpbe
messagem; to it. When initiator requests for & PB nodeM; replies with itsRPBwhich
contains the probe messages which nodeM; did not receive. Initiatot then verifies
the probes in th&®PB All the probe messages (includipgy) will pass the verification.
As a result, thdorward delivery ratiois modified (higher than the truthful value). The

detailed process of this attack is as fokow

Step 1

Figure 3.28 Cooperative Black Hole Attacksl Step 1

! Brute Force Attack is a mechanism to search for a correct answer by trying all possibilities until it finds

the correct answer. It may need a lot of attempts before the correct answer can be found. In our problem

context, this attack is not possible asattacker only has 1 attempt to guess a probe correctly.
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Step 1Initiator | broadcasts a set pfobepacketqincludingp,) to malicious nod®; and
malicious nodéVl,. In themearime, nodedVl; andM, also advertise thenespectiveprobe
packes toinitiator | too (e.9.pw andpa). But somehownodeM; fails to receiveone of the
probepackets sent by initiatdr p,. As a result, nodé; did not receive probe message

pm which is contained in the probe packet

Step 2

Figure 3.29 Cooperative Black Hole Attacksl Step 2

Step 2nodeM; requests the missing probeessagem, from nodeM,. This can bedone
without the knowledge of initiatot. Node M; may send a request to nol#e using a

tunnel (encrypted channel).

@
()

Step 3

Figure 3.30Q Cooperative Black Hole Attacksi Step 3

Step 3 node M, sends the requested probe mesgageto nodeM;. Now nodeM;has
obtained the missing probe messagg. Similar to the previous step, notie may send
the requested probe messape through the same encrypted tunnel. Thus, the initiator

will not be aware of this activity.

92



Step 4

Figure 3.31 Cooperative Black Hole Attacksl Step 4

Step 4 when initiatorl requests &PBfrom nodeM;. NodeM; will send itsRPBback to
initiator I. ThisRPBwill include the missing probe message which was received from
node M.

| calculates SETX
values
Step 5

Figure 3.32 Cooperative Black Hole Attacksl Step 5

Step 5 initiator | calculates thdorward delivery ratio,and thenthe SETX metric value
using RPBreceives from nod&l;. Here, theRPBreceived from nod&l; is not truthful

since it contains a missing messane received from nod&l,. However, since the probe
messagem, is correct (nodeM, received it from initiatorl), it will pass the verification

process. As a result, tierward delivery ratioof the link1 2 M will be modified.

By collaborations, black hole nodes can help each other to collect missing probe messages
and to fill up theirRPBs The number of cooperative black hole nodes is not limited to 2.
There can be as many nodes as the attacker wants. However, there isdii@ndonthis

type of attacks, that is, the missing probe message(s) at one of the black hole nodes must

be received by at least one of the other cooperative black hole nodes.

For example, as shown in Figure 3.33, there are 4 malicious ridgesl,, M3 and M.

Initiator | advertises probe packetsi, pi2, piz andpis. NodeM; may have only received
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the first probe packegt;, Node M, only received the second probe packgt Node M3

only received the probe packat and nodeV, only received probe packets. In other

words, each node may have received only 1 probe message from inigatdhey have
received only 1 probe packet. However, the four nodes can exchange the received probe
message with each other. Figure 3.34 shithesresult after all the cooperative black hole
nodes exchange their probe messages. As a result, all nodes can obtain all the probe

messagei1, Pi2, Piz andpys sent by initiatod.

Figure 3.33: Cooperative Black Hole nodeM, to M, receiving only 1 probe message each

pmiy
pmi

pm, @ pm,

pm2 pms

pmi3 @ Pma4

PMig

Py @ Emi
pm; @ PMa
pmiz

PMis

Figure 3.34: Cooperative Black Hole nodeM; to M4 exchanging their probe messages with each other

The SETX protocol cannot detect, nor thwart this cooperative black hole attack. As the
nature of wireless communication, all receivers within the transmission cangeceive

the same data. Even the initiator node generates an individual probe message tailoring for
each individual neighbouring node. As long as one cooperative black hole node can
receive probe messages from the initiator, they will be able to #iangrobe messages

with each others.
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3.42.3 Attacks on SETX Case 3: Impersonation Attacks (Blacldole
Attacks)

A malicious rode M impersonates an initiatdrin order to modify thdorward delivery

ratio of a link connecting the initiator and one of msighboursNode M advertises probe
packets with initiatold s | dent i t y A ©he wctinvnodetthinks the prdbe
packets are from the initiator, so stores the probe messages contained in the probe packets
in its RPB These impersonated probe ssages will be interleaved with those (genuine
probe messages) sent by the initiator. In other words, the impersonated probe messages
will pollute the probe messages from the initiator. When initiataquest for theRPB

nodeA replies initiatorl with its RPB containing the impersonated probe messages. The
probe messages will fail the verification process. As a resultptheard delivery ratioof

the link between initiatot and the victim nodé\ (14 A) will be reduced. So the SETX

metric valueof the link becomes worse than the actual value. As the SETX metric value of
the link14 M has not been falsified, the chance that initiaterll select nodeM enroute

is higher. The detail of the attack procedure is as follows.

16 APB Ad RPB
@ pm: pm:
pmz pm2

pms pms

Step 1

Figure 3.35 Impersonation Attacks on SETXT Step 1

Step l:nitiator | broadcasts probe packeps, pi2, pis. NodeA receiveshe probepackes
from initiator I, so it stores the probe messag®s;, pmy, pmgz that received fron into
its RPB
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Figure 3.36 Impersonation Attacks on SETX 1 Step 2

Step 2

Step 2: NodeM impersonates initiatar by advertisingprobe packep,” usingld's i dent i
NodeA believes thap,” is from initiatorl, so itstores the probmessag@m” into its RPB
Now n o d e RB@amntairs both legitimateprobe messages (i.e. those fronand false

(that fromM) probespmiz, pm., pms andpm, .

16 8PB Abd RPB'
pms pm2
pm: PMs
PMs pm-| {1
pma4 PM4
pms pms
pms pPms
pms pmz
pms pms
pmg pmMsg
PM1g PMag

Step 3

Figure 3.37 Impersonation Attacks on SETX 1 Step 3

Step 3: Initiatorl continues to advertise its prolpackets,ps to pizo. Now nodeA has
received probe packets; to psio from initiator I, and p* from malicious nodeM.

As s umi ngPROBERE BUFRERSSIZE 10, but nod& has now received one probe
message more thaPROBE_BUFFER_SIZH.e. it has received 11 probe messages so
far). As nodeA only keeps the newest 10 probes inRi8Bs, pm; will be replaced with
pmi.  ARBBsis shown a in Figure 3.37.
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Figure 3.38 Impersonation Attacks on SETXT Step 4

Step 4: Initiator nodérequestsRPBfrom nodeA. NodeA sends théy 0 B to initiator|.

16 APB Ad RPB!

pmif» ? pm2

@ pm; ) pMs
pms pm-
pma pma
pms pms

pPMme

| calculates
SETX value pmz
pms

PMe
pmy-

PpMo

PM1

PpMs
PMo

PMaq

VVYVYYVYY V‘ V‘ \

Step 5

Figure 3.39 Impersonation Attacks on SETX T Step 5

Step 5:Now initiator | calculates the SETX valudt compaes APB with the receied
RPB As we can see, the initiatoode can match all prolmeessage from itsAPBwith the
A0 ®PB exceptpm; and pmy. This is becausem; has been replaced wifim;o. As a

result, theforward delivery ratio(d,. ») is decreased.

In the ETX protocol these impersonatioand floodingattackswill lead to abetterETX

metric value,as the neighbouring nodeill receive more probe$han those broadcast by
initiator I. However, the effect of #se attacls an the SETX protocolis just theopposite.

They will make the SETX metric valweord. This is because thHalseprobes will fail the

probe verification at the initiator node but they do occupy the buffer space causing

legitimate probes being discarded.
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3.43

Discussion of the Security Analysis

Table 3.2 summarises the identified security attacks on ETX and on SETX protocols.

Cases Attack Types ETX SETX
Forward DeliveryReversing Deliverl Forward DeliveryReversing Deliver,
Ratio Ratio Ratio Ratio
Advertising a falsified
ETX 1 Vulnerablé n/a Not Vulnerabl@ n/a
forward delivery ratiovalue
Vulnerable with
ETX 2.1| Lower BROADCAST_RATE n/a Vulnerable n/a
- Possible Solutior?
ETX 2.2| Higher BROADCAST_RATE n/a Vulnerable n/a Partidly Detected
Impersonation attacks
ETX 3 Vulnerablé n/a Not Vulnerablé n/a
(Selfish)
Low probability to
SETX 1 Probe Guessing Attacks n/a n/a n/a
gues$
Cooperative Black hole
SETX 2 n/a n/a Vulnerablé n/a
Attacks
Impersonation attacks Vulnerable with
SETX 3 n/a n/a ) ) n/a
(Black hole) Possible Solutior!
Table 3.2: The comparison list of attacks on ETX and SETX
[Note: n/a denotes that the attack is applicable

1. In ETX, aforward delivery ratiocan befalsified by a malicious node. Instead aflvertisinga
legitimate valuethe malicious node caadvertisea falsified value. This attack has been discussed
in Section3.2.1.

2. In SETX, aforward delivery ratiocannot be simply generated by a malicious node. The malicious
node needs to obtain the relevant probe messages and send them back to the initiator node. Then the
initiator node will calculate #orward delivery ratioby itself. This process is done by tB&ETX
protocol. This has been discussed in Section 3.4.1.1.

3. This is a selfish attack. A technigtleat can be used to counteract this attack is to use a trust model
[XIEQ8]. A trust model has been discussed in Section 2.3.3.4.

4. A malicious node can changés iBROADCAST_RATEThis can only be detected when the
receiving_rateis higher tharBROADCAST_RATH.e. reverse delivery ratiogs more than 1). See
Section 3.2.2 for more details.

5. In ETX, selfish nodes can impersonate an initiator by advertising a peobelpet using t he
identity. This will make the neighbouring node have a higkeeiving_rate As a result, the link
between the initiator node and the neighbouring node will have a better ETX value. See Section
3.2.3 for more details.

6. In SETX, ®lfish nodes cannot inflate a SETX value of a link between the initiator node and a
neighbouring node. This is because the impersonated probe messafg Wik probemessage
verification. When a probmessagéails the verification, théorward delivery ratiowill be reduced.

This attack has been discussed in Sestid?2.3.

7. If a malicious node wants to modify a SETX metric value, it hasitzessfullyguess the content of
a probemessageln the worstcase, a malicious node misses 1 probesaws, e probability that it
will guess thigprobe message correctly¢ . In the best case, a malicious node misdethe 15
probe messages, the probability that it will guess all the probe messagextly is ¢
Section3.4.2.1 hagliscussed this in detail.

8. Since probepackes are broadcast through wireless, all cooperative black hole nodes around the

initiator node can receive the propackes. If one of the cooperative black hole nodes receives
theseprobepackets they can thenhare probemessages contained in the probe packéts each
other. There is no mechanism to detetd tipe ofattacks, so SETX is vulnerable to seattacks.
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9. The impersonation attack can be detected by using a probe protection technique as mentioned in
Section3.3.3 For example, the initiator node may sign each ppmketwith its digital signature
before broadcasting them. All neighbouring nodes verify these probe packets. If the verification is
successful, the prohgacketwill be accepted, otherag, it will be discardedn this way, malicious
nodes will not be able to modify the metric value using this attack.]

From Table 3.2, it can be seen that the SETX protocol is more secure than the ETX
protocol in terms of countering black hole attacks &igifying forward delivery rati.
However, SETX is not an ailh-one solution to prevent or thwart all kinds of security
attacks. For example, it cannot protect the network agaBROADCAST_RATE
modification attacks and is not effective in protectingirgtampersonation attacks . To
protect against these attacks, the SETX protocol will need to be extended with additional

techniques (e.g. probe message protection techsjigae Section 3.3.3

In addition, the SETX protocol also introduces new typeseairity attacks. These are
probe guessing attacks, cooperative black hole attacks and impersonation attacks. The
longer the probe length, the harder it is to successfully guess a probe. Of course, using a
longer probe message will introduce more overhaad,consumes more bandwidth. That

is, there is a tradeff between security and performance. The impersonation attack can be

detected using a probe message protection technique.

3.5 Comparing the SETX Protocol with Related
Works

This sectiorcompares our SETX protocol with related solutions. It fiesiews theelated
solutions on countering black hole attacks in MANET routing protocols. Since our
proposed SETX protocol is designed as a countermeasure to black hole atiackkted
work review focuses osolutiors againsiblack hole attacks in MANETS

351 Related Works

D e n dréusing Information Verification Scheme [DENO02]

Deng et al[DENO02] addresses the black hole attack by modifying the AODV protocol.

The method requires each node to verify whether an advertised route exists. This requires
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each intermediate node along a routagpendhe address of the next hop node in AODV

route requesand route reply packets.

(1) Atold SthatB is
my next hop node

-

-7 (3)Btold S, yes. lam 2 hop
away and A is my neighbourit
node

~
~
S~

Figure 3.40 The example ofRouting Information Verification Scheme [DEN02]

This method can be explained bging an exemplanmetwork topologyshownin Figure

3.40. Herenodes S and B have node A and C thgir neighbouring nodes. Once node S
receives the address of the next ghbouwngnode
node A(this is indicated as step (1) in the Figur®de S sends a vadationpacket to the

next hop node to verify the existence of the next hop node and the routing metric value
(i.e. the hop count) with the next hop nd@g This step mape done viarother available

routes i.e. it may not be via node AJpon the receipt of the verification packdte tnext

hop node of the neighbour node replies witlbtherverification packet back to node S to
confirm its existence and the metric val(®. If node S does not receive any reply,for

the routing informatiomreturned does not match with the one advertised by node A, then
this neighbouring node A is assumed to be a malicious node. This approach can detect any
nonexisting routes falsely dwvertised by malicious nodes. However, the method is
vulnerable to cooperative black hole attapk&R08, RAMO3] If both the neighbouring

node and the next hop node are black hole nodes, the next hop node can respond to the

source node with falsified raag information.
Time-based Threshold Detection Scheme [TAMO7]

Tamilselva® solutionis an extension of the original AODV protocol. Thaeais to
reducethe chance of selecting a black hole noder@eme by waiting and checking for the

replies from allthe neighbouring nodeso as tdiind a safe route.Oncethe source node
receives the first R R E PTimeExpirkdd able so ifram thése t s
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moment on, the source noaeit for other RREPs from other noddsr each RREP

packet receivedt records thesequence number and the tinvbenthe RREP packes
receivedwithin atimeout value contained i@ollect Route Reply Table (CRRT). After the
timeout, the source node chectke recordsn CRRTto see After the timeout value, it first

checls in CRRT whether there is any repeated next hop node (Two routes have the same
intermediate node). If there is, the protocol assumes that the paths are correct or the chance
of malicious paths is limitedThe simulation studpresentedn [TAMO7] shows that, in
comparison withthe original AODV protocql this solution can achieva higher packet

delivery ratio withvery little delay and overhead.

However, always assuming that a route which shares the same intermediate node with
arother route is legitimatenight not always be efficient. There is also a case that the
legitimate route does not share an intermediate nodeanitther route. If this happens,

the legitimate route can be suspected and discarded. If this legitimate rowebbtdr

routing perfomance thartheother route, a worse performance route could be selected.

Random Two-hop Acknowledge and Bayesian Detection
Scheme [DJEOS]

Djenouri et al. proposed a solution to counter black hole attacks in MANETS. The solution
can be explained ithree plases; (1) monitoringthe neighbouring nodesj2) detecting

(black hole nodes usirggBayesian approach) and (3) isalgtthe black hole node

(1) Monitoring: it uses a watchdog scheme [MAROO] to detect wheima&ighbouring
nodehas actuallyforwarded packes onor simply dropped them. The idea is that once an
intermediate node receives a packet, it needs to send -AopvACK (i.e. twehop
acknowledge) back to the twwp upstream intermediate node. For example, if there is a
route of A B- C, then C hato send the twhop ACK back to A. This allows A to check
whetheror notB has actually sent theacket to CTo preventB falsifying the ACK from

C, this phase requires the use asymmetriccryptography(according to [DJEO8]}o
protect the authenticity of the ACK packet.

(2) Detecting: the missing/dropping o& packetmay not be caused by a malicious
action;i t coul d be caused by collisions or noc
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decide the behaviour of other des. The approach giveshigh reputation to a well
behaving node, but reduces the reputation of a nodeanitmintentional or intentional
packet dropping behaviour. The mechanisadto assign the reputatidn aneighbouring
node is similar to the Tatbased Routing Protocol [XUEO04] which has been discussed in
Section 2.3.3.4

(3) Isolating after a malicious nodbas been detectedll the withess nodesiust
discuss and jointly makedecisionas whether or ndb isolate this node. If athe witness
nodes are in agreement, the malicious node will be isolated and excluded fréumttaery

network activities.

The simulation studies in [DJEO8] show that the solution can achieve a lower false
detection rate and a higher true detection rate than usingirtipde watchdog scheme
[MAROQ]. The performance of the network is improved if a malicious node is detected
correctly. However, the drawback of the solution is that it cannot prevent cooperative
black hole attack The cooperative malicious nodes may hefigch other to deceive the
detection node using false information, or once a malicious node is detected, another

malicious node may disagree to isolate the misbehaviour node.

The solutions described above are designed to counter black hole attacks orDitie AO
protocol. They employ a common approatiey use acknowledge packeis packet
verificationto check whether a route to a destination node exisswvalid. They cannot

check the quality of the routehich iswhat the ETX protocol tries to measurda&k hole

nodes may fabricate the quality of a link and these methods cannot detect the attacks by
fabrication. In other words, they cannot be used to counter black hole attacks on the ETX

protocol,The only exception is Slkxtl ads Al gorith
Shilad Algorithm [SHIO08]

Shila has proposed an algorithm to protect against security asjaeksicallyon the ETX
protocol The algorithm usethe ETX metric valueto find a detection thresholdlesr)-
diresnSpecifies the minimum number déta packets that should Belivered along a given
route. The detection threshold.shn Of a route is computed as the inverse of the
summation of the ETX values of all the links from the source ngdm the destination

node,D.
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Cinresh= Equation 3.5

This diresh Value will be used to find aAcceptance RatAR) which will then be used to
identify whether or not there is a malicious noder@ute. AR is calculated by Equation
3.6, i.e.

AR = Nyansmitted® Gihresh Equation 3.6
where NgansmittedlS the number of packets transmitted by the source node.

During data transmission, the source node will randomly includerdrol packet into the
data transmission stream. Thontrol packet contain$yansmiteds When the destination
node receives the control packet, it checks whath@tmiteqiS €qual or more thaAR. If
yes, the destination node replies to the source node wiBositive Control ACK
Otherwise, a\egative Control ACKwill be sent. If the sarce node receives [degative
Control ACKor did not receive anACK, the source node will conclude that there is a

malicious node enoute.

However, as mentioned earlier, i n a MANE
mobility and battery black ougtc, which may cause packet loss. If we simply assume
poor performing routes contain malicious nodes and exclude them from routing selections,
we may end up with too few routes or no routes for communication. In other words, this
algorithm takes a very pgmistic view on packet loss; iegardslost packets are always
caused by malicious nodes, and blacklistsntlaad excludethem fromrouting selectiors.

In the worstcase scenari@ network may be partitioned due to lack of available routes.
This soluton, therefore, may not be the magipropriateone to counter black hole attacks

in a network where network topologies change dynamically.
35.2 Comparing SETX againstShilad algorithm

As menti oned algooithne[SHIOB]hredies &tthe huabes of data packet the
destination node receives to judge if there is a black hole nedeuen The algorithm
assumes that if a destination node receives a packet with a rate lower tAaodptance

Rate(AR), thereis a malicious node included in the route.
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As we know, the datforwarding phase begins after a route has been chosen. This means,
with Shiladés algorithm, a black hole node
In other words, a black hole nodeay falsify theforward delivery ratioduring the route
discovery phase, and once being selecterbate, the black hole node starts dropping data

packets. Then the black hole node can be ¢

In some cases, a maliciom®de may falsify routing information with the intention of
being included emoute, and the purpose is to intercept/eavesdrop the traffic. It does not
plan to drop any packet s. In this way, t h

malicious nale.

With the SETX protocol, on the other hand, the detection of any black hole node is carried
out during the route discovery process. If a node falsifieddiveard delivery ratio it

risks of being detected, and not be includedarie before the datiansmission phase
starts. Of course, as discussed earlier, even with the SETX protocol, there is still some
chance for a black hole node to be selectedoate. This is due to either the black hole
node really obtains the best route, or it uses moreistoated attacks like cooperative

black hole attacks. In this case, the SETX protocol cannot detect the black hole attacks.

However, since both solutions are operating in different phases, it is possible to combine
the SETX protocol ithmita detect btaek h@ehaittdcks.0The SETXg o r
protocol can be used during the route discovery phase. Once a route has been selected,
Shil ads algorithm can be used t o Integratiigt or
both solutions will most likely mvide a higher level of protection against black hole

attacks in the network.
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3.5.3 Summary

Table 3.3 shows the comparison with other solutions against black hole attacks. The table

includes each solution with its weakness and strength.

) Security Attacks
Solution Name Protocols _ i
Fabrication Attacks Dropping Attacks
. . Detected by verifying a
Deng's solution AODV Vulnerable
[DENO2] reported route
Detected by estimating time
Tamilselva delay for a round trip of a Vulnerable
[TAMO7] AODV
packet

Detected by listening to

Dje”([)ggisosé?mion AODV | neighbouring nodes and usin Vulnerable
a two hopacknowledge
Detected by comparinan
Shilads A e Vulnerable estimated number of data
[SHI08] packet received with the
actual datgacket received
Detected byonfirmingthe
SETX ETX number oforobe message se Vulnerable

and received

Table 3.3: The Comparison of Different Security Solutions against Black Hole Attacks

3.6 SETX Protocol Performance Evaluation

3.6.1 Simulation Modelling

3.61.1 Routing Models

The SETX routing model is based the AODVUU [AODVUU]. AODV-UU is a Linux
implementation of the AODV[RFC3561] routing protocol, developed at Uppasala
University, Sweden. It runs as a uspace daemon, maintang the kernel routing table.
AODV-UU was written in C language and it has been released under the GNU General
Public License (GPL). AODWU implements all mandatory and most optional features of

AODV. Hence, AODVUU is practical and usable in a machimmming on Linux. The
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development of the AODWU has been further ported to a network simulator called NS2
(Network Simulator 2)NS2].

The SETX routing model extends the functionality of the ETX routing model based on this
AODV-UU implementation. There aréwvo major modifications on the AODWU
implementation to support SETX. The first modification is that a neighbouring node is not
allowed to calculate #orward delivery ratiovalue and advertise it to an initiator node
using a hello packet. Instead itrsquired to store the received probes in its buffer and

send these probes to the initiator using RREP packets when necessary.

The second modification is a node attaches corresponding acknowledge probes to the
outgoing RRERpackets before sending the paskitits upstream node. This means that

the size of a RREP packet has to be resized to accommodate the probes. By using this
method, SETX values are not updated when each hello packet is received, but rather they

are updated edemand when RREP packets sreeived.

3.61.2 Mobile Node Models

There are four types of mobile nodes defined in the network: 1) source node; 2) destination

node; 3) intermediate node; and 4) malicious node.

(1) The source node generates traffic and sends it to the destination notlaffichis
generated when the route is established.

(2) The destination node, often referred to as the sink node, receives the traffic sent by
the source node. Performance metrics (e.g. throughput and packet delivery ratio)
are measured at this node.

(3) One or nore intermediate nodes are connected to each other to form a route
between the source node and the destination node. This route can be used to
forward traffic from the source to the destination node. The source and destination
nodes are not considered as atermediate node. The location and the waypoint of
these nodes are random, using the random waypoint f®a&l05.

(4) A malicious node forges an ETX value. It lures traffic which is to be forwarded
through it. Once it receives a data packet, it drops the packet to perform the black

hole attack in order to interrupt the network operation. The malicious node also
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uses the mdom waypoint model for its movement. More details of the malicious

node model are explained below.

3.61.3 Malicious Node Model

A malicious node model defines the behaviour of malicious nodes in a network. In this
simulation, we use a black hole malicioosde model. A malicious node in this model
behaves as a black hole node. It forges a routing metric value (e.g. a false forward delivery
ratio for the ETX metric) to lure traffic being forwarded through it. It then drop the data
packets to interrupt theetwork operation. The behaviour of the black hole node has been
discussed in SectioB.3.8 The TCL command implemented in this model is shown in
AppendixB.1.

3.62 Simulation Parameters

Finetuning simulation parameter values may make a difference estigating how well

a routing protocol performs. To evaluate and compare the SETX and ETX protocols, this
section discusses simulation modelling and investigates optimum parameter settings for
the simulation of both protocols. It defines statistics thdt @ used to evaluate the
performance of the protocols. These statistics are used to measure the performance of the
protocols under various parameter settings. Based on the simulation results,

recommendations will be given on the selection of the paramwaiiees.
Mobile Node

Mobile nods havea maximumradio range of 50niSee Appendix B.2 for the details of
configuration) The wireless standard used is 802.IEEEOQ3], which has the maximum
signallingdata rate of 54Mps (Megabit persecond) Pleasenote that aithe range of 50m

(the maximum range}hesignallingdata ratewill be lower than the maximum signalling

data rate We are aware that there are newer standards of IEEE 802.11 (e.g. 802.11n).
These versions have a much higher maximum datathhatethe 802.11g. However, the

NS2 version 2.26 which is used in the simulation does not support these newer standards
natively. It needs a patch to integrate such standard into this particular version. At the time
of writing, there is a patch for 802.1from National of Taiwan University [NTU].
However, it is not compatible with NS2 version 2.26. Therefore, the newest possible
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version that we can use is 802.11g. With the IEEE 802.11g, the maximum bandwidth of
this standard is 54Mbps. This bandwidth wié bsed for all of the simulations in this
chapter.

Mobility Class

In the simulation, a node may move with different sgeétbdes may have one o#o
different speeds depending on the scenarios. These are Om/s (node is not moving) and
1.4m/s (node is movinat a walking speed [BROO06]). Scenario 1, 2, 4 and 5 are simulated
with no movement of intermediate nodes. However, Scenario 3 is simulated with the

movement of nodes.
Traffic Model

Sensor networks normally generate monitoring data which has the samesizat
Constant Bit Rate (CBR) traffiwill be usedin this simulatioras itrepresentsypical data
that retrievedfrom sensor networksThe traffic is sent from the source node to the
destination node with different data rates. Data rates used sintiation are 1, 10, 100
and 1,000 packets per secorithe different data rates are used in the simulation to

investigate if the SEX protocol will perform differently to the ETX protocol.
Packet Size

The use of different data packet sizes may affect ortwerformance [SHA12]. A bigger

data packet size may not always provide the best throughput rate than a smaller data packet
size. Here, different data packet sizes are used in the simulation to see if they affect the
performance of our SETX protocol atlie ETX protocol. The data packet sizes used in

our simulation studies are 800, 1000, 1200, and 1400 bytes.

Buffer Queue Length

According to [POR12], the default buffer queue length of 50 packets in NS2 may affect
the performance when the data ratbigh. The optimum buffer queue length used with a
high data rate is 1,000 packets. Therefore, in our simulation a queue length is set at 1,000

packets as recommended.
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Energy Model

Regarding to the energy modefe use thgpower consumptionsecommendeth [CHEO1]

which has been conducted from a real network interface card (i.e. Cabletron Roamabout
802.11 DS High Rate). The power consumptions of this card are 1,400mW for a

transmission, 1,000mW for a reception, 830mW when idle and 130mW when the card is in
a sleep mode. In additionaeh noden the simulation willhase aninitial energyof 100

Joules
Simulation Setup Summary

In our simulation study reported in this the$§2 version 2.26 is used. The locations of
all mobile nodes are limited @ 300m x100m network area. The nominal radiange of
each mobile node iS0m. The traffic is generatagsing CBR traffic at the source node
with different data rates:, L0 and 100 packets per secamarder to allow nodes to have
some buffer before drops the gat The size of data packets afexed at800, 1000, 1200
and 1400, respectivel\rthe simulationwill run until the there is no data packet delivered
(due to no route between the source and the destination Makg 3.4 summarises these

parametersetings.

Parameters Values

NS2 Version 2.26

Node Movement Speeds 0, 1.4m/s
WLAN Standard 802.11¢g
Maximum Bandwidth 54Mbps
Nominal Radio Range 50m

Signal Strength Reception

Threshold 709113€08
Carrier Sensing Threshold 7.69113e08
Data Ratdpackets/second 1, 10, 100and 1000
Buffer Queue Length 1,000 packets
Traffic Type UDP

Data Packet Type CBR

800, 1000, 1200 and 14(Q

Application Data Payload Size
bytes/packet

109



Parameters Values

Number of Mobile Nodes 2,6,11
Initial Energy 100 Joules
EnergyConsumption in
gy. ) P 1400mw

Transmitting Packets
Energy Consumption in Receiving

1000mw
Packets
Energy Consumption in IDLE

830 mwW

State

Energy Consumption in Sleep Stg 130 mW

Table 3.4: Simulation Parameter Settings

3.6.3 Simulation Results

Different simulation scenarios amdnductedo evaluate the performance of SETX. The
results of these simulation scenarios are discussed in terms of Average throughput, packet

delivery ratio, control packet counprtrol packetrate, and simulation duration.

Average throughput isthe average rate of successfidta delivery measured at the
destination node (bytes) divided by simulation duration (seconds) [KETT]. Simulation
duration measures the time elapsed from the time that the source node starts sending a

RREQ b the time the destination node receives the last data packet.

0L QI NG &xRD o Equation 3.7

Packet delivery ratigs theratio of the number of data packesstually reeived at the
destination node artie number of data packets sbgtthe source node and multga by
100. This metric measurelsow well the routing protocol perfosnin a malicious
environment The hgher the number of dropped data packetbe lowerthe packet

deliveryratiois.

0 ¢ 0 O@MD "QUY'eIO &) 1T T Equation 3.8

Control packet count refers tthe numberof control packet transmissionf a RREP
packet issent overa 5 hoprouteto the source nod¢hiswill becounedas 5 packetasing

110



this metric. Control packet rate is slightly diffateit is calculated from control packet

count divided by the simulation time.

¢ ¢ o0l BaYdd Q Equation 3.9

We investigate theverhead incurred inperaing the SETXprotocol compared withihat

of the ETX protocol in Scenarios 3.3.3. This investigation is done assuming a network
environment is without any malicious behaviour. We then investihat@erformancef
the SETX protocoWhen therearemalicious behaviowrin the networkand compare it to
that of the ETX protocol using Scenarios 3.4 and B&ch scenario has been set with
different datarates (i.e. 1, 10, 100 packets per seg¢poadd different datagyload sizes
(800 bytes, 1000 bytes, 1200 bytes and 1400 byié®) details and theesultsof these

simulatiors arereported below
3.63.1 Scenario 3.1: No Intermediate Node

This scenario is designed to compare the performances of the SETX and ETeoblgroto
when there is no intermediate node involved. The source node is connected directly to the
destination node. The locations of the two nodes are fixed as shown in Figure 3.41.

(0,0) (50, 0)
Figure 3.41: Network Topology of Scenario 3.1

The circle stands for a mobile node. The "S" letter in the circle means this node is the
source node. The "D" letter is for the destination node. The arrow means there is a wireless
connection between two nodes. Data traffic is flowing following the adiogction. The

letter below a node indicates the location of the node, iy) format.

With this scenario, there is no intermediate node involved. There is also no movement of a
node. We are able to see the real differences of protocol overheads b&8&E¢rand

ETX with this simple topology.
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The full simulation results for this scenario are shown in Appendix D.1. Hgtee 342
showsthe data rate of 1 packet per 1 secon@ can see thahe average throughput is
slightly lower than the size of a dggacket. In fact, it is 20 bytes lower than the size of the

data packet. This is because each data packet also contains an IP header. As this simulation
is done based on IPv4 and the standard IP header is 20 bytes, the average throughput

results shown inhe figure are valid.
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Figure 3.42: Average Throughputs in Scenario 3L with the data rate of 1 packet/second

When the data rate increases, the average throughput also increases. This is because the
source node sends more packets within the same timedp&ido example, instead of
sending 1 packet per second, we increase the data rate to 10 packets per second. In this
case, the source node will send 10 times more packets than the previous one. Obviously,
the destination node will receive more packets mledithe network is not congested. As a

result, the average throughput is higher according to the data rate.
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Average Throughputs in
Scenario 3.1 (10 packets/second)
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Figure 3.43 Average Throughputs in Scenario 3L with the data rate of D packets/second

Figure 343 shows the average throughputs when the datais set to 10 packets per
second. The average throughputs are 10 times higher than the results when the data rate is
1 packet per second, which is what we expleigure 3.44 shows the average throughput
results when the data rate is increased to 1@Rgts per secondVhen comparing ETX

and SETX in this scenario, the average throughputs of both protocols are virtually

identical. This result is within our expectation.
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Figure 3.44: Average Throughputs in Scenario 3L with the data rate of100 packets/second

The simulation results presented in Figure 3.45 show that the simulation duration of the
SETX protocol is shorter than the ETX protocol. This is because when the size of a data

packet is bigger, more energy is required to transmit the packehdnwords, the longer
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the packet, the more energy a node requires to transmit/or receive it, thus the shorter the
simulation duration. As the packet size used in the SETX protocol is longer than that used

in the ETX protocol. So the simulation duration fiee SETX protocol is shorter.
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Figure 3.45: Simulation Durations in Scenario 31 with the data rate ofl packet/second
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Figure 3.46: Simulation Durations in Scenario 31 with the data rate of100packets/second

Whenthe data rate goes higher, thienulation duratiorgoes shorter. Figure 3.46 shows

that the simulation durationis reduced markedly when the data rate is set to 100
packets/second, in comparison with the case when the data rate is set to 1 packet/second
(from Figure 3.45). This is becs@ each packet transmission consumes battery. A higher
data rate means more packet transmissions, thus more battery consumption. As a result, the

simulation durationgareshorter.
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Figure 3.47 shows the numbadr control packets generated by ETX and SET&tqcols.

From the figure, it can be seen that ETX generates more control packets than SETX. The
reason behind this is that the simulation duration for the ETX protocol is longer than that
for the SETX protocol. When the simulation duration is longer, siodi generate more

traffic, including control traffic.
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Figure 3.47: Control Packet Counts in Scenario 3l with the data rate of1 packet/second
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Figure 3.48 Control Packet Countsin Scenario 31 with the data rate of10 packets/second

Whenthe data rate is higher, the simulation duration will be shorter. So wersdess
control packet count. The results in Figure 3.47 and Figure 3.48 show that the control
packet count for the data rate of 10 packetséind was significantly lowerhis wa not

expected. However, further investigation has revealed that this is due to the simulation
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duration for the data rate of 10 packets/second is shorter than the simulation duration for
the data rate of 1 packet/second. Since the simulation duratioartsersimodes have less

time to generate control packets. As a result, the control packet count for the data rate of
10 packets/second is smaller than the control packet count for the data rate of 1

packet/second.

The control packet rates for the two caaesvery similar. The control packet rates for the
data rates of 1 and 10 packets/second are shoviAgure 3.49 and 3.50, respectively.
Both figures show that SETX and ETX have very similar control packet rates which are 2

control packets/second in thgsenario.
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Figure 3.49: Control Packet Rates in Scenari@.1 with the data rate ofl packet/second
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Figure 3.50 Control Packet Rates in Scenari®.1 with the data rate of10 packets/second
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The packet delivery ratios of this scenario was also as expebteddestination node
received althe data packets sent from the source node. With all of the data rates, and all of

the paket sizes we simulated, the packet delivery rai@sall 100%.

Packet Delivery Ratios in
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Figure 3.51 Packet Delivery Ratiosin Scenario 31 with the data rate of1 packet/second

3.6.32 Scenario 3.2: With Intermediate Nodes

Scenario 3.2 compares the performances between ETX and SETX when there are
intermediate nodes involved. The network topology used for this scenario is shown in
Figure 352.

()= (= (=)=

(0,0) (50, 0) (100, 0) (150, 0) (200, 0) (250, 0)
Figure 3.52 Network Topology of Scenario 3.2

Comparing the average throughputs in Scenario 3.1 and Scenario 3.2, it can be seen that
the average throughputs of both scenarios are virtually the same when the data rate is low.
This is because there is ample bandwidth to forward the traffic, and #eaptaso busy to

forward data packets along the route.
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Figure 3.53: Average Throughputsin Scenario 32 with the data rate of 100 packets/second

The control packet ratesf this scenari@arehigher than that iscenario 3L. This is due to
the fact that there are intermediate nodes taking part in the packet transmissions. When
these intermediate node request or update a route with their neighbouring nodes, the
routing packets are also counted. The more number of node$vddvin packet
forwarding, then the higharontrol packet rates. Thecontrol packet ratesf this scenario

with the data rate of 1 packet/second is shown in Figit4. The full simulation results

for this scenario are shown in Appendix D.2.
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Figure 3.54: Control Packet Ratesn Scenario 32 with the data rate of 1 packet/second
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3.633 Scenario 3.3: With Moving Intermediate Nodes

This scenario investigates whether the movement of intermediate nodes would affect the
performance of SETX when comparedttwETX. The scenario shows 4 intermediate
nodes movingvertically up and down. The intermediate nodes 1 and 3 start from the
locations (15, 85) and (45, 85), and then move down to (30, 15) and (60, 15) with the
speed of 1.4m/sOnce they reachheir destimtions, they moveup to their starting
locations, and then move back down again. These movements continue until the simulation
ends. Intermediate nodes 2 and 4 also do the same movements, but they start at the bottom
locations instead of the top location§his scenario is set to see whether moving
intermediate node wilbffect the performance between SETX and ETX protocdlke

network topology of this scenario is illustrated in Figure 3.55.

(15, 15) (30,19 (45,15 (60, 15)

Figure 3.55:Network Topology of Scenario 3.3

The full simulation results of this Scenario 3.3 are shown in Appendix D.3. Were,
compare the simulation results of two data rates, 100 packets/second and 1,000
packets/second. The throughput results of these simulations are given in Figure 3.56 and
Figure 3.57, respectively. From tleedigures, it can be seen thas the packet size
increases, théhroughput values also increaskhis is because a longer packet size can
reduce the overhead proportion, and if the network is not heavily loaded, this can lead to

an increase in throughput.
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Figure 3.56: Average Throughputsin Scenario3.3 with the data rate of 100 packets/second
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Figure 3.57: Average Throughputsin Scenario3.3 with the data rate of 1,000 packets/second
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Figure 3.58: Average Throughputsin Scenario3.2 with the data rate of 1,000 packets/second

We have also compared the result shown in Fi@ub& to those results collected from
Scenario 3.2 (shown in Figu®58). The results here are very interesting. @lierage
throughpus in Scenario3.3 is significantly higher than those in Scenario. Bigre, we
searched for the reason behind the higher average throughput results shown in Figure 3.57
in comparison with those shown in Figure 3.58. It turned out thadableet delivery rati®

(shown in Figure 3.59) of the Scenario 3.3 are higher than thdeenhario 3.2 (shown in

Figure 3.60).
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Figure 3.59: Packet Delivery Raticsin Scenario3.3 with the data rate of 1,000 packets/second
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Packet Delivery Ratio in Scenario
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Figure 3.60: Packet Delivery Raticsin Scenario3.2 with the data rate of 1,000 packets/second

After searching for the reason for a long time, we have discovered that the network
topology could behe reason to make the delivery ratio in Section8dgher than the
Scenario3.2n Scenario 3.3 the routes selected €L
SY2Y4YD. rduteswershorter than the one in Scenario Bihce the number of

hop counts is shortea chance thatvo packes will be transmitted at the same time is

lower in Scenario 3.3. Therefore, the chance that packets will be lost is tawEpt this

reason, webelieve that this has madkee packet delivery rati®in Scenario3.2 is lower

than those of the Scenario 3.3.
3.6.34 Scenario 3.4: With a Malicious Node outside the Best Route

This simulation investigates the performances of tBd)S and ETX protocols in the
presence of black hole attacks. As showRigure 3.61this scenario defines two routes to

the destination node. ThYe5 YD)ihass6thops momtthe ( i
source node to the destination node while the secandre (i . e. SYG6Y7VY8Y
only 5 hops. The first route has a malicious nodeocere while the second route does not.

The black hole node (shown as node 5) fabricates the ETX value in order to be included
entroute. Once the traffic is sent through theckldole node, it will drop half of the

traffic.
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1st Route

(80, 60) (125, 60) (170, 60)

(40, 30) (210, 30)
2nd Route
(0, 0) (50, 0) (100, 0) (150, 0) (200, 0) (250, 0)

Figure 3.61: Network Topology of Scenario 3.4

Here, the second route is assumed to be the best route according to the ETX metric.
Assuming that each of the links has an ETX value ofds.@he first route has 6 links, the
first route has the ETX value of 6.0. Similgrthe ETX value of the second route is 5.0.
As the second route has a lower ETX value (which is more preferable), the second route is

therefore selected.

The simulation results of this scenadre as expected. That is, the ETX protocol selects

the firstr out e (i .e. SY1Y2Y3Y4Y5YD) whilst the
route. This is because the black hole node (in the first route) fabricates the ETX value and
tells the source node that it has the best route to the destination node. The sourcennode th
believes the black hole node and selects the first route instead of the second route. On the
other hand, with the SETX protocol it is much harder for the black node to fabricate the
SETX value. Because the metric value is not fabricated, the sourcseledts the second

route as it is the best route.

When the ETX protocol is used, the average throughput and packet delivery ratio results
are halved in comparison of the results from the SETX protocol. This is because the black
hole nodedrops half of thdraffic, and forward the other half to the destination n&be
Appendix D.4 for the full simulation results for this scenafibe average throughput and

the packet delivery ratigesults of the data rate is set to 100 packets/second are shown in
Figure3.62 and Figure 3.63, respectively.
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Figure 3.62 Average Throughputsin Scenario 34 with the data rate of 100 packets/second

With the SETX protocol, however, the black hole node cannot easily manipulate the
routing decision made by the source nodetHgosource node would be able to still select

a route with the lowest SETX value (i.e. the best route). Since this route does not include
the black hole node, the average throughput and the packet delivery ratio results are much

higher (i.e. near 100% paekdelivery ratio).
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Figure 3.63 Packet Delivery Ratiosin Scenario 34 with the data rate of 100 packets/second

One question may be asketth ETX protocolwhy the source node does not change to the
second route when a significant number of packet eoppgd by an intermediate node.
This is because the ETX protocol does not have aipuiitechanism to respond to packet

loss due to black hole attacks. The neighbouring nodes of the black hole node still have a
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route to the destination node registerethiir routing tables. The wireless links still exist.
Route repair or discovery processes are not activated in such cases. Therefore, the source

node still uses the first route.

Another question is how we can handle this problem. There are two possitadEs:

(1) do not select a route containiadplack hole nodm the first place, and (2) change for a
better route when a packet delivery ratio drops below a threshold value (e.g. 50%). The
SETX protocol is designed to support the first approach bylagng a mechanism to

allow a source node acquiring a more accurate ETX metric value. This is so that the source
node stands a better chance to find the best route, and have less chance to be affected by a
black hole node emoute. The second approach mag done by applying a trust based
method. So at the beginning of the transmission process, the source node may select a
route with a black hole node, but after a while the packet delivery ratio will be decreased.
When the destination node detects thatpheket delivery ratio is lower than a defined
threshold value, the destination node may initiate a route repair. Then an alternative route
can be searched. However, when searching for another routing this time, a trust metric
related typdi.e. Section 2.3.4)or the packet delivery ratio history of a route will need to

be taken into consideration. Otherwise, the same route (i.e. the route with the black hole

node) will be selected, because the black hole node will fabricate the metric value again.

The SETX protocol is designed to deal with black hole attacks in ito@tion where the
location ofblack hole nodes is not in the best route. The protocol cannot avoid selecting a
route where the black hole node is included in the best route. This situationbes
simulated in Scenario 3.5. In this scenario, we shall see how SETX and ETX protocols

react when a black hole node is included in the best route.

3.6.35 Scenario 3.5: With a Malicious Node inside the Best Route

This scenario uses the same networkology as the previous scenario (Scenario 3.4)
except that the location of the black hole node is different. The black hole node in this
scenario isntermediate node 9. It is included in the second route. Whether or not the black
hole node fabricates tHel' X value, both ETX and SETX would select the second route as

it is the best route.
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Figure 3.64 Network Topology of Scenario 3.5

Thefull simulation result$or this Scenario are shown in Appendix DsBow that for both

the SETX and ETX protocols the packet delivery ratios (showfigare 3.65) are about

50%. This is because the blabkle node has dropped half of the data packets routed
through the route. The average throughputs from both protocols, as shown in Figure 3.66,
are virtually the same. They are about the half of the throughput under the condition where

there is no black helnode attack.
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Figure 3.65: Packet Delivery Ratiosin Scenario 35 with the data rate of 100 packets/second
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Figure 3.66: Average Throughputsin Scenario 35 with the data rate of 100 packets/second

Most of the simulation results shown that {performance of SETX and ETX are very
close when there is no black hole node in the network (e.g. Scenario 3.1, 3.2 and 3.3), or
even when there is a black hole node located in the best route (e.g. Scenario 3.5).
However, when there is a black hole nodeated outside the best route (e.g. Scenario
3.4), the performance of the SETX protocol is much better than the performance of the
ETX protocol, as with the ETX protocol the black hole node would be able to forge
routing metric values and lure the trafficifge routed via the black hole node before
performing packet dropping attacks. This is the advantage of using the SETX over the
ETX protocol.

3.7 SETX Limitation s

The aim of SETX protocol is to provide a method to prevent black hole nodes from
advertising dabricated forward delivery ratio of a wireless link between itself el of

its neighboursThe SETX protocol allows a node to select a route which is tnaséul

than that selected by the ETX protocol, especially when there is a black hole nbde in t
network. With the probe verification mechanism of the SETX, it is difficult for a black
hole node to fabricate a metric value. However, the SETX protocol cannot prevent a source

node from selecting the best route that includes a black hole nadaten

A trust management scheme can be used to address this limitation. A trust management

scheme[PIR06] can be used for nodes to monitor the behaviour of teghbous. If
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their neighbours have intentionally dropped packets, their trust levels will deteaff If

the trust level of a neighbouring node drops below a given threshold, this neighbouring
node would be considered as a malicious node, and should be excluded in a routing
operation. This trust based approach to countering black hole attacks tmetaasblack

hole node may be selected®ute and be able to attack the network (i.e. drop the packets)
for a while before it is detected. Once it is detected, an alarm can be sent out to inform

other nodes, so that it is excluded in routing operations.

This issues addressetly designing the FRD framework that supports the use of multiple
routing metric types in routing decision making. The framework can consider both SETX
and trust metric type at the same time. In addition to that, the frameworloaksders the
requirements of different applicatidayer data types to make the best raytikecision for

the application.
3.8 Chapter Summary

This chapterhas presented thaesign andsimulation studyof a novel solution to counter
black hole attacks on tHeTX protocol. This novel solution, i.e. tt&ETX protocol, shifts

the task of computing link quality metric values from the receiving end of a
communication onto the initiator of a communication. It &dmiiltzin mechanism to allow

the initiator to verify any probe messages (used to estimate the link quality) returned by the
neighbouring nodes, thus effectively reducing the chance of successfully fabricating link
quality data by malicious nodes. Simudat results have shown that tis=TX protocol
provides a much better performance than its ETX counterpart in malicious environments.
The larger the network size, the bigger the improvement, and these improvements are

achieved with very little overhead csst
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Chapter 4

A Flexible Routing Decision (FRD) framework for
MANETS

4.1 Chapter Introduction

This chapterintroducesa novel method called the Flexible Routing Decision (FRD)
framework. This framework is designed for routing decision making in MANE Tses a
crosslayer approach to support applicati@vel QoS requirements by allowing users to
use andrank different types of routing metrict supports the use of different Multi
Criteria Decision Making (MCDM) techniques in routing decision makingthermore,
the chaptecritically analyses the FRD framework and evaluates its performancethsing
NS2 simulation packag&.he novelty of the FRD framework lies in its ability to select
routes for a individual applicationdata typebased on its QoS arskcurity requirements

in a single platform.

In detail, Section4.2 describes the problem to be tackled by the FRD framework. Section
4 3 critically analyses existing routing algorithms in MANE Tdentifying their pros and

their cons. Section 44 discusse the background of MulCriteria Decision Making
techniques and how to put them into MANET routing decision making context. Section 4.5
presents the novel FRD framework. Section 4.6 evaluates the framework using NS2.
Finally, Section 4.7 concludes theagiter.

4.2 Problem Statement

Wireless deviceare increasingly capable pflications that used to be only accessible on
desktop computers are increasingly malnle on such devices. Users may run several
different applications concurrently on the same deviDifferent applications may
generate different data typeshich, in turn, may impose differe oS and security
requirements These requirements may better satisfied by forwarding the data along

differentroutes. This leads to the need for selecting differeating criteria(i.e. routing
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metric types) and selecting routes based on these criteria, for a given set of QoS
requirements Take a military ad hoc network communication scenario as an example
[MANO09]. Soldiers are equipped with mobile devices. They use these devices to
communicate with each other. They may use an email application to convey information
on their physical conditions, locations or other battlefield information to their
commandersin the meatime, they may also talk to each other using the Voice over IP
(VolIP) technology. In this example, each user is running two applications simultaneously
one is email and the other v®ice communicationAs the email messages are highly
sensitive ad urgent, a route with a sufficiently high security and reliability level should be
chosenfor the data generated from the email applicatidiith regard to data generated
from the voice communicationn addition to confidentiality requirementvhich canbe
addressed by usingn endto-end encryptiorservice a lower level of delayndjitter is

also important. Thugheroute with the shortest delay may be the most appropriate.

Existing ad hoc network routing solutions do not consider these applitatieh
requirements when making a routing decision. They typically make a routing decision only
based upon the information acquired at the network layer. For example, thdadsedt
Routing Protocol (TRP)XUEOQ4] uses a trust value as the underlying routifiterion to

select the most trustworthy and reliable route among those available. A route selected
using this method may be appropriate for forwardiaiability-sensitivedata such as
financial transactions, but may not be the best route for dataageddry a delagensitive
application This is becaustine most trustworthy route may not be the shortest route or one
with the least delay. This means that using a single metric type and/or information
acquired at the network layer alone may nosb#icient to accommodate different QoS
and securityrequirements imposed by diversified usmrel applications or applicatien

level data types.

Here, we hypothesise thahakinga routing solutiorwith a consideration of application
layer requirements couldaisfy the needs of the applicatiom terms of reliability,
security, and performandeetter than without considering orieo validate this hypothesis,

we have developed a novel framework, the Flexible Routing Decision (FRD) framework,
which uses a crodayer approach to map application layer QoS parameter values to

routing metric values used by the network layer.
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Generally, a routing decision is made by a routing algorithm. A routing algorithm is a
mechanism used to find the best route from available ngutandidates. Each routing
algorithm has a different mechanism to find its best route. For example, a distance vector
routing algorithm selects a route based on a hop count. On the otherth@naljting
algorithm ofthe ETX routing protocol finds a roatby using a delivery ratio of probes (as
mentioned inSection 2.3.38). The FRD framework makes use of both applicaléyer
requirements and network layer information to find a route. Before introducing the routing
algorithm of the FRD framework in détathe following section first gives a review of

existing routing algorithms used in MANET routing protocols.

4.3 A Literature Review: Routing Algorithms for

Routing Decision Making

MANET Routing algorithms can be divided into two categories. The fagtgory of
algorithms uses a single routing metric type to select routes. Hereafter, these algorithms
will be referred to as single metric type based routing algorithms. The second category will
be referred to as multiple routing metric types based roudiggrithms. The latter
algorithms select routes using two or more routing metric types.

4.31 Single Routing Metric Type Based Routing
Algorithms

As the name suggests, a single routing metric type based routing algorithm only uses one
routing metric typeo evaluate and select routesrduiting decisiormaking process of this

kind of algorithmsis straightforward A routing candidate witthe best routing metric

value will be selected.For example, thalistancevector algorithm (the most common
algorithmin MANET routing [PER94, PER97, JOH96{)ses a hop count as its routing
metrictype It selects a routing candidate with the lowest hop count value (i.e. the shortest
route) to the destination node. The algorithm mattesdecision based on a packet
travesing the shortest route withe potential to experience the least delay. That is why
the shortestouting candidates considered as the best route for this routing algorithm
However, if the shortegbuteis always chosen, traffic can build up alongsttoute, after

which traffic mayexperience a longer delay. In addition, theermediate nodeslong the
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route couldbe oveloaded by the flood of trafficAs mobile nodes are operated by battery
power, continuously using the same intermediate nodequakly exhaustt he node 6
battery power and cut the node off the netwovks a result, the networknay be re
partitioned To address these problems, the second category of ad hoc routing protocols,

i.e. multiple routing metric type based routing algorithars, proposed.

4.32 Multiple Routing Metric Type Based Routing
Algorithms

In a multiple routing metric type based routing algorithmmoating decisions made by
considering two or more routing metric typd$iese routing protocols [TSI01, XUEQ3
ZHUOZ] uses a multmetric based routing algorithm to evaluate and compare metric
values of two or more routing metric types of @uting candidates, then selébt best
route. When several routing metric types are used, the routing algorithm typicalbynases

of the following techniques to select the best roREmk Qder and Thresholchethods
4.3.2.1 The Rank Order Method

The rank order methos one of the most commonly used decisimaking methods in
multi-metric based routing algorithmBor examplejt is used in the design of auting
protocol called OSLR [RFG26]. In this protocol, the rankrdermethod is used to rank
multiple routing metrics based upon their priorities. The metric with the highest priority
(called the first rank metric) will beonsidered first. If there are severaliting candidates
with the same highest first rank metric value, all of themeting candidate will be
maintained in theouting candidatdist, while otherrouting candidatg i.e. those with
lower first rank meic values, will be discarded.hE routing candidasemaintained in the

list will thenbe further sortedbased orthe second rank metric valuéswith the higher
value first. When making the final routing decisicmmongt the candidates with the
highest fist rank metric value, the one with the highest second rank metric value will be
selected. If thersveretwo or more routing candidates with the same highest second rank
metric value, then the third rank metric values will be used to rank and select @atandi

and so on
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Let ususe an example toirtherillustrate this method. Say, a source ndgléhas a routing
tableas shown inmmable4.1. The tableuses three metric types, Metric Type A, Metric Type

B and Metric Type C. Metric Type A is the first rantetric type (i.e. having the highest
priority). Metric Type B is the second ramd Metric Type C is the third rank metric

type There are thremuting candidateavailable forSto choose fromi.e. Route A, Route

B and Route CRouteA has the lowestalue of the first rank metric type (its Metric Type

A has the value of 0.5). Route B and Route C both have the value of the first rank metric
type of 0.6. So Route A will be discarded first. In the next stage, as routes B and C have
the samevalue of thefirst rank metric typetheywill be further compared by usy the
values of the second rank metric type (i.e. Metric Type/) can see thatdute B has a

highervalue of the second metric typso Foute B will be selected by using this routing

algorithm
No Routing Metric Types (Rank)
" | Candidates |Metric Type A (1%)] Metric Type B (2") | Metric Type C (3")
1 Route A 0.5 0.9 0.8
2 Route B 0.6 0.4 0.4
3 Route C 0.6 0.3 0.9

Table 4.1: The Example of aRouting Table that uses othe Rank Order Method
in Multi -Criteria Routing Decision

Most of the time, routing decisions are made based on the first rank metric values. Only
when two or more routes share the same highest first rank metric value, the next rank
metric values will be considered. This praeés straight forward and efficient. It does not
consume mucladditional CPU resources. In other words, this method has a comparable

performance witlthe single metric routing decision making method.

However, as tb mult-metric based routing decisionettod puts an overriding priority on
a higher rank metric type, andost of the time iignores the values of lower ranking
metric types this method sometimemay not lead to an optimal routing decision.
Revisiting the example shown ifable 4.1, using therank order methgdRoute B was
choserbecausét has the bestaluesof boththe first rank metric type(i.e. Metric Type A)
andsecond ranknetrictype (i.e. Metric Type B)However, in this example, this method
has ignored the value of thkird rank metric type (i.e. Metric Type C) &bgether.The
value of the third ranknetrictype for Route B is 0.4. This value is thewest among the
available routes. If Metric Type C is the remaining battery level metric type, thiswdute
be the first one to breafs this routdias thdowestremaining battery levdi.e.0.4). If the

route breaks before the transmission is complete, then the sourceSmatehave to
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initiate anotherroute discovery procesghis couldlead to more energy and resource
consumptios, as the route recovery process will generate and flood route request packets
into the network. In other words, this method often $gacsubboptimal routing decisions,
particularly when the low rank routing metric values are much lower than higher rank
metric values. Thisndicates that this method is not efficient. Itaddressed by using

anothemulti-metricdecision making methathe threshold method.
4322 The Thr e s-Goodtrant) Method U

The threshold method optimises one metlyjme but sés a threshold value for each of the
other metrictypes. The threshold value indicates a minimum acceptable routingcmetri
value. At runtime, the valueof the metrictype concerned (saietric Type A will be
compared with the threshold value specifiethyAoute that satigés the threshold value
will be maintained in the routing table emiting candidatesyhereas the routes that do not
satisfy the threshold value will be discarded. The routing decision will then be byade
using the same way as thak ordermethod, i.e. choosing one with the best metric value

(sayMetric Type B from thoserouting candidatglisted in the table.

Most of the MANET QoS routing solutiorsipportmulti-criteria decision makingThese
protocols largelyuse this threshold ethod to select route$ssER02, XUEQ3, ZHUQR
Assurre that the number of supported routing metric types(isheren>= 2). The number
of controlled metric types with assigned threshold \ali be n-1, and there will be

only one metric type withowtthreshold value assigned.

Table 4.2 shows that Routing Btocol 1has a threshold value of 0.#br Metric Type B
and Metric Type CHere Metric Type BandMetric Type Care called controlled metric
types whileMetric Type Ais a considered metric tyf@vith no threshold)If any routing
candidatehas theMetric Type Bor Metric Type C metric value less than 0.4, that routing
candidatewill be discardedThen he routing decision will be decided based onvalele

of Metric Type A only In other wordsif all routing candidates have the values of Metric
Type B and Metric Type C higher than the 0.4 threshold value, a routing canditlate
the highest value of Metric Type A will szlected.
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No Routing Threshold Value
' Protocols Metric Type A Metric T ype B Metric Type C
1 Protocol 1 Considered 0.4 0.4
2 Protocol 2 0.4 Considered 0.4
3 Protocol 3 0.4 0.4 Considered

Table 4.2: The Example of aTable of Routing Protocols againstM etric Types that uss
the Threshold M ethod in M ulti -Criteria Routing Decision

For most of the MANET routing protocols publishedhe literaturge.g. [KIM02, SIN98,
XUEO4), this methods used withonly two routing metric typesOne ofthe two routing
metric types is usually the hop coumeétric type and the otheonewill be anotherouting
metric type, e.g. a trustr power aware metritype Typically, the hop count is used as

considered metric type whitbe other one iassigned with a threshold value.

However, there are further issues that should be asltigegarding this method. The first
issue is that sometimes it may be difficult to deftnproper threshold value for a given
metric type If a threshold value isettoo high,manyavailable routesnay be excluded
from the routing candidate list, andighmay lead to a shortage of rout€n the other
hand, if a threshold value is set too low, tlhksatisfactoryoutesmay alsobe considered.

This may not be beneficial when making a routing decision in response to QoS
requirements.Therefore, selectinga proper threshold values important andcan be

difficult in reatlife applications.

The second issue is that this method does not consider the real quality of a controlled
metric. The actual value of aontrolled metric typewill not be considered as Ignas it
meets the threshold value. Using Routing Protocol 1 ffafle4.2 and the routing table
from Table4.1 as an example, Route A has ttadue of Metric Type B 00.9, whileRoute

B hasthe value of the Metric Type B @&.4 and the threshold valuesMetric Type B is
0.4. Route C willnot be considereecause the value of its Metric TypeiBlower than
the threshold value. Routes A andMBl be considered aloth of themhavethe values of
Metric Type BandMetric Type Cmore than or equal to the threshold valdéne routing
decision will be decided by thmetric value of Metric Type A In this casethe metric
value of Metric Type Aof Route B is higher thathat of Route A, so Route B will be
selected. However, iflve compare Route B with Route A carefully, Route A has
significantly highewalue of Metric Type B and Metric Type C. In some casaight be
more efficient to select Route A instead of RoutesiBce Route A hakighervalues of

both Metric TypeA andMetric Type C.This thresholdmethod does not take thésenario
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into account Instead it makes theuting decision based on thalue of Metric Type A
only, even though the valud Metric Type A ofRoute B isonly slightly better tharthat of
Route A. Ths observation shows that this method does not always make an optimal
decision, especially when the values of controlled metric types are significantly different

amongtrouting candidates.

In order to address these issues, need a method that can comesidhe quality of all
routing metric types. On the top of that, if we can also satisfy the applidatien
requirements at the same time, the routing decision should be more optimal. Our aim is to
use a MultiCriteria Decision Making (MCDM) technique tesign a routing decision
method that could address these issues. In light of this, the following section gives a
background discussion on MCDM techniquesthe MANET routing decision making

context.

4.4 Multi -Criteria Decision Making (MCDM)

Technique

In the previous section, weavediscussedhe different routing algorithms in MANETS.
Those routing algorithmsake a routing decisiowithout considering applicaticlayer
requirementsMaking a routing decision without taking applicati@yer requirements

into account might not be able to satisfy the requirements well. In this section, we discuss
how to make use of a MCDM technique to design a routing decision method that could

take both applicatiotayer requirements and multiple routing nietypes into account.

MCDM is considered as one of the masgell-known techniques of decision making
[LAZ09]. It deals with decision situations where the decision maker has several conflicting
objectives. In typical redife situations, no ideal alternaé exists in the sense of one that

is optimal forall objectives. The task of MCDM is to find a good compromise. This is the
technique that performs best in the eyes of the decision maker, taking into account all
objectives simultaneously. MCDM can alse bhpplied to a MANET routing decision

making by using applicatielayer requirements and multiple routing metric types.

In MCDM technique, routing metric values used in this method must ke Imerder to
compare routing metric values between different routing metric types. Howé¢G&M

136



technique cannot be used with a #imear routing metric valueThis is becausthe value

of the nonlinear routing metriccannot be compared with other riogt metric types
44.1 MCDM in MANET Routings

In the remaining part of this chapter, the following notations are used.

- For clarity, we use a normal font to indicate a parameter name, and italic font to
indicate a parameter value. For example, RRMTnarae of a routing metric type,
wherealRRMTW s a weight value of a metric type.

- A set ofmRouting Candida®(RC)is denoted as RCRG, RG;, ..., RG.

- A set ofn RRMTs is denoted as RRM,TRRMT,, RRMTsj, ..., RRMT.

- Y'Y 0 ds the metric value fometricRRMT; of RG, wherei = 1, 2, 3, ...mand]j =
1,2,3, .0

- Y'Y D "Yuis the weight of RRMjTof applicationdata typeA.

- w"YD "Ys the Weight Sum Model Score of the route; R€ applicationdata type
A. A route with the highesatvSMSvalue is the best route when using WSM
technique.

- @O0 D 'Y'Y6]'Y6 isthe Weight Product Model Ratio of the route;RC
comparing to Rgfor application data type AA better route is the route that has
theWPMRsmore than 1 when comparing to anotrmrting candidate

- Arelatived "Olvalue is the actudY 'Y 0 adivided by the sum of aRRMVswith
the samg (i.,e.B YYD w)

- & 00 "¥% the AHP Score of R@or applicationdata typeA.

- Arelative'Y & "Olvalue is the actudY 'Y O d@ivided by the maximum value of all
RRMVswith the samg (i.e.l A@ YYD )

- 'Yd "O0 "% theRAHP Score of REfor applicationdata typeA.

In general, MCDM makes a decision based given criteria and selexthe best from
available alternatives. A given criteria wur problem contex{i.e. MANET routing) is
basicallyan applicationlayer requirement (which we transfer into a routing metric type),
while alternatives areouting candidate In MCDM, a given critedn is repreented in a

form of weight.Here, we can also assign a weight to each Relevant Routing Metric Type
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(RRMT)}, so that we can decide how important these RRMTs are. The weights are
assigned per applicatiod RRMT with more importance should be assigned wéth
weightvalue that ishigher tharthe weight values assignedléss important RRMTs. For
example,application data typ@& has three RRM3 RRMT;, RRMT, and RRMTE. For

this application RRMT is considered athe most importanmetric type and RRMT is

more important than RRM Given that'Y'Y D "Ywis the weight of RRMT for
application data type A, the weight values of these RRMTs should be
YYO "YRYYD "YOY'YD Y9 and the sum of these values, i.e.

YYD YYD “YorY'Y 0Y6 ! should be 1.0.

A MCDM techniquecan be used to make a routing decision. There are four MCDM
techniquesdiscussed in this thesi$Weighted Sum Model (WSM), Weighted Product
Model (WPM), Analytic Hierarchy Process (AHP) and Revised Analytic Hierarchy
Process (RAHP). The following sections discuss how these techrageiesed tselect

the bestoute

442 The Weighted Sum Model(WSM) Technique

WSM [FIS67] is the simpkt and most commonly usedMICDM techniquein single
dimensional problems, where all the unitdRRMT are the same (e.g. seconds, bytes/sec).
This approach makes a decision by selectingae with the highest Weigied Sum
Model Score WSMS). WSMS is calculated from the sum of the performance value of

each RRMT. An equation that can be used to calcM&®Ss shown below.
wYD Y B YYDw YYD "Yw Equation 4.1

wherew "Y0 "Vis theWSMS of RC for applicationdata typeA. Y'Y 0 ais thevalue of
the metric type, RRMT,, for route RG. 'Y'YD "Yds the weight of the RRMTfor

application data type AThe terms of YYO0 w YYD "Yw can be called the

performance value of R@ terms of RRMT.

! The term of RRMT means relevant routing metric type. In a network, there may be several routing metric

types available. However, some of them may not be relevant to the application data type (thus
applicationlayer requirements) under consideration. RRMT here is used to refer to a routing metric type

that is relevant to a given application (an application that we are going to select a route for).
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Example Scenario 1

Suppose thagpplicationdata type Ahas four RRMTs and thre®uting candidate All
RRMVsare expressed in exactly the same scale (i.e. in a range between 0 and 100). The
relative weights of the four RRMTassumedo be:"Y'YD "Yar= 0.2,'Y'YD "Ya 0.15,
YYD "Yo= 0.4 and’Y'YD "Yow= 0.24. The performance values ahe RRMTs are

summarisedn Table4.3;

Routing RRMTs ({ 4 L4
Candidates 444450020 | {4 L4019 | 44 L9040 | 44145025
RC, 25 20 15 30
RG, 10 30 20 30
RC, 30 5 30 S)

Table 4.3: The Decision Table of Example Scenario 1 when the WSM Techniqug used

The WSMS of the thregouting candidateare:
QYO COTM@M M TMPUL PLU T MOMTRU ¢@TT
QYO pIm TM@MT ONMTPU M TE T OTM T U ¢ G

WYOY omm@mTU THUL CTT & T U

T U C BT

Based on these performance valubg bestoutefor applicationdata typeA is the route
RC; because it has the higstWSMSof 22.00.

The difficulty with this method emerges when it is applied to mdiitiensional cases
where the units/scales &RMTs are different. Combining different unitkbes not make
senseas itis equivalent to adding two different thingsg. combining an apple witlan
orange. Since in MANETS, the scales of different RRMTs are often different, this WSM

technique is not really suitable in MANETS.

44.3 The Weighted Product Model (WPM) Technique

The WPM [BRI22, MIL69]methodis very similar to WSM. The main difference is that
instead otusingaddition in the modeWPM usesanultiplication. Eaclrouting candidatés
compared with the others by multiplying a number of ratios, one for each RRMT. Each

ratio is raised to the poweaquivalent to thdRRMTW of the corresponding RRMT. In
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general, to compare twouting candidatg e.g. RG and RG, the ratio betweeRC; and

RC, has to be calculated:

@O 0Y'YE'YOD B YYD YYD ® Equation 4.2

where® 00 'Y 'Y 8] Y6 is a WPMratio of RG compare with R&for application data
type A. n is the number of RRMTsupportedY 'Y 0 s the metric value of RRMTor
route RC;, andY'Y D "Yas the weight of RRMT for application data type A. Here,
Y'Y O dcand/orY'Y 0 wmust not be 0. Otherwise the relative value can become an infinity

value (e.g. 0/0, or 0). In the case thaty O ais 0, a value of 1 will be used instead (i.e.

use 1 to replace 0).

If @O 0 'Y'Y&]j'YO is greater tha 1.0, it indicates that RGs better or more desirable
than RG, and vice versa. In the case tiab 0 'Y 'Y 6] 'Y § is higher than 1.0, RGwill

be dropped as it is believed to be worse than REen RG will be compared with the rest

of the routingcandidates. If the value aWPMR is equal to 1.0, then both routes are
believed to beequallygood. However, in this case, a routing candidate which is registered
to the routing table first should be seleétefifter comparing all the routing candidates

against each other and dropping the worse ones, we will be able to select the best route.

Recall the Example Scenario 1, we make a routing decision using the WPM technique.

The ratios between routing candidates are derived as follows:
WO O'YYS6'YO c¢ppT® C fto 8 ppc 8 o fio 8
pETTX P

The value ofo 0 0 Y'Y 6] 'Y 6 is higher than 1 which means Ri8 better than RE So
RC; is dropped, then we compare R{@ainst RG, we get:

WO O'YYS'YO p8tox p

! This is becausa RREP packet sent through a lefsay route will arrive before &REP packet sent

through the route with a longer delay. After nodes receives a RREP packet, they will @eg@iéng

candidate (a list of intermediate nodes contained in the RREP) into a routing table
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w0 0 'Y'Y®j'YO is higher than 1.0. This shows that RB also better than RC

Therefore, the best route is RGince it is superior to all the otheuting candidates.

For a RRMT in a minimisation case, a lower RRMV may be considered as the better value
than a higher RMV (excluding a RRMT with a minus valuéj)Ve usedelay metric type

as an exampléA route with alower delay is better thaa route witha higher delayThe
RRMTW value of thisdelay metric typewill be multiplied by-1. Then the rest of the
calculation @n remain the same. This will allow us to use a RRMT such as delay metric
type in our FRD framework.

Due to the use of relative values, WPM is more suitable to use in MANET than the WSM
technique. This is because using a relative value allows us to use withdimatisional
criteria. This meanthatevenif different RRMTs have a different scathis technique can

still be applied to make a routing decision in MANETS.
4.44 The Analytic Hierarchy Process (AHP) Technique

The AHP BAA8Q] technique was evolved from WSM. Instead of using an actual RRMV

value to find a performance value aWwtsMS, AHP uses a relativAHP value to findan
AHP Score AHPS). With the same RRMTthe relatived "O0 value is calculated from the

actual'Y'Y 0 wof the RG divided by the sum value of actuRRMYV values of allrouting
candidats (from RG to RG,). That is,

000 YYDwB YYD ® Equation 4.3

A relative AHP value will then be summed up with other relatixelP values with
different RRMTs of the sameoute The total AHPS of RG can be calculated by the

following equation.

~

0 0OY B YYDwB YYDw YVYO0 Yo Equation 4.4

Similar tothe WSM technique, @aouting candidatevith the highesAHPSis consdered as
the best routeHere, we use the saregample, i.eExample Scenario,tb explain how the

AHP techniguecan be used tmake a decision. The decision table is shown in Télle
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Routing RRMTs(H 4 4 4 5
Candidates (RG) | § 4 473029 | 19475019 | {44049 | {1444 029
RC, 25/65 20/55 15/65 30/65
RGC, 10/65 30/55 20/65 30/65
RG; 30/65 5/55 30/65 5/65

Table 4.4: A Decision Table of the Example Scenario 1 whaisingthe AHP Technique

The AHP scores of the threeuting candidateare:
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Therefore, the bestoute for application data typé when usingAHPS is route RG
because it has the highédiPSof 0.35

The sum of all relativéAHP values for all the routing candidasein the same RRMT is
equal to 1.0. For example, from Talld, the total relativéd "Olvalues of RRMT is 1
(i.e. 6 "O0 (25/65) +6 "O0 (10/65) +6 "O030/65). This technique assigns a relative
AHP value to eachrouting candidatedepending on how high thRRMV value is
compared to th&@RMVs of otherrouting candidate A route with a higheRRMV value
will result in higher relativéAHP value. Once a route has a higher relathi#P value, it
may havea bigger chance to have the high&blPS (AHPSis the sum of all relativeAHP

values). As a result, the route will have a higher chance to be selected as the best route.

4.4.5 The Revised Analytic Hierarchy Process (RAHP)

Technique

As the name suggest, RAHP is a revised version of the original AHP model. It is
proposed by Belton and Gear [BEL83]. They demonstrated that a ranking inconsistency
can occur when AHP is used. According to pineposersthe inconsistency issue is caused

by the fact that &kelative AHP values for each RRMT are summed up to the value of 1.0.
We use Example Scenariqshownbelow) to illustrate thigBELS83].
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Routing RRMTs (RRMTW,)

Candidates (RG) | 4444513 | 4484513 | 444 451/3
RC, 111 9/11 8/18
RC, 9/11 111 9/18
RC; 111 11 1/18

Table 4.5: A Decision Table of the Example Scenario 2 when using the AHP Technique

In this example, thAHPS of RC;, RG, and RG are 0.45, 0.47 and 0.0&spectively. The
RG, is the first rankRC; is the second rank and tR&; is the third rankSoRC,, which is

the bestouteamong the threayill be chosen.

Assuming we add anotheouting candidateRC,, to Example Scenario 2. Here, we call
this new scenario aExample Scenario 3. The decisiombl&afor Example Scenario Bas

been revised asllows.

Routing RRMTs (RRMTW,)
Candidates (RG) | 44144 51/3) | 4444513 | 4414 %13
RC, 1/20 9/12 8/27
RGC, 9/20 1/12 9/27
RG; 1/20 1/12 1/27
RC, 9/20 1/12 9/27

Table 4.6: A Decision Table of the Example Scenario $alue when using the AHP Technique

Similar to theabove, it can be verified that theHPS of RC;, RG, RG and RG are 0.37,
0.29, 0.06, 0.2%espectively. Then the ranking will be revised as follows; RGhe frst
rank. RC, and RC, are second (as they both have the s&H®S), andRGC; is the last
rank.Belton and Gear [BEL83] claimed that this result is in logical contradiction with the
previous result (R€was the first andRC, was the second rankAs a resultthey propose

the revisd version of AHP RAHP).

In RAHP, instead of having a relativeHP value ofall routing candidate sum up to one,

the relativeRAHP value is calculated from thBRRMV value divided by the maximum
RRMV value of allrouting candidatein the same RRMT (i.d. A@ YYD w). The

following equation finds theRAHP Score RAHPS of eachrouting candidatefor
applicationdata typeA,

Y6 OO0 Y B YYD AG YYD YYD 'Y®  Equation4.s
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wherel A@  'Y'Y0 wis the maximumRRMV of RRMT; for all routing candidate
(RCy, RG, RG;, ..., RG). Now we use the Example Scenario 3 as an example to find the
bestrouteusing theRAHP technique. The decision table is shown below.

Routing RRMTs (RRMTW,)
Candidates (RG) | 444413 | {44513 | 4414353
RC, 1/9 1(9/9) 8/9
RC, 1 (9/9) 1/9 1(9/9)
RGC; 1/9 1/9 1/9
RC, 1 (9/9) 1/9 1 (9/9)

Table 4.7: A RevisedDecision Table of the Example Scenario 8vhen using the AHP Technique

The RAHPSof RC,, RG,, RG and RG are 2/3, 19/27, 1/9 and 19/27 respectively. It can
be seen thdbur routing candidates are ranked as folloR€, and RG are the first rank.
RC; is the third rank, and Rds the forth rankin this case, either RGr RG can be
selected as the best route as they have the high¢teS

For a minimisation RRMT (lower RRMVs are better e.g. delay metric type), we can use

the following equation to calculate the relative RAHP for this partideRMT.

RelativeRAHP= YYD "Yw Equation 4.6

where i E1 YYO @ is the minimum value (the best value) of all routing
candidates in terms of the RRMT. Then BHPScalculation technique will be the same
as shown in Equation 4.4. With this modificatidhe RAHP technique will be able to
accommodate the minimisation type of RRMT.

The RAHP technique was introduced to addressgtablem ofresult inconsistencin the
original AHP technique. The results of the Example Scenario 2 and Example Scenario 3
show thatRAHP cangive amore consistandecisionthan the original AHP. Therefora
the remainingpart of this chaptemwe will only refer toRAHP (rather than AHP) iour

discussion
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446 Further Discussions

We have seeseveral MCDM techniques that can be applietbtding decision making in
MANETSs. These are WSM, WPM, AHP arRIAHP. One of theseshouldbe selected to
use in the FRD frameworR.able4.8 shows the comparisai these foutechniques

WSM WPM AHP RAHP
Using Relative Value No Yes Yes Yes
Support Multidimensional Criteria No Yes Yes Yes
Ranking Inconsistency Issue No No Yes No

Table 4.8: Comparison Table between WSM, WPM, AHP andRAHP

From the table above, we can see that WSM uses the &RMVs to calculate the
performance value while other techniques use a relative value to WiSdd.requires all
RRMTsto be in the same scale (i.e. single dimensiorilerwise the performance lua

can be inaccurate when RRMTs are on different scale. As a result, the routing decision can
also be inaccurate because the total sisareccurate gs thetotal score is calculated from

the performance valu®. For example, in a multlimensional casghe maximum values

of RRMT; and RRMT are 100 and 1000 respectivelf.'Y 'Y 0 cand'Y'Y O whave the
same value of 100, the meaning of both values are totally differentt Wob @the value

of 100 means the perfect score (i.e. 100/100)levM 'Y 0 wmeans just 1/10 of the
maximum score (i.e. 100/1000). If WSM is used in this situation, the performance value of
both'Y'Y D ¢andY'Y U care the same. TheaWSMS (Weighted Sum Model Scora)ill

also be inaccurate. Thusye cannot e the WSM techniques directlyn our FRD
framework designdue to a variety of RRMT scaleTo use te WSM technique, a
normalisation mechanism is needed to convert RRMMsmultiple metric typesnto the

same scale.

In contrary to WSMWPM, AHP andRAHP use relative value. This meanghat, with

these techniques, multipRRMTs do not need tbe atthe same scale. Using the previous
example, the maximum values of RRiMand RRMT are 100 and 1000 respectively. RC
has'Y'Y 0 wof 30 andY'Y 0 wof 700. RG has'Y'YD wof 70 and'Y'Y U wof 300.
Comparing Rg with RGC, using WPM, the relative value of the RRMand RRMT, are
30/70, and 700/300 respectively. Then these relative values will be used to find a final
ratio/score. Therefore, multimensonal criteria are more suitable with these relative

values thamealperformance valige
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The FRD framework allows one of these MCDM to be plugged in to supportmeiitic

routing decisiormaking. In our discussions next, we will use WPM and RAHP. Weotlo
select WSM and AHP because WSM requires a normalisation technique and AHP has the
ranking inconsistency issue. The next section describes the FRD framework in detalils.

45 FRD Framework

The FRD framework is a framework designed to find the baste for an individual
application.The FRD frameworkuses a cross layer approach which bridges the application
layer and the network layer. It also makes use of a Milteria Decision Making
(MCDM) technique to make a routing decision based on the apphdatrer

requirements and routing information from the network layer.

45.1 FRD Overview

The FRD framework consists of 5 compone#igplication, RRMTs, RRMTWs, RRMVs
and a MCDM technique.

Application

Relevant Routing Metric|
Types(RRMTS)

Relevant Routing Metric
Type Weights (RRMTWS

FRD Framework

MCDM Technique

Relevant Routing Metric|
Values (RRMVSs)

Figure 4.1: The components of the FRD framework

To begin with,the first component, Applications an application that is going to use the
function provided by the FRD framework. One application may have different data types.
Since, different application data types may have different QoS requirements, each different
application data type can haveesithown choices, in terms of RRMTs, RRMTWs, and

MCDM techniqus, and use the chosen components to find the best route for themselves.
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Relevant Routing Metric Types (RRMTs) are routing metric types chosen by an
application. This choice is typically detemed by the application requirements. For
example, a source node may have two application data types running on the device,
application data type A and application data type B. For application data type A, ETX and
trust metric types are important, thase chosen as the metric types to support its
requirements. So RRMTs of application data type A are ETX and Trust Metric (TM)
types. On the other hand, for application data type B, ETX and Remaining Battery Metric
(RBM) types are important to support its reganents. So RRMTs of application data type

B are ETX and RBM types. Here, we define the term BRMT domairas a union of all

sets of RRMTs that a node (i.e. the source node) requires for all applications. In this case,
the RRMT domain is a union of atsef RRMTs for application data type A and set of
RRMTs for application data type B. The domain contains ETX, TM and RBM types.

Relevant Routing Metric Type Weights (RRMTWSs) are weights assigned to each of the
RRMTs associated to an application data tygeey indicate how important each RRMT

is. The higher the weight, the more important the RRMT is. For the same RRMT used by
two different application data types, the assigned RRMTWs may be different.

Relevant Routing Metric Values (RRMVSs) are routing neetalues of each RRMT in the
domain. These values are derived at the network layer. Each routing candidate has its own
RRMV for each RRMT. Different routing candidates are likely to have different RRMVs.

Multi-Criteria Decision Making (MCDM) technique iBg main component of the FRD
framework. It takes RRMTWs and RRMVs to make a routing decision. An application
may choose its preferred MCDM technique to use. For example, application data type A

may select WPM while application data type B selects RAHP.

Figure 4.2 shows two application data types running on the device, application data type A
and application data type B, along with their chosen metric types, metric type values and
MCDM techniques. As mentioned earlier, each application can s&ectvn MCDM

technique to use.
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Figure 4.2: The example of usinghe FRD framework for application data type A
and application data type B

45.2 Detailed FRD framework Description

A stepby-stepprocedure of hothe FRD framework makes a routing decision iswh in
Figure 4.3 There areb steps intotal. They are: (1) selecting RRMTs and a MCDM
technique, (2) assigning RRMTWSs, (3) sharing RRMT domain, (4) sharing RRMVs and
(5) making a routing decision.

Step 1Selecting a set of Relevant Routing Metric Type (RRMT)
and a preferred MCDM technigdor each application

Step2. Assigning Relevant Routing Metric Type Weight (RRMTW
for each RRMT in a set of RRMT from previous step

Step3. Notifying the RRMT domain to its neighbours

Step4. Acquiring RRMVs

Step5. Making a Routing Decision

Figure 4.3 Proceduresof the FRD framework
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Step 1: Selecting a set of RR8&Nhd a preferred MCDM technique for each application

To map applicatioflayer requirements onto network layer routing criteria, needs to
decide aBRRMT domain for the applicatiodata types run at a nodehis RRMT domain
contains theset of RRMTs whi ch is selected based on t
requirementsUsing Figure4.2 as anexample,the node supports two application data
types, i.e. A and BApplication data type A has two routing requirementgw loss rate

and highreliability route. So theset ofRRMTs chosen for application data type A BEX

metric type(for the high throughput requirem¢rdand TM type (for the high reliable
requirement). Both of these RRIM will be used to make a routing decision for application
data type A. On the other hand, application data type B may prefer a route with a high
throughput and longer availability. $ive set ofRRMTs chosen for application data type B

are the ETX metritype and RBM type.

A set of RRMT
for ApplicationB

A set of RRMT:
for Application A

RRMT Domain

O RRMT O A Set of RRMT I:I RRMT Domain

Figure 4.4: RRMT Domain of a Node RunningApplication Data Type A and Application Data Type B

To summarise, the RRMT domain used by this node is shown in Figure 4.4. The RRMT
domain contains three metric types, ETX, TM and RBM. The ETX and TM types are used
by application data type A, and the ETX and RBM types are usedpbigatpn data type

B. The node will notify its neighbours of this RRMT domain at Step 3.

In addition to selecting RRMTSs, the node (i.e. the user of the node) should also select a
MCDM technique for each application. As mentioned above, the selected MCDM
technique could be WSM, WPM, AHP, or RAHP; or it could be a future or emerging
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MCDM technique. The FRD framework is designed to be flexible in supporting the use of

any metric typs as well as any MCDM technique
Step 2: Assigning weights to all RRMTs adleRRMTset.

Oncea set ofRRMTs and the MCDM technique are chosien an application data type
theimportarce ofeach RRMTshould be decided his can be done by assigning a weight

to each RRMT. The RRMT Weight (or RRMTW) should be a value between 0.0 and 1.0,
and the weight sum of RRMT8\from each set of RRMTs must be equal to 1. A RRMT
with a higher weight means it is more important or higherrggyithan a RRMT with a

lower weight one.

As shownin Table4.9, different applications may have different set of RRMTW values. In
application data typd, the ETX metric typas considereanore important than any other
RRMTs. So the value 6Y YD "Yw is set to the highest & 75This value is higher than
the weight of TM type Y'YD "Yw at 0.25) The value of Y'YD "Yo Qs set to0
because th&BM type is notchosen forapplicationdata type A On the other handor
applicationdata typeB, the value of Y'Y D "Yw is 0.5.This value is different fronthe
value of 'Y'YD "Yow set forapplication data type Athe RRMTW valus can be set
differently depending on the requirementsddferent applications Application data type

B also has the value of 'Y 0 "Yw of 0.5.For application data type Bye weight of both
ETX and battery remaining metric types are equal (i.e. 0.5), this mbanhdor this

application data type twmetric types are equally important.

Applications Relevant Routing Metric Type Weights (RRMTWSs)
ETX Metric Type Trust Metric Type Battery Remaining
Metric Type
Application A 0.75 0.25 0
Application B 0.50 0 0.50

Table 4.9: Deciding a Weight for each RRMT of all RRMT sets

At this step,RRMTWs are decided by developer. It can be done by using trial and error

method to find the best suitable for their applications.

Step 3: Notifyinghe RRMT domaito its neighbours

At this step,the node notifies its neighbours of RRMT domain. This ido let other
nodesknow that these RRMTs will be used to make a routing decision. Here, we use an
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on-demandoutingapproach as an example for the FRD framework. RR®T details of

the RRMT domain will becarried ina RREQ routing packet its extensionfield. The
function of theRREQ packetin FRD is the same as RREQ packet in AODV protocol. It
will be sent out when the node wants to start a communication, when a route is broken

(received a RRER packet) and when an active route lifétsrteneout.

The shorter of the active route lifetimthe fresher and more accurate routing information
that the node can obtain. However, the shorter active route lifet@a@s more overheads

to flood a RREQ to the network. A longer active route lifetime is more statachetwork
which has less mobility or a fix topology. This is because a network witledtbpology

may change network condition slower than a higher mobility network. The default value of
the active route lifetime in a practical AODV protocol is lidmes POOX].

Figure4.5 shows an example of the RREQ packet whthRRMT domainincluded The
number of RRME carried in the packetepends on the size of the RRMT domain ()e.

The value contained in each RRMi&ld indicatesthe name of thaRRMT. Suppose each
RRMT field is &bits long, then each RRMT name should be assigned withiavalue.

For example, 1 (i.e. 0000 0001) = HOP_COUNT, 2=ETX, 3=TM, etc. This means all the
names of the metric types should be coded intebd Balue. In addion, all the nodes in

the network should know this convention.

RRMT Domain
A
-~ N
RREQ RREQ Header RRMT; RRMT, RRMT; RRMT,

I n = number of RRMTs I
Figure 4.5. Format of RREQ packets when using the FRD framework

Once a neighbouring nodeceives the RREQ packet, it checks whether it can sépport
each of the RRMTsndicatedin the RREQ packet. If tis node supports the RRMT#

will forward the RREQ packet to its downstream neighbouring node. Then the algorithm
to acquiring the RelevantdRting Metric ValuesRRMVs) of these RRMTs will start. For

! Active Route lifetime refers to a time period that an established route will last for.

2 To support a metric type (i.e. RRMT) means to have an algorithm to acquire the metric value of the

RRMT installed in the system.
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example, if the RRMT is a ETX metric type, the node will start broadcasting probes to its

neighbouring nodes.

However if thenode does not support the RRI)T it will report back to thesourcenode
after it receive RREP packedtrom the destination nod@&his process is to avoid having
inaccurate routing information which caused by a missing routing metric value of some

nodes. Thiss further explainedh the next step.

Step 4: Acquiring RRMVs

When the destination node generates a RREP packet, the node will attach a pair of values
(indicating RRMT and RRMV) for each RRMT it receives from the RREQ packet (as
shown in Figure 4.6). For example, if a RRMT field indicaiesl O P _ C @ uniitfic

type, then thecorrespondingRRMV field will be an ETX value. If there aren RRMTs
contained in RREQ, there will bepairs of RRMTs and RRMVsontained in the RREP
packet.

The generate@RREP packet will be sent back to the upstream node. Once the upstream
node receives the packet, it will update the RRMd&sried in the packetnd send it to

next upstream node. Using a hop count metric type as an example, the destination node
generates a RREP packet watlRRMV of zero forthe hop count metric type. Once the
intermediate node next to the destination node (i.edésénation node sipstream node)
receives the RREP packet, it updates the RRMV to 1 and sends the RREP packet further to

its upstream node. This process will conéruntil the RREP packet reaches thource

node.
RRMT Domain
A
— T
RREP| RREPHeader | RRMT; | RRMV; | RRMT, | RRMV, RRMT, | RRMV,

| n = number of RRMTs |

Figure 4.6. Format of RREP packets when using the FRD framework

As mentioned irthe previous stepif an intermediate nodeoesnot supporia RRMT, it

will override the corresponding RRMV field of the unsupported RRMT with a "NULL"
value.However, it will still updatehe other RRMV fields of the supported RRMTs. After
updatingthe RREPpacket the nodewill forward the RRERon. Once an intermediate node
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receives a RREPacketand detect® "NULL" value in a RRMV field, it will leave this
RRMYV field with the "NULL" value.

When the source node deteat§NULL" RRMYV value, i.e. anunsupported RRMT, will
stop acquiring the RRMV of that RRMT to save nodes resoulcgke case of all of the
RRMV fields are NULL, a default routing metric type of distance vector or a hop count

will be used.
Step 5: Making aouting decision

After obtainng RRMTWs fromthe application layer an@RMVs from the network layer
this step will use théICDM techniquechosen for the applicatiodata type to make a
routing decisionAs mentionedearlier, here weonly usethe WPM andRAHP techniques

to illustrate the routing desion making process, so the following description will be on
how WPM and RAHP techniques make a routing decision

45.3 FRD Discussiors

The FRD framework is designedo bdter satisfy an applicatond at a t ypeos
requirements by choosing the most appiadp route to route the application data tyje
addition to supporting different requirements defined at the apiglielevel, the multiple
routing metric type/algorithm selection capability offered by the FRD framework can also
help to improve routingperformance in a network. If only a single routing algorithm is
supported, a route that has the best metric value (e.g. least hop count) will always be
chosen. As a result, that route will be usedre often This can lead to one of two
problems. Oneishte A bot t | en e adeainpart o the network will beebier

than other parts; it magvenbe congested. The other is the network partition problem. If
intermediate nodes are battgrgwered, such as the case in mobile ad hoc networks, the
nodes consistently serving a busy route may quickly run othedf battery power, in

which case, some conctens will be bréen causing network partitionk either case, the
routing performance will be affected. However, by using our FDR framewoer@sing
decision is made per applicatiomaffic can be better distributed to take different routes.

Thechances for these problems to occur are reduced.

When comparing the FRD framework with other existing techniques, the process of
selecting RRMTss actually similar to how we assign a flow label into an IPv6 packet. In
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IPv6 [RFC2460(, there is an optionot assign aoute to a designated traffftow. Each
intermediate node is pigpecified a next hop node for eachffic flow with a different

flow label. All packets with the same flow label will beutedthrough the same next hop
node. This makethe flow labeltechniquea fast and efficienwvay to forward a packet.
However, this technique is designed for a network with a predictable topology (e.g. no
movemens of nodes or in an infrastructure network). It can be hard to implement in
MANETs which have dyamic network topologies. It would be difficult to pdefinethe

next hop node whenodes in the network roam around, leaving, or joining in, the network

dynamically.

The next section discusses how the simulation studies are carried out, and analyses the

results from the study.
4.6 A Simulation Study

This sectionnvestigateghe performance of theERD framework and compasé against a
number of traditional routing algorithms. These traditional routing algorithms are the
Delay Aware Algorithm, Trust AwareAlgorithm and Remaining Battery Aware
Algorithm. For the FRD framework, two MCDM techniques, WPM and RAHP, are used.
The investigation is carried out based on two scenarios, Scenario 4.1 and Scenario 4.2.
Scenario 4.1 assumes that the conditions of alintermediate nodes are perfect. Scenario

4.2 sets various conditioms the intermediate nodes. Both scenarios use the same network
topology. The purpose of the first scenario is to investigate what the routing decision is
like when the nodes are in arfext condition, and the purpose of the second scenario is to
investigate how the routing decision differs when the conditions of intermediate nodes

change.
4.6.1 Investigation of Scenario4.1

4.6.1.1 Scenario Description

This scenario simulates a biosensor ad hoc network. The network consists of a patient
(source node or node 0), other mobile users (intermediate nodes or 48jlearid an

information centre (a destination node or node 16). The patient is equipped vetlicalm
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sensor network on his body. A gateway connected to the sensor network periodically
collects health and medical data from the sensors in the sensor network carried by the
patient. The services provided to the patient range from regular monitorimgagbeat

rate to emergency calls (e.g. in case the heartbeats stop or are lower than a threshold). The
data collected by the gatew#s/ sent to an information centre using an ad hoc network.
There are three differenttypes of data: (1) Delay sensitive Dat Type (e.g.a life-
threateningnedical condition ale)t (2) Reliability sensitive Data Type (e.gensitiveand

private data about the patient), af8) General application Data Type (e.g. routiretad

monitored by the sensors).

(1) Delay sensitivedata type an example of this type of data can be a medical
condition alertto alert the information centre about adifeeatening condition of
the patient. Otheexemplarapplicationsthat generate similar data typénclude a
disaster warning system or a réiahe application such as video conference, voice
over IP (VolP) and online computer games. For a medical condition and disaster
alert applicationgPAZ08], data should be transferred to the information centre as
soon as possible, and as reliabk possild. A route with thdeast delayis the
most preferable ondor such applications Similarly, a reatime streaming
application like a video conference or voice over IP alsalaa route with a low
delay.

For the delay sensitivéatatype a routing metric type lika delay metric type can

be really important. The delay metric type can help to identify which route can
deliver data with the least delay. In addition, the delay sengiat@type also
requires a goodpacket delivery ratioto avoid an interruption of the
communication So delay metric and trust metric types will be included in the
RRMT set for this application data type. The data rate of this application is 100
packets/second for our simulation.

As mentioned in Section 4.5, tese the FRD framework, a weight should be
assigned to each RRMT. Here, two RRMTs are used, the delay metric and trust
metric types, and they are equally important to the delay sensitive data type, so the
weights of these two RRMTs are 0.5 eadh{ 0 "Yw is 0.5 andY'Y D "Yw is

0.5, where DM stands for delay metric type, TM stands for trust metric type and
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DDT stands for the delay sensitive data type). These values are set as an example
to illustrate the working of our FRD frameworRhese parameter values are
configurable depending on the requirements of the application or data type
supported.

(2) Reliability sensitivedatatype examples of applications that generate this data type
can be sensitive and private data of patieag. apai ent 6 name, cont
his medical historyThis data typanay not require dow delayroute Instead, it
mayrequire the most reliable rout&.route with ahigher packet delivery rati@an
more reliable than a route with lowpacket deliveryratio. So the trust metrics
chosen ashe most important routing metric type for this data type. In additen,
remainingbattery metric type is also important to maintain the availability of the
network as long as possible. So bathst metricand remaining battery metric
typeswill be included into the RRMT set fahe reliability sensitive data typ&he

data rate of this data type is set to 10 packets/second.

To assign RRMTWs for the reliability sensitive data type, the weight of the trust
metricis higher than that of the remaining battery data type. This is because the
main routing requirement o€liability sensitivedatatypeis to search for the most
reliable route. A route with a higher reliability should be given the highest priority.
In this simulation, the weight afust metric typeg(i.e. 'Y'YD "Yw , where RDT
stands for reliability sensitive data typm) set to 0.75, and the weight tfe
remaining battery metric typ@e."Y'YD "Yw where RBM stands for remaining
battery metric typgis 0.25.

(3) General applicatiordata type: an &ampk of this type of application data type
could be the data from environmentabnitoring The monitored data should be
sent toan information centre regularly and promptly. In suzlcase,the general
applicationdatatype may consider althe RRMTsequallyimportant That means
that the weighs of the three routing metric typesre equal, i.elY' Y0 "Yw,
YYD "Yo and'Y'YD "Yw arel/3 each(GDT stamis for general application
data type) The data rate of this applioaii is set to 50 packets/second.
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o RRMTWSs
Application Data Types i _
Delay Metric ] Remaining Battery
(Data Rate) Trust Metric Type ]
Type Metric Type
Delay sensitive dta
0.50 0.50 0
type (100 packets/second)
Reliability sensitive dta
0 0.75 0.25
type (10 packets/second)
General applicationata
1/3 1/3 1/3
type (50 packets/second)

Table 4.10: RRMTW Table for Scenario4.1

Table 4.10 summarise the RRMTW assignmentdor the application data tyme If an
application does not takine RRMT into consideration, the weight of the unconsidered
RRMT will be 0 60'Y'YD "Yw is 0 as shown in the tabléjhe RRMT domain of this

scenariacontainsdelay metric, trust metriand remaining battery metric types

(100, 190) (150, 190) —— Route ARG,) 54Mbps

(50, 190) ——— RouteB (RG) 1Mbps
@___@____‘ ————— RouteC (RC) 11Mbps

(%, y) Coordinate

(85 160@ @(165 0 Location of the nodes
(15,1%0) // \ (185 130)
@ \\ (200, 100)
(O—C)—(—
o, (50,100 (100, 1@) (150,100) P ,'
@ ©
(25,70) B /" (175,70)
@@
(50, 40) (100, 40) (150,40)

Figure 4.7: The topology of the network understudy, Scenario 4.1

The network topology of this scenario is shown in Figure 4.7. All the nodes start with the
same condition, i.e. the trust metric value is 1 and the remaining battery metricar@ues
100%. There is no malicious node in the network. The only difference betesa
routesis the number of intermediate nodesrente. Each route hasdifferent number of
intermediate nodes and the distance between nodes also Vdrgswill be further
explained in the following paragraph.
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As shown inFigure 4.7, the scenarioconsists of 17 nodes.h& network space of the
scenario is 200x20Meters. Thenetwork topology is shown in the format of (x, yJhe
source node (node 0) is fixed at the position (0, 100) on thédefl side of the network
space. The destinatiorode(node B) is fixed at the position200,100) on the righthand
side. The restf the nodesre intermediate nodeshere are threeouting candidate(i.e.
available routespetween noe 0 and node 16. These are Routing Candida(®C,),
Routing CandidatéB (RCs) and Routing Candidate (RE RCs is connected through
wireless links with thenaximumsignalling data rateof 802.11g standard (at 54 Mbps)
However,since the distances between are intermediate nodes are high, the actual signalling
data rate willbe lower than the maximum signalling data rdteis is because nodes will
use a lower signalling data rate to increase a stability of a link. d®@sists ofnodes

0- 4- 7- 10- 13 RGs has thelowest maximum data rate df Mbps. RG consists of
0- 1- 3- 6- 9- 11- 13. RG is connected through a rout®, 2- 5 8- 12- 13 with
themaximum data ratef 11 Mbps. The mtermediate nodda the same route do not have
a wireless linkconnect to any other nodes apart from the nodes in the samesasf.

For example, nodda RCa cannot connect to nodes in R@irectly.
4.6.1.2 Route Selections

This section discussd®w different routing algorithms make routing decisions. In our
simulation, the FRD framework is investigated and compared with three traditional routing
algoiithms, delay, trust and remaining battery aware algorithms. The FRD framework
employs two MCDM techniques, WPM and RAHP, respectivelye®& application data

types are used in the simulation. These are delay sensitive, reliability sensitive and general
application data types. In this section, we shall investigate if these routing algorithms will
select a different route for a different application data typeth(wdifferent QoS

requirements).
Traditional Routing Algorithm

Making a routing decision using traditional algorithmsd straightforward. They do not
consider the Qo$equirements of application data types. This means that, for different
application data types, these algorithms will select the same route (i.e. make the same

routing decision) merely based on the netwlasker routing metric values.
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Making routing decigin using thédelay Aware Algorithm

The delay aware algorithm selects a route that has the least delay. In this case, we use the
delay metric type to measure the delay. The delay metric type is the elapsed time it takes
for a routing packet to travel frorheé source node to the destination node and come back

to the source node. In this case, we measured the delay metric value for each routing
candidate and the results are shown in Table 4.11.

Routing Candidate Delay Metric Value (Seconds)
RCa 0.70
RGs 3.06
RCc 1.72

Table 4.11: The Delay M etric Values of all routing candidates

From the table, we can see thatRtas the least delay. This result is as we expected as
RCa has the highest bandwidth and also the least hop count. gisR€lected by the

delayaware algorithm.

Making routing decision using théust Aware Algorithm

The trust aware algorithm makes a routing decision based on the trust metric values of
routing candidates. A routing candidate with the highest trust metric value will be selected
by the trust aware algorithm. However, for this scenario, all the routing candidates have
the same trust metric value (i.e. 1.0). According to the protocol specification in [XUEQ4],
if there are two routes sharing the same highest trust metric value,rayrcarididate with

the least hop count will be selected (less wireless interference chanlessdélay)That

means the trust aware algorithm selects B€its routing decision.

Making routing decision using tiRemaining Battery Aware Algorithm

As all the routing candidates have the same remaining battery level (100%), the remaining
battery aware algorithm will select a routing candidate with the least hop count. This is
because the fewer hops, the less transmissions. Less transmissions mean less energy
consumption. In this case, R@hich has the least hop count is selected by the remaining
battery aware algorithm.
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FRD Frameworks

In contrast to the traditional routing algorithms mentioned aboveFRi2 framework
takes into account application data types (their QoS requirements) when makiming
decision Therefore, different application data types may be delivered along different
routes. Since we consider 3 application data types, the FRD framaewlbrinake a
routing decision three times, one for each applicationtgpta Here, we first discuss how

the FRD framework uses the WPM technique to make a routing decision.
Making routing decision using th&/PM Technique

To make a routing decision usitlte WPM technique fothe delay sensitive data typee
use the RRMTW as shown in Tabld.10. The RRMTWs of delay metri¢trust metricand
remaining battery metric typese 0.5, 0.5 and 0 respectively. Using Equatiéch RG, is
compared with Rgfirst. Here we get,

w0 O0'Y 'YOj'YS ™jogte & pjp & pmPTT
8t w

The®d 0 'Y 'Y 6j'YS is higher than 1.0. This means that thexRCbetter than RE
This result is obvious as the R@Gas a better delay metric value thangR@en thetrust
and remaining battery metric values are all the same. Similarly, we also compangtRC
RCc. The result is

@O O0'Y YBj'YO ieX ¢ ° pip? pmmTM
PR @

From these results, it can be seen that B@lso better than RCTherdore, for the delay
sensitive data type when using the WPM technique, R be selected.

Since reliability sensitive data type has different RRMTW values (application layer
requirements) from RRMTWSs of the delay sensitive data type, we need to makeng ro
decision for reliability sensitive data type separately to the delay sensitive data type. The
RRMTWs of delay, trust and remaining battery metric type of reliability sensitive data
typeare 0, 0.75 and 0.25 respectivatiere,RCa is comparedvith RGg,
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w0 O'Y 'YOj'YH ™®jogte pjip © p jm 1t Te
P

Thew0 0°Y YO6j'YO value is 1.0. This means R@nd RG are both good for the
reliability sensitive data type. However, as mentioned above, ihthe) "¥s equal to 1a

routng candidate which is registered into the routing table first will be considered as
better. This is because it has a routing candidate derived when a RREP packet is received.
A RREP packet which travels through a route with less delay is likely to atitiee

source node before a RREP packet which travels through a route with longer delay. Here,
RCa has less delay than BCso it arrives before RC As a result, we will keep RGand

discard RG. We then compare RGwith RCc, thew 0 0 'Y Y &j'Y 8 is also equal to

1.0. Using the same rule, R@vhich is registered first is considered as a better routing

candidate than REC As aresult, RG will be selected for reliability sensitive data type.

For the general application data type, the RRMTW vabfedelay, trust and remaining
battery metric typeare 1/3, 1/3 and 1/3 respectively. To compareg Rith RGs and RG,

we have,

w0 O0'Y 'YOj'YH o8t~ pip” P TP T
PP o

@OO'Y YOj'YO TP ¢~ pipT PMPpTT
pPD T

As RG is the best among the three routing candidates, it will be selected for reliability
sensitive data typd-ere, despite the differences of RRMTWs of all the application data
types, RG is selected when using WPM technique.
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Makingrouting decision using the RAHRechnique

Making a routing decision by using the RAHP technique requires the use of the best metric
values for each RRMT. Here, the best value for delay metric type is 0.7 second (the lower
is the better), for trust metrigge it is 1 and for remaining battery metric type is 100.

Table 4.12, 4.13 and 4.14 show the decision table of the RAHP technique for delay

sensitive, reliability sensitive and general application data type, respectively.

Routing RRMTs (RRMTWppr) RAHPS
candidates] 414505 | 1414F 05 [ 11 I4F0
RCa (0.7/0.79 x 0.50 (1/2) x 0.50 (100/100) x O 1.00
RGs (0.7/3.06 x 0.50 (1/2) x 0.50 (100/100) x O 0.61
RCc (0.7/1.73 x 0.50 (1/2) x 0.50 (100/100) x O 0.70
Table4.12: A Decision Table of RAHP for Delay Sensitive Data Type in Scenario 4.1
Routing RRMTs (RRMTWkp7) RAHPS
Candidates | 4414 £'© |441{% 079 [{4L]% 029
RCa (0.7/0.9 x0 (1/1) x 0.75 (100/100) x 0.25 1.00
RGCs (0.7/3.0§ x 0 (1/1)x 0.75 (100/100) x 0.25 1.00
RCc (0.7/2.73 x 0 (1/1) x 0.75 (100/100) x 0.25 1.00
Table 4.13. A Decision Table of RAHP for Reliability Sensitive Data Type in Scenario 4.1
Routing RRMTs (RRMTWgpr) RAHPS
Candidates | 4444 % Ww3) [ {41{%w3 [{41{%F @y
RCa (0.7/0.9% /3 (211)/3 (100/100) / 3 1.00
RGs (0.7/3.06/3 (211)/3 (100/100) / 3 0.74
RCc (0.7/1.73 13 (an) /3 (100/100) / 3 0.80

Table4.14: A Decision Table of RAHP for General Application Data Type inScenario 4.1

The results show that when using the RAHP techniB@, has the highedRAHP Sfor

delay sensitive and general application data types. Thasputing decisions for delay
sensitive and general application data types arg R@ the reliability sensitive data type,
all the routing candidates have the saRA&HPS If we use thesame rule (i.e. a routing
candidate which is registered into the routing table first is the twestpke a decision in

this case, Rgis also the bestecision for the reliability sensitive data type.

To summarise, in this scenario, all the routing algorithms have selected TRG is
because R has the least delay and the least hop count while the other metric value (i.e.

trust and remaining metrigpes) are the same as other routes.
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The next section discusses how the simulation is setup. It explains how the parameter

values are selected and how the existing protocol is modified to use in the simulation.
4.6.1.3 Simulation Setup

The simulationis done using NS2NSZ (the same simulation package as for Chapter 4)
The main routing protocol used in this simulation studyths AODV-UU protocol
[AODVUU]. As the study ofthe FRD frameworkis carried outwith the use of three
RRMTSs, delay, trusandremaining battery metric typeshis routing protocolis modified

to considethese metric valuesuring a routing discovery process.

For delay metric type, it selects a route that has the least round trip delay. The round trip
delay is the difference betweehe time when RREQ is transmitted and when RREP is
received by the source nod&hen this routing metric is used, a routing candidate which
has the least round trip delay will be selected. These RREQ and RREP packets are
implemented in the AOD\MJU routing protocol by default.

For the trust metric typea direct trust model is used. With this model, an intermediate
node, after forwarding a packet to its ne
forwarded the packet on. If it has nloeéard thepacket forwarding after a timequt
assumes that there is a packet dropping a
the watchdog schem®AROQ]. Based upon the monitored result, the node will derive a
trust value for the neighbouring node. §alue is carried in the RRERcketwhich is

sent to the source node. The source node will use all the trust values returned from all the
intermediate nodes along a route to calculate an average trust value for the route. The route
with the highest avege trust value will beselectedduring the routing decision making

procesgprovided thathe trust metric type is used).

The remaining battery metric typeused to find a route with the highest remaining battery
level. When the energy model is enabléde remaining battery information can be
exchanged between nodes. The protocol is modified gt intermediate nodes append
their respectiveemaining battery levels in the RREP packet. If an intermediate node has a
remaining battery level higher thahet one carried in the RREP packet, it will simply
forward the packet on. Otherwise, it will replace the value of remaining battery level

carried in the packet with its own value. When the source node receives the RREP packet,
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the source node will receivbd lowest remaining battery level of all intermediate nodes
enroute. Based on the remaining battery level carried in the RREP packet, the source node
canchoose a rout¢hat has the highest remaining battery power. If two routes have the
same remaining lbiery level then the route with the lower hop count will be seleeteal

route with a lower hop count shoutdnsume less energyforwardng thetraffic.

Parameters Values

NS2 Version 2.26

Routing Protocol AODVUU

Node Movement Speeds 0 meter/second
WLAN Standard 802.11¢g

Link Bandwidth 1, 36 and 54 Mbps
Nominal Radio Range 50 meters
Network Domains 200 x 200 metefs
Signal Strength Reception

Threshold 7.69113e08
Carrier Sensing Threshold 7.69113e08

Data Ratdpackets/second 10, 50 and 100
Buffer Queue Length 1,000 packets
Traffic Type UDP

Data Packet Type CBR

L i 800, 1000, 1200 and 14d
Application Data Payload Size

bytes/packet
Number of Mobile Nodes 17
Initial Energy 100 Joules
Energy Consumption in
i P 1400mwW

Transmitting Packets

Energy Consumption in Receiving
1000mw
Packets

Energy Consumption in IDLE
State

830 mW

Energy Consumption in Sleep Stg 130 mW

Table 4.15: The parameters used in the simulation
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The parameterased in this simulation study are summarised@able4.15. In detail, the
dimension of spacia the network (e.g. network area) is set as 200x200he traffic type

of this scenario is Constant Bit Rate (CBR). The traffic is generated at the source node and
transmitted to the destination node. The data rate igsgependent on the application data
type, i.e. 100 packets/second tbe delay sensitivelata type, 10 packets/second foe
reliability sensitivedata type and 50 packé&tscond for the general application data type.
The source and destinationodesare fixed during a simulation runHowever, if the
current route is broken (due to intermediate nodgmg),a new route will be re-
establified. This means a new route discovery process will be initidtezl size of the

data packetare set t@&00, 1000, 1,200 and M00 bytesrespectivelyThe other parameter
values remain the same as those used in the simulation study presented in the previous

chapter, which have been summarised in Table 4.15.
4.6.14  Simulation Results

In the investigation, three performance metrics are used. Thegevaragge Throughput
(AT), Packet Delivery Ratio (PDRandRoute Breaking TImERBT)

Route Breaking Timgor known as path duration [SADO3§ usedas a performance

metric in Simulation 4.1. Itmeasures the time elapsed from when a node starts
communication to when th®ute is broken. The route breaking tisteows how well the

routing algorithm select the first route in terms of the longest availabviityout fail.
Therecan be several reasons for a route to break, e.g. when an intermediate node runs out
of battery, leaves the network, or switches off. Since the link is broken, a new route is
needed to continue with the communication. If new routes need to be discoveyed ve
often, there will be lots of broadcasting traffic generated in the network and more delays

will be experienced when discovering a route.

As the routing decisions made by all routing algorithms for this scenario are the same (i.e.
RCa), we will show theperformance of REand compare it with the performances ofgRC

and RG. In this way, we can see the differences in the performances of the three routing
candidates. These results will also be used when examining the simulation results from

Scenario 4.2 latr on. The results are shown below.
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Figures 4.84.10 show the average throughputs of the three application data types. They
show that when thdata rate is low (e.g. 10 packets/second as generatibe bgliability
sensitiveapplication), the average thughput of the three routing candidates are not much
different even though the bandwidths of the three routing candidates are different. This is
because there is ample bandwidth to forward the traffic, and the network is not so busy to
forward data packetalong the route. However, when the data rate goes higher, routing
candidates with a higher bandwidth provide higher average throughpuisarRICRG

have higher average throughputs tharg R delay sensitive and general application data

types as shown iRigures4.9 and 4.10

Average throughputs of Scenario
4.1 for reliability sensitive data
type (10 packets/second)
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Figure 4.8: Average Throughputs for Reliability Sensitive Data Type in Scenarid.1
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Average throughputs of Scenario
4.1 for general application data
type (50 packets/second)
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Figure 4.9: Average Throughputs for General Application Data Type in Scenarigt.1
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Average throughputs of Scenario
4.1 for delay sensitive data type
(100 packets/second)
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Figure 4.10: Average Throughputs for Delay Sensitive Datdype in Scenario4.1

167



Route Breaking Times of Scenario
4.1 for General Application Data
Type (50 packets/second)
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Figure 4.11: Route Breaking Timesfor General Application Data Type in Scenario4.1

Figure 4.11 shows that R(as the longest route breaking time. To investigate the reasons
behind this observation, we conducted further simulati@senario 4.1.1) to see if
different signalling ratesvould affect the length of the route breaking time. In Scenario
4.1.1, we used the same network topology as this scenario. We only investigatéchRC
data packet size is set to 800 bytes, the data rate to 10 packets/Béterht signalling
rateswere investigated; they were 1, 11, 24, 36 and 54Mbps. The route breaking time

results are given in Figure 4.12.
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Route Breaking Times of Routing
Candidate A with Different
Signalling Data Rates
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Figure 4.12: Route Breaking Time of Routing Candidate A with Different Signalling Data Ratesin

Scenario 4.1.1

Remaining Battery Levels of Routing
Candidate A with Different Signalling
Data Rates
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Figure 4.13:Remaining Battery Levels of Routing Candidate A with Different Signalling Data Raten
Scenario 4.1.1

Figure 4.12 shows that a higher signalling data rate generally leads to a longer route
breaking time. So we have also checked with the remaining battery levels when having

different signalling data rates. The results are shown in Figure 4.13. It shoviis that
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same condition, a slower signalling data rate consumes energy faster than a faster
signalling data rate. The study in [WEN10] also shows similar results on the relationship

between signalling data rate and power consumption.

Packet Delivery Ratios of Scenario
4.1 for Reliability Sensitive Data
Type (10 packets/second)
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Figure 4.14: Packet Delivery Ratios for Reliability Sensitive Data Type in Scenarial.1

The packet delivery ratios of all the routing candidates are shown in Figaved.%6.

The results show that no data or véttye datais lost during their transmissions via routes
RCa and RG. However for the route Rg, more data are lost when the data rate is higher
and when the packet size is bigger. Boe reliability sensitivedata type, the average
packet delivery ratio of R€is around 97% (shown in Figureld). The average p&et
delivery ratio of R@ reduces to 23% when the data rate increases to 50 packets/second
(shown in Figure 45 for the general applicatiodata type), and then it further reduces to
12% when the data rate increases to 100 packets/second (shown iriHigure

To investigate the data loss rate of roR€s, we lookedfor how long packets are sent
through each route. It turns out that roRt&s has the longest time to transmit each packet.
For the same size of data packe00 bytey an averagéransmission delay of a link of
RGCs (with the maximum data rate of 1Mbps at the optimal ranga)asend0.013 second
per packet. This is very slow when compared with the delay of linkeuté RC, and

RCc, which are0.001 and 0.0® seconds respectivelyThis means nodes on route RC
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take much longer time to transmit a packet than the other routes. When the data rate is

higher,the wireless interference problesnoccurred more and moa¢RCs.

Packet Delivery Ratios of Scenario
4.1 for General Application Data
Type (50 packets/second)
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Figure 4.15: Packet Delivery Ratios for GeneralApplication Data Type in Scenario4.1

Packet Delivery Ratios of Scenario
4.1 for Delay Sensitive Data Type
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Figure 4.16. Packet Delivery Ratios for Delay Sensitive Data Type in Scenaribl

In this scenario, all routing algorithms make a good routing decision for all the application
data types. This is because itabvious that R is the best route among the three
candidates. However, when the condition of the network is different (e.g. with some

malicious behaviours), different routing algorithms may select different routes. In the next
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section, we investigate aes@ario with a network condition that is very different from the

one in Scenario 4.1.

4.6.2 Investigation of Scenario 4.2

46.2.1 Scenario Description

Scenario 4.2 has the same network topology as Scenario 4.1. It also has the same
application data typedelay sensitive, reliability sensitive and general application data
type. The main difference between this scenario and the previous one is that the conditions
of intermediate nodes are different. The details of this scenario are shown as follows.

(100, 190) (150, 190) —— Route ARG,) 54Mbps

(50, 190) ——— RouteB (RG) 1Mbps
@___@____ ————— RouteC (RC:) 11Mbps
Coordinate
/ \_ (165 160) %)
@5, 160@ @ Location of the nodes
(15, 130) // \ (185 130)

@ Malicious node
\\ (200, 100)

(©.100) (60,100 (100, 10) (150100)

@ ®

2570 S/ @50
@ """ @ """" @ Battery remaining at 95%
(50, 40) (100, 40) (150,40) Trust Value at 0.95

Figure 4.17: The topology of the network understudy,Scenario 42

Here, node 3 is assumed to be maliciduperformspacket droppingttacls. It randomly
drops data packetd a ratio of lin every 10 packets’rior to joining the network, node 2
has a past experience with node 3. In order to seenthact of this malicious node clearly
and simple, He trust value of this route is set to Géforethe route selection process

begins

In addition, node 4. is assumed to have been operating in other networks before joining
this network so the remaimg battery level of this node is lower than other nodes. Other
nodesOd b atarte alisgtto I16O%,ewhereas ned 146s batt%ry |
Therefore this node ray not lastas long ashe other nodes. Another setting for this node
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is that it has a ot-so-good track record in forwarding packets. In other words, the trust
value of this node is rated at B6.9This trustvalue may beslightly lower thanthe trust
values ofother nodegbut it is enough for this node to b&cludedwhen making a routing
decisionby using thdrust aware algorithm

To summarise, in this scengriRC, has the highest bandwidth (as in the previous
scenario) However,this route containa malicious nodeso it has the lowest trust value.
RGCs has the lowest bandwidthh& hopcountof RGs is alsohigherthan other routes. This
means thathe chance of having wireless interference during transmis$omg this route

is also higher than the other routelawever, RG has the highest trust metric value. RC
is the routewith performance metric values ranking between the other two rdutessa
medium level of bandwidth and a meditnmp coum (6 hopg. The trust value of this route

is not the highest level but it v&ry closel to the highest one.

4.6.2.2 Route Selections

Traditional algorithms

The delay aware algorithm attempts to selexide with theleast delay. As RChas the

least delay (as shown in Table 4.11), delay aware algorithm simply selectéiB\@ever,

once RG is broken, another route should be selediéste, we expect that the condition

of the other routing candidates (i.e. iRé&hd RE) should not be too much different from

the beginning of the simulation. The delay metric values of both routing candidates should
be the same. The trust metric values #thailso be the same as they have not been selected
to transmit a data packet. The question is would remaining battery metric value be the
same? Since RLand RG are not used in forwarding a packete battery draining rate
should be very similarTherefae, the metric values we measured at the beginning of the
simulation would still be valid. This means that the second preferable route will be
selected once the first selected route is broken. In the case of the delay aware algorithm,
RC¢, which has the s®nd least delay, will be selected. Here, the routing decision made
by the delay aware algorithm is denotedR&S.\v c as it has selected RQirst and then

RCc after RG has broken.

The trust aware algorithm attempts to select a route with the highsstmetric value. It

selects Rgas the first choice, as R@as the highest trust metric value. If i€ broken
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(e.g. an intermediate node dies), it will selectcRE RGE has a higher trust metric value

than RG. Therefore, the routing decision madg thhe trust aware algorithm will be
RGs v

The remaining battery aware algorithm attempts to select a route thdthhighest
remaining baery level. R¢ contains node 14 thagas a laver remaining battery level (i.e.
95%), so RG becomedess preferabléor the remaining battery aware algorithRC, and

RGCs havethe same battery levéle. 100%) Since RG has a lower hop count, RQvill

be selected first. If RCis broken, RG would be selected next as it has a higher remaining
battery level than RE The routing decision made by the trust aware algorithm will be
RCav B.

FRD Framework using the WPM Technique

For the delay sensitive data tyg®RMTWSs of delay trust andremaining battery metric
typesare 0.5, 0.5 and,Qespectively (as shown in Tab#el0). We comparéehe three

routing candidates, theme have
WO 0'Y YOjYO T @
WO 0'Y YOj'YO X X

The aboveresults show thaRCc is better than Rgand also Rg is better than R£ so
RCcis the first choice and thendg is the second choice for the delay sensitive data type.

The routing decision for the delay sensitive data typ0dsy g

For the reliability sensitive data type, RRMTWs of delay, trust and remaining battery
metric types are 0, 0.75 and 0.25, respectifgshown in Table 4.10). The results are

shown as follow.
@O O0'Y 'YO'YH ™ P
WO O'Y 'Y6j'YH P8 L

As we can see, th@ 0 0 'Y 'Y8j'YO value is 0.18. This means R@ much worse
than RG for the reliability sensitive data type. This is obvious as the trust metric value of
RCa is much lower than that of RC (0.1 versus 1.0). In addition, the
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w0 0'Y 'Y6j'YO value is higher than 1. It means RIS a better route than RCIf
we look at the RRMVs of both routes, we can seethaftR€ t r ust metri c &
battery values are all better than®Cs .  SnouldbEthe first choice for the reliability

sensitive data type.

If RCg is broken another route should be sought. So wausdhfind out which one oRCa
and R is better. We compare R@nd RG,

w0 O'Y 'YOj'YH ™ W

The result above shows that RS better than R& So RGE will be selected as the second
route after Rg is broken for the reliability sensitive data type. The full routing decision

for the reliability sensitive data type is theref®€zy c.

The RRMTW values of the general application data type are 1/3 for all the RRMTs. We
first compare R& with RGs and the with R,

@O 0Y 'YOYS ™ ¢
WO OY 'Y6j'YH &) v

From these calculations, it can be seen thai iRGetter than RE and R is also better

than RG. So RC is the first choice and RLis the second choice for the rggal
application data type. The routing decision for the general application data type is therefore
RCcy g. That is, if RG is broken, RG will be selected.

FRD Framework using the RAHP technique

The first thing to do when using the RAHP technique is to find the best value for each
RRMT. Here, the best delay metric value is 0.7 second, the best trust metric value is 1 and
the best remaining battery metric value is 18inilar tothe previous scen#, the routing
decisions are made after we derive a decision table for each data types.4Thb|d.17
and4.18 are the decision tables used by the RAHP technique for delay sensitive, reliability

sensitive and general application data type, respegtivel
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Routing RRMTs (RRMTWpo1) RAHPS
Candidates] 4 4 14 £(0.5) 14 4d%05 | 4414% 0
RCa (0.7/0.7) x 0.50 (0.1/1)x 0.5 (100/100) x 0 0.55
RCs (0.7/3.0§ x 0.50 (/1) x 0.5 (100/100) x 0 0.61
RCe (0.71.72 x 0.50 (0.95/1) x 0.5 (95/100) x 0 0.67

Table 4.16: A Decision Table of RAHPfor Delay Sensitive Data Typén Scenario4.2

The decision table fathe delay sensitive data tygaows that th&RAHPSof RCc is the
highest value, and that of B& the second highest. So, a ragtdecision made by RAHP

for the delay sensitive data typeR€cy s.

Routing RRMTs (RRMTWxp1) RAHPS
Candidates 4414 %0 44 24% 07 [44L4F 029
RCa (0.7/0.7) x 0 (0.1)x 0.75 (100/100) x 0.25 0.33
RGCs (0.7/3.09 x 0 (1/1) x 0.75 (100/100) x 0.25 1.00
RCc (0.71.72 x 0 (0.991) x 0.75 (95/100) x 0.25 0.95

Table 4.17: A Decision Table of RAHPfor Reliability Sensitive Data Typein Scenario4.2

For the reliability sensitive data type, it places the most focus omusievalue and some
on remaining battery metric types. R obviously the best route as it has the highest
RRMVs on both trust and remaining battery metric types.R8¢PSof RGs is the
highest, and Rg has the second higheRRAHPS As a result,RCgy ¢ is the routing
decision for the reliability sensitive data type.

Routing RRMTs (RRMTWgpr) RAHPS
Candidates | 4 4 44 &£ (1/3) {43 w3 | 44714 w3
RCa (0.70.7) /3 0.11)/3 (100/100) / 3 0.70
RGCs (0.7/3.0§ /3 11)/3 (100/100) / 3 0.74
RCc 0.71.7213 (0.991)/3 (95/100) / 3 0.77

Table 4.18: A Decision Table of RAHPfor General Application Data Type in Scenario4.2

When making a routing decision ftire general application data tydl the RRMTs will
be considered. Each RRMT are weighted equally (i.e. 1/3). From Zd8ewe can see
that theRAHPSof these threeoutes are quite close. This is because ezdhe routedas
its own strengths and weaknessesaR@s the beglelay metric vhue (i.e. at 07 second),
but very weak atrust metric valugi.e. 0.1). RG has the bestrust metric value (i.e. 1)
and remaining battery metric val@iee. 100) but weakest aelay metric valudi.e. 3.06
second) SinceRC¢ hasgoodaveragevaluesof all the RRMVs, the RAHPSof RC: is the

highest forthe general application data type. For the second route ciriizas selected

176



as it has the second highd®AHPS As a result, the routing decision for the general

application data type BRCc¢y s.

Table 4.19 showsa summary of the routing decisions made by different routing
algorithms. Delay aware algorithm seleBR€,y ¢ for all the application data types. Trust
aware algorithm selecRCgy ¢ for all the application data types. Remaining battery aware
algonthm selectsRCay g for all the application data types. However, with the use of the
FRD framework, different decisions are made for different application data types. For
delay sensitive data type and general application data type, the FRD framework selects

RCcy s. For the reliability sensitive data type, the FRD framework selRCis c.

o Tradition Routing Algorithms FRD Framework
Application Data Delay Trust Remaining
Type Aware Aware Battery Aware WPM RAHP
Delay sensitive ) i ) ) )
Data Type (DDT) RCAYC IQC:BYC IQC:AYB RC:CY B RC:CY B
Reliability sensitive
Data Ty);/)e(RDT) RCavc RGvec RCavs RGvc RGvc
General Data Type
(GDT) yp RCavc RGyvc RCave RCcve RCcve

Table 4.19: Summary of Routing Decisions

46.2.3 Simulation Results

The legends, DAA, TAA and RBAA, indicatbat routing decisions are made based upon
the routing algorithms: Delay Aware Algorithm, Trust Aware Algorithm and Remaining
Battery Aware Algorithm, respectivelpince in this scenario the routing decisions made
by WPM and RAHP are the same, the legehdRD means the routing decisions made

using a MCDM technique (WPM or RAHP). The routing decision of the FRD framework
for DDT, RDT and GDT are denoted as FRD DDT, FRD _RDT and FRD_GDT,

respectively.

This section shows and discusses the results collected $everal simulation settings
reflecting different application data typd$e simulation results of the delay sensitive data
type will be discussed first, then the results of the reliability sensitive data type, and lastly

the results of the general digption data type.
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Delay Sensitivdata Type

Figure 4.18 and 4.19 show theaverage throughputsnd packet delivery ratiosollected
from the simulation settingsf the delay sensitive data typesing the FRD framework
(WPM and RAHP) to select routes (i.e. R has actually led to a better level of
average throughpwnd packet delivery ratidghan usingdelay, trust or remaining battery
aware algorithms aloneMaking routing decisions usinghe delay aware algorithm
(RCa v 9 or theremaining battery aware algorith(RCa vg) generates very lowevels of
average throughputand packet delivery ratiasin both of these cases, R@Qvas first
selected Since RC, includes a malicious node @aute most of the traffictransmitted
through this malicious node was drodp@lue to the black hole attgckSo thepacket
delivery ratioof this route is significantly reduced. lower packet delivery ratiavill also
lead to a lower average throughpAs a resultaverage througputs and packet delivery
ratioswhenusingthe delay aware algorithrandthe remaining battery aware algorithm to

make a routing decisioarelower than the values whehe FRD framework is usech all

the casesnvestigated

Average Throughputs for Delay
Sensitive Data Type in Scenario 4.2
(100 packets/second)
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Figure 4.18: Average Throughputs for Delay Sensitive Data Typén Scenario4.2
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A question arises here: why the packet delivery ratios of\R@nd RG v care better than
10% when the malicious node-evute could only forward about 10% of the data packets.
This is because when R broken, R@ or RC: will be selected. As we know that BG

not affected by any malicious node and R©uld deliver 95% of the data packets, the
average packet delivery ratios of R@lus RG or RG, plus RG will be higher than the
packet delivery rabs of the RG alone.

When using trust aware algorithm, the route selecteds (RCdoes not perform well in

terms of average throughput and packet delivery ratio either. Although the trust metric
value of the route selected by trust aware algorithm isiieest, the bandwidth capacity

of the first route selected by trust aware algorithmgR&as too low. It cannot support the

data rate required by the delay sensitive data type well. A lot of data packets were dropped.

As a result, average throughputslgracket delivery ratios are very low.

Packet Delivery Ratios for Delay
Sensitive Data Type in Scenario 4.2
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Figure 4.19: Packet Delivery Ratios for Delay Sensitive Data Typm Scenario4.2

By comparing the results presented in Figures34nd 419, it is clear that the FRD
framework can make the best decision for the delay sensitive data type. The delay sensitive
data typeds QoS requirements the delay se
packet delivery ratio. The route selected by FRD framework (RGy g) can deliver the

best of both average throughput and packet delivery ratio results.
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Reliability SensitiveData Type

Unlike the packet delivery ratios for the delay sensitive data type (Figh®g #igure

4.20 shows that, for the reliability sensitive data type, the packet delivery ratibs tofist

aware algorithm (Rgyq9 and the FRD framework (REg) are very close. This is
because the data rate of the reliability sensitive data type is much lower thagiape d
sensitive data type (10 packets/second against 100 packets/second). With a low data rate,
the bandwidth capacity of the route first selected by trust aware algorithg) (RE€ not

been fully used. As a result, both trust aware algorithm and FRD frarkéwave made a

good decision for the reliability sensitive data type in terms of packet delivery ratio.

Packet Delivery Ratios for
Reliability Sensitive Data Type in

Scenario 4.2 (10 packets/second)
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Figure 4.20: Packet Delivery Ratios for Reliability Sensitive Data Typén Scenario4.2

The reliability sensitive data type also prefers a route with a good remaining battery level.
In this casethe delay andthe remaining batter aware algorithms seled®C, v ¢ and

RCa v g respectively. R@may have the highest bandwidth and the lowest hoptcdu

route with a lower hop count would use less energy to transmit a packet than a route with a
higher hop count. Also we have learnt from Figure 4.12 that a route with a higher level of
signalling data rataisually lasts longer than a route with a lovevel of bandwidth.
Therefore, R v sand RG v chave the longest simulation duration as we have expected.
This means that the decision made by ughedelay andthe remaining battery aware
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algorithns is the best in terms of simulation duration results.te other handhe trust
aware algorithm has the lowest simulation duration. This result is the worst for the
reliability sensitive data type in terms of the longest availability requirement. For the route
selected by the FRD framework (R&g, the simlation durations of this route may not
last as long as the routes selectedh®delay aware algorithm (RG 9 andtheremaining
battery aware algorithm (RG g, but it is much longer than the route selectedheyprust

aware algorithm (Rgy 9.

Simulation Durations for
Reliability Sensitive Data Type in
Scenario 4.2 (10 packets/second)
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Figure 4.21: Simulation Durations for Reliability Sensitive Data Typein Scenario4.2
General Application Data Type

Figure 422 and 423 shows that the average throughputs and packet delivery ratios of a
route selected bthe delay andhe remaining battery awara@gorithns are very low. This

is because the route, RQ@he first route selected by both algorithms), contains a malicious
node that has dropped many packets, reducing both average throughputs and packet
delivery ratios. The route selected twe trust avare algorithm (Rgy g also suffers from

low average throughputs and packet delivery ratios. This is because the bandwidth
capacity of RG (the first route selected lifie trust aware algorithm) is too low to support

high data rate traffic.
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Average Throughputs for General
Application Data Type in Scenario
4.2 (50 packets/second)
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Figure 4.22: Average Throughputs for General Application Data Typein Scenario4.2

Packet Delivery Ratios for General
Application Data Type in Scenario
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Figure 4.23; Packet Delivery Ratios for General Application Data Typdn Scenario4.2

The FRD framework has made the best decision (has chosengri@ terms of average
throughputs ad packet delivery ratios. This route has enough bandwidth capacity to cope
with the data rate of the general application data type. Although some data packets are
dropped during transmission along routede first route selected by FRD), the effect
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is not significant. The average throughputs of this route are still at the highest level when
compared with the routes selected the delay, trust and battery remaining aware

algorithms.

Simulation Durations for General
Application Data Type in Scenario
4.2 (50 packets/second)

hikikikiki

1000 1200 1400 Average
Packet Size (Bytes)

(ee]
)

(e}
I

N
1

N
I

o

Simulation Duration (Minutes)

mw2dzi S W@ dzi S owg dzi S owgdziS / b
(DAA) (RBAA) (TAA, (FRD_DDT,
FRD_RDT) FRD_GDT)

Figure 4.24: Simulation Durations for General Application Data Typein Scenario4.2

The simulation durations for the general application data type (Fig2de ae similar to
the simulation duration of the reliability sensitive data type (Figu2&)4That is RG v g
and RG y chave the longest simulation duration, RGhas the second longest simulation
duration, and Rgy chas the least simulation duratiom this case, the routes selected by
the delay aware algorithm (RG g and by the remaining battery aware algorithm

(RCa v 9 are the best for the general application digte in terms of simutgon duration

By looking at the overall performances of these different routing algorithms for the general
application data type, FRD also makes the best routing decision compared with the
decisions bythe other algorithms. The roe selected by FRD has the best average
throughputs and packet delivery ratios and average simulation duration results. The routes
selected byhedelay, trust and remaining battery aware algorghiawve very low average
throughputs and packet deliveryiost
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46.2.4 Discussion of Simulation Results

The simulation resultdescribed abovaresummarisedn Table4.20. The table shows for
each application type, its Qa8quirementsalong with the performance values from each
routing decisionFor examplefor the delay sensitive data typen&eds a high throughput
and high reliability route, so the tabt®ntains average throughpand packet delivery
ratio resultsfrom each of the routing decisions for this application tygm the reliability
sensitivedata type, the table contains patdelivery raticand simulation duration. For the
general application data type, abnsides all RRMTs equally, so all the values of the
RRMTs, i.e. average throughput, packet delivery ratio, and simulation duraredisted

for this application typén the table. Basically, this tabtsly shows thesimulation results

that matter to the QoS requirements of the applications concerned.

Application Data Types Routing Algorithms Best Decisions

Delay sensitive DAA TAA RBAA FRD

Average throughput{Bytes/Seg 16KBps| 12KBps| 13KBps| 10KBps| FRD

Packet delivery ratio (%) 14% 12% 14% 88% | FRD

Reliability sensitive DAA TAA RBAA FRD

Packet delivery ratio (%) 15% 94% 14% 95% | FRD, TAA

Simulationduration (Minutes) 28Mins 2Mins 27Mins 17Mins| DAA, RBAA

General application DAA TAA RBAA FRD

Average throughputKBytes/Seg 8KBps| 12KBps 7KBps| 52KBps| FRD

Packet delivery ratio (%) 15% 23% 14% 94% | FRD

Simulationduration (Minutes) 7Mins 2Mins 7Mins 4Mins| DAA, RBAA
Total Best | FRD (5 times)

Table 4.20: Summary of the simulation resultsreflecting on the requirements of the application

From this table, the following observations can be made:

- Forthe delay sensitive data typie routing decisions made by FRD provide the
highest average throughpatdpacket delivery ratio

- For the reliability sensitive data typéoth FRD andhe trust aware algorithm
provide the highespacket delivery ratiaesults. The celay and the remaning
battery aware algorithgprovide the longestimulation duration

- For the general application data tygeRD provides the besaverage throughput
and packet delivery ratio while the delay and the remaining battery aware
algorithmhave the longestimulation duration

- FRD has made 5 best decisions in optimising average throughput and packet

delivery ratio forthedelay sensitivelata type anthegeneral application data type
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For the reliability sensitivedata type it can also select a route with the most

optimising packet delivery ratio arsiimulation duration

From these results, we can say that, in comparison with its peers, FRD performs best, i.e. it
can find a route that could best satisfy the QoS requirenoérikee three applications. It

also can be seen that using a single routing metric type to make a routing decision may not
satisfy the QoS needs of dissimilar applications or dissimilar application data types. A
single metric type can only be used to idgnthe quality of a route based on that
particular perspective. For exampéedelay aware algorithm can only be used to find the
best route in terms of bandwidth. It does not indicate whether the route is reliable or not.
However, if using more than omeuting metric types to make a routing decision, several

aspects of a route can be considered.

FRD addresses this issue by considering different routing metric types amsdthiake
requirements of an application into account when making a routing decisiothe
application. The simulation results have shown that, with this smdtric and application

aware approach, applicativevel QoS requirementsan be better satisfied. It is also worth
emphasising that, the use of FRD is not limited to the routiagfientypes used in our
simulation (i.e. bandwidth, trust and remaining battery metric types). The framework is
also capable of accommodating more and other routing metric types; this is dependent on

the need of the applications and/or technological achraeat.

4.7 Integration of the FRD Framework with the Real

Network System

In the previous section, we have discussed~RB framework and how it works. Here, in
this section, we discuss how the FRD framework may be integrated into a real world

system.

Oneof the most interesting questions is who would be in the position to select the FRD
parameters (i.e. RRMTs, RRMTWs and a MCDM technique) for an application?. There
are three possible approaches to this issue: (1jigfieed by software developers, (2) by
users, and (re-defined by software devagbers and configurable by users
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For the firstapproachthe software developers need to consider what QoS requireaments
application should have and to choose the FRD parameters accordingly, when the
develop he application In this case, users do not need to be aware that the FRD
framework is used. A limitatioof this approach is that useof the application do not

have any say in theelections of the FRD parameters

The second approach is to teeusersto make the selections. Perhaps with the application
there is a tool that can guide a user to make the selechonexample, for the Skype
application (Voice over IP) shown in Figu#25, a user may be prompted to specify
higherlevel requirements suchs a low delay and a high reliabilitfhen the FRD
frameworkcan do the mapping between these higeeel requirements specified by the

user andhe set of FRD parameters.

Figure 4.25: The example of the highlevel requirements of the application cded Skype

The last approach is to give full control to the users. Software developers rragfipe

all the FRD parameters, but users can also configure them manfueilijstrate this idea
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