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In this thesis we focus on algorithms for matrix polynomials and structured matrix problems.

We begin by presenting a general purpose eigensolver for dense quadratic eigenvalue problems, which incorporates recent contributions on the numerical solution of polynomial eigenvalue problems, namely a scaling of the eigenvalue parameter prior to the computation, and a choice of linearization with favourable conditioning and backward stability properties. Our algorithm includes a preprocessing step that reveals the zero and infinite eigenvalues contributed by singular leading and trailing matrix coefficients and deflates them. Numerical experiments are presented, comparing the performance of this algorithm on a collection of test problems, in terms of accuracy and stability.

We then describe structure preserving transformations for quadratic matrix polynomials. Given a pair of distinct eigenvalues \((λ_1, λ_2)\) of an \(n \times n\) quadratic matrix polynomial \(Q(λ) = λ^2 A_2 + λ A_1 + A_0\) with a nonsingular leading coefficient and their corresponding eigenvectors, we show how to transform \(Q(λ)\) into a quadratic of the form

\[
\begin{bmatrix}
Q_d(λ) & 0 \\
0 & q(λ)
\end{bmatrix}
\]

having the same eigenvalues as \(Q(λ)\), with \(Q_d(λ)\) an \((n-1) \times (n-1)\) quadratic matrix polynomial and \(q(λ)\) a scalar quadratic polynomial with roots \(λ_1\) and \(λ_2\).

Finally, we investigate structured matrix problems in the area of computational electromagnetics, investigating magnetic polarizibility tensors in the area of unexploded ordnance (UXO) detection for landmine detection. We present numerical simulations and measured results to validate the hypothesis that the change in voltage \((δV)\) from the detector coil as a result of the introduction of a conducting object can be modelled as

\[
δV = H_{tx}^T M(ω) H_{rx},
\]

where \(M(ω)\) is a frequency dependent, symmetric tensor, and \(H_{tx}\) and \(H_{rx}\) are the magnetic field strengths at the location of the threat object produced by unit current flowing in the transmitter and detector coils respectively. \(M(ω)\) is independent of orientation and position, with the information about position of the object contained within the \(H\)-fields \(H_{tx}\) and \(H_{rx}\). This hypothesis is widely accepted in UXO literature, although it is not proven.
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Chapter 1

Introduction

1.1 Outline and Motivation

The main theme of this thesis is developing algorithms that preserve structure in matrix problems in finite precision arithmetic. We motivate the importance of structure preservation by the following quote [74]:

“When a problem has any significant structure, we should design and use algorithms that preserve and exploit that structure. Observation of this principle usually results in algorithms that are superior in speed and accuracy.”

David S. Watkins

A number of benefits can therefore result from developing structure preserving algorithms. Making use of the inherent structure in the problem can lead to more efficient algorithms and a reduction in storage requirements. Preserving structure can also lead to an increase in accuracy, stability, and necessarily the key qualities of the problem are preserved, for example spectral symmetries, location of eigenvalues, and physical properties such as positive definiteness.
A recent example of the importance of structure preserving methods is illustrated by a quadratic eigenvalue problem that results when modelling vibrations on railway tracks [44]. It is shown in [57] that deflation and taking into account the structure of the problem is crucial to obtaining an accurate solution. Indeed, solving the problem directly with the QZ algorithm, even in quadruple precision, returns a solution with no correct significant figures [54].

The first part of this thesis, (Chapters 1 to 4), focuses on algorithms for matrix polynomials. After introducing background material in Chapter 1, we give an outline of the solution of polynomial eigenvalue problems by linearization. Chapter 3 describes theory and implementation of a general purpose algorithm \texttt{quadeig} for solving quadratic eigenvalue problems. This algorithm incorporates recent contributions on the numerical solution of polynomial eigenvalue problems, namely a scaling of the eigenvalue parameter prior to the computation, [11], [21] and a choice of linearization with favourable conditioning and backward stability properties [39], [41], [42]. Our algorithm includes a preprocessing step that reveals the zero and infinite eigenvalues contributed by singular leading and trailing matrix coefficients and deflates them. The algorithm is tested on quadratic eigenproblems from the NLEVP collection of nonlinear eigenproblems [12], illustrating the improved performance of this new algorithm \texttt{quadeig}, with the existing MATLAB routine \texttt{polyeig}, both in terms of accuracy and stability and reduced computational cost.

Chapter 4 describes a structure preserving technique for the deflation of eigenpairs from quadratic matrix polynomials (a special case of general degree matrix polynomials). Structure preserving transformations (SPTs) and associated constraints needed to determine them are defined in [24], the contribution of this thesis is to use them to construct a family of nontrivial elementary SPTs that have a specific action of practical use: that of “mapping” two linearly independent eigenvectors to a set of linearly dependent eigenvectors. Using this family of SPTs,
given two eigentriples \((\lambda_j, x_j, y_j), j = 1, 2\) satisfying appropriate conditions, we can decouples \(Q(\lambda)\) into a quadratic \(Q_d(\lambda) = \lambda^2 M_d + \lambda C_d + K_d\) of dimension \(n - 1\) and a scalar quadratic \(q(\lambda) = \lambda^2 m + \lambda c + k = m(\lambda - \lambda_1)(\lambda - \lambda_2)\) such that (a)

\[
\Lambda(Q) = \Lambda(Q_d) \cup \{\lambda_1, \lambda_2\},
\]

where \(\Lambda(Q)\) denotes the spectrum of \(Q\) and (b) there exist well-defined relations between the eigenvectors of \(Q(\lambda)\) and those of the decoupled quadratic

\[
\tilde{Q}(\lambda) = \begin{bmatrix} Q_d(\lambda) & 0 \\ 0 & q(\lambda) \end{bmatrix}.
\] (1.1.1)

This procedure applies to symmetric and nonsymmetric quadratics, and when the quadratic is symmetric preserves the symmetry.

The second part of this thesis focusses on an investigation of structure in problems arising in the area of electromagnetics. Chapter 5 explains the background (the eddy current approximation to Maxwell’s equations) and Chapter 6 contains a comparison of numerical simulations and measured data in the area of unexploded ordnance (UXO) detection to validate the hypothesis that the change in voltage \((\delta V)\) from the detector coil as a result of the introduction of a conducting object can be modelled as

\[
\delta V = H_{tx}^T M(\omega) H_{rx},
\]

where \(M(\omega)\) is a frequency dependent, symmetric tensor, and \(H_{tx}\) and \(H_{rx}\) are the magnetic field strengths at the location of the threat object produced by unit current flowing in the transmitter and detector coils respectively. \(M(\omega)\) is independent of orientation and position, with the information about position of the object contained within the \(H\)-fields \(H_{tx}\) and \(H_{rx}\). This hypothesis is widely accepted in
UXO literature, although it is not proven. The contribution of this thesis is the development of a fully parametric finite element model of scanning an object over a typical coil rig, using the results to validate the hypothesis and comparing the results to those measured in the laboratory.

1.2 Notation and Background Linear Algebra

In this work we generally adopt the Householder convention with regard to naming variables, using the notation below.

- $I_n$ denotes the $n$-by-$n$ identity matrix.
- Matrices are denoted by capital letters: $A$.
- Elements of matrices by lower case letters of the respective matrix: $a_{ij}$.
- Vectors are denoted by lower case Latin letters: $a, b, c$.
- Scalars are denoted by Greek lower case letters: $\alpha, \beta, \gamma$.

We adopt the MATLAB matrix notation, thus $A(i: j, k: l)$ represents the intersection of rows $i$ to $j$ and columns $k$ to $l$, while $A(:, k)$ denotes the $k$th column, the colon means to take all elements in the $k$th column. “$T$” denotes transpose, while in complex arithmetic “∗” denotes conjugate transpose. We write the names of routines from LAPACK (linear algebra package [4]) or MATLAB [59] as for example polyeig.

- A vector norm is a function $\| \cdot \| : \mathbb{C}^n \to \mathbb{C}$ satisfying the following
  - $\|x\| \geq 0$ for all $x \in \mathbb{C}^n$ (with equality if and only if $x = 0$),
  - $\|\alpha x\| = |\alpha|\|x\|$ for all $\alpha \in \mathbb{C}, x \in \mathbb{C}^n$,
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- \|x + y\| \leq \|x\| + \|y\| \text{ for all } x, y \in \mathbb{C}^n.

A matrix norm \(\|\cdot\| : \mathbb{C}^{n \times n} \to \mathbb{C}\) satisfies a similar definition. Two examples are the Frobenius norm \(\|A\|_F = \sqrt{\text{trace}(A^*A)}\) and the 2-norm (or spectral norm) \(\|A\|_2 = \sqrt{\lambda_{\text{max}}(A^*A)}\). Both the Frobenius and 2-norms are consistent norms (\(\|AB\| \leq \|A\|\|B\|\)), and unitarily invariant, that is if \(A, Q, Z \in \mathbb{C}^{n \times n}\) with \(Q, Z\) unitary (\(Z^*Z = Q^*Q = I\)), then \(\|QAZ\|_F = \|A\|_F\) and \(\|QAZ\|_2 = \|A\|_2\).

- The spectrum or set of all eigenvalues of a matrix \(A\) is denoted by \(\Lambda(A)\).

- We denote the Kronecker product by \(\otimes\) and give a definition below.

\textbf{Definition 1.2.1} (Kronecker Product, see [27]). Given \(A \in \mathbb{C}^{m \times m}\) and \(B \in \mathbb{C}^{n \times n}\) the Kronecker product \(A \otimes B \in \mathbb{C}^{mn \times mn}\) of \(A\) and \(B\) is given by

\[
A \otimes B = \begin{bmatrix}
a_{11}B & a_{12}B & \cdots & a_{1m}B \\
a_{21}B & a_{22}B & \cdots & a_{2m}B \\
\vdots & \vdots & \ddots & \vdots \\
a_{m1}B & a_{m2}B & \cdots & a_{mm}B
\end{bmatrix}
\]

- The null space of a matrix \(\text{null}(A)\) is a set of linearly independent vectors, where each vector \(x \neq 0\) satisfies \(Ax = 0\).

- The rank of an \(n\)-by-\(n\) matrix \(A\) is the number of linearly independent rows or columns, and we have the relation \(\text{rank}(A) = n - \dim(\text{null}(A))\).

1.3 Matrix Factorizations

In this section we define the following matrix factorizations that will be used in the algorithms presented in this thesis:
• Singular value decomposition.

• QR factorization and QR factorization with column pivoting.

• Schur, generalized Schur and generalized real Schur decomposition.

**Definition 1.3.1** (Singular Value Decomposition [28, Thm. 2.5.2]). Any \( A \in \mathbb{R}^{m \times n} \) can be decomposed as

\[
A = U \Sigma V^T
\]

\( U \in \mathbb{R}^{m \times m}, V \in \mathbb{R}^{n \times n} \) are orthogonal, \( \Sigma = \text{diag}(\sigma_1, \ldots, \sigma_p) \in \mathbb{R}^{m \times n} \) contains the singular values of \( A \). The singular values are ordered such that \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r = \cdots = \sigma_p = 0 \) where \( \text{rank}(A) = r \) and \( p = \min(m, n) \).

Computing the SVD is one possible method of computing the rank of a matrix.

**Definition 1.3.2** (Schur Decomposition [28, Thm. 7.1.3]). Given \( A \in \mathbb{C}^{n \times n} \) then there exists a unitary matrix \( Q \in \mathbb{C}^{n \times n} \) such that \( Q^*AQ = T \), where \( T \) is upper triangular and \( \Lambda(A) = \text{diag}(T) \), \( Q \) can be chosen such that the eigenvalues appearing on the diagonal of \( T \) appear in any order.

**Definition 1.3.3** (Generalized Schur Decomposition [28, Thm. 7.7.1]). Given \( A, B \in \mathbb{C}^{n \times n} \) there exist unitary matrices \( Q, Z \in \mathbb{C}^{n \times n} \) such that

\[
Q^*(A - \lambda B)Z = T - \lambda S
\]

where \( T \) and \( S \) are upper triangular.

If \( t_{jj} = s_{jj} = 0 \) for some \( j \) then \( \lambda(A, B) = \mathbb{C} \) otherwise

\[
\lambda(A, B) = \begin{cases} t_{ii} \\ s_{ii} \end{cases}
\]

and if \( s_{ii} = 0 \) for some \( i \) the eigenvalue \( \lambda_i \) is said to be infinite.
Given a real matrix pencil, and working only in real arithmetic there is the generalized real Schur form. In this case given $A, B \in \mathbb{R}^{n \times n}$ there exist orthogonal matrices $Q, Z \in \mathbb{R}^{n \times n}$ such that

$$Q^T(A - \lambda B)Z = T - \lambda S$$

where $T$ is quasi-upper triangular and $S$ is upper triangular. In general $T - \lambda S$ will be quasi upper triangular. The eigenvalues of the pencil $A - \lambda B$ comprise the ratios of the diagonal elements of $T - \lambda S$ for real eigenvalues, and the eigenvalues of the blocks appearing on the diagonal of $T - \lambda S$ yield the complex eigenvalues of $A - \lambda B$.

**Definition 1.3.4 (QR Factorization [28, Sec. 5.2]).** Given a matrix $A \in \mathbb{R}^{m \times n}$ with $m \geq n$, then its QR factorization is given by

$$A = QR,$$

where $Q \in \mathbb{R}^{m \times m}$ is orthogonal and $R \in \mathbb{R}^{m \times n}$ is upper triangular.

**Definition 1.3.5 (QR Factorization with Column Pivoting [28, Sec. 5.4.1]).** Given $A \in \mathbb{R}^{m \times n}$ with $m \geq n$, its QR factorization with column pivoting is given by

$$Q^T AP = \begin{bmatrix} R_{11} & R_{12} \\ 0 & 0 \end{bmatrix},$$

where $Q$ is orthogonal, $P$ a permutation matrix, $R_{11} \in \mathbb{R}^{k \times k}$ is upper triangular,
and $k = \text{rank}(A)$. To define $P$, consider the $j$th stage of Householder QR factorization, at the start of which we have

$$(Q_1 \cdots Q_{j-1})^T A (P_1 \cdots P_{j-1}) = \begin{bmatrix} R_{11}^{(j-1)} & R_{12}^{(j-1)} \\ 0 & R_{22}^{(j-1)} \end{bmatrix}$$ (1.3.1)

with $R_{11}^{(j-1)}$ nonsingular. The next permutation matrix $P_j$ is chosen so that the column of largest norm in $R_{22}^{(j-1)}$ is move to the lead position, then the next Householder transformation $Q_j$ has the action of zeroing the subdiagonal components.

### 1.4 Algorithms Implementation in Finite Precision

In this thesis we implement algorithms in finite precision, not exact arithmetic. In this section we highlight some of the relevant details.

#### 1.4.1 Measuring Accuracy and Stability of Computed Solutions

When considering solutions to problems in finite precision we are interested in two quantities. Firstly, when we have a problem to solve with initial sampled data, there is the possibility that the sampled data contains errors. The *conditioning* of the data measures the sensitivity of the solution of the problem to perturbations in the data. The extent to which the problem is well conditioned is an inherent property of the problem. Secondly, given a method or algorithm for computing a solution to a problem we would like to assess the quality of the computed solution. *Backward error* is a measure of how much the problem must be perturbed for the computed solution to be an exact solution of the perturbed problem.
An important quantity involved with working in finite precision is the unit roundoff $u$, which characterizes the worst-case error inherent in representing real numbers as floating point numbers in finite precision arithmetic.

**Theorem 1.4.1** ([38]). If $x \in \mathbb{R}$ lies in the range of a floating point number system $F$ (a subset of the real numbers) then

$$fl(x) = x(1 + \delta), \quad |\delta| < u,$$

where $fl(x)$ denotes $x$ evaluated in floating point arithmetic.

When implementing algorithms in MATLAB, the inbuilt function `eps` (machine precision) can be used as a tolerance. This is not the same as the unit roundoff but characterizes spacing of floating point numbers, thus `eps` returns the distance from 1.0 to the next largest floating point number. The unit roundoff in MATLAB is $u = 2^{-53} = \text{eps}/2 \approx 1.1e-16$.

When developing algorithms to work in finite precision we would ideally like to work with orthogonal transformations ($U$ a real square matrix such that $U^T U = I$, for $U$ complex $^T$ is replaced by conjugate transpose $^\ast$). If we carry out a transformation on a matrix with errors: $\hat{A} = A + E$ to form $U^T(A + E)U$ and take the norm, then for orthogonal/unitary matrices and a unitarily invariant matrix norm $\| \cdot \|$, $\|U^T E U\| = \| E \|$ so we do not increase error inherent in the data.

### 1.4.2 Matrix Rank Computation

A key stage in many of the algorithms in this thesis is computing accurately (or inferring information about) the rank of a matrix in finite precision arithmetic. Given a matrix $A \in \mathbb{R}^{n \times n}$ whose rank we wish to compute, we can take the SVD, an eigendecomposition, or compute a QR factorization with column pivoting.
Theoretically the SVD yields a factorization $A = U\Sigma V^T$ with

$$\Sigma = \text{diag}(\sigma_1, \ldots, \sigma_r, \sigma_{r+1}, \ldots \sigma_n)$$

where, if the matrix is singular we have $\sigma_{r+1} \ldots \sigma_n$ equal to zero exactly. In finite precision, however, we will have the computed SVD $\hat{U}\hat{\Sigma}\hat{V}^T$ where $\hat{x}$ denotes the computed value of $x$. Thus $\hat{\sigma}_{r+1} \ldots \hat{\sigma}_n$ will not be exactly zero, rather some ‘small’ quantity. We will then have to take a rank decision and neglect (set to zero) any singular values less than a particular tolerance $\tau$ which will need to be chosen, we then call the resulting rank the \textit{numerical rank}.

\textbf{Definition 1.4.1 (Numerical Rank).} Given a matrix $A \in \mathbb{C}^{n \times n}$ and a tolerance $\tau > 0$ then the numerical rank of $A$ is the largest integer $k$ such that $\sigma_k > \tau$.

It is worth noting that some existing routines such as GEQP3 in LAPACK, which computes a QR factorization with column pivoting, will only return the factors defining the factorizations and do not attempt to determine the numerical rank of the matrix within the routine. Hence when implementing algorithms we will need to use a suitable tolerance, for example $\tau = u\|A\|$ where $u$ is the unit roundoff.

Setting to zero quantities close to the unit roundoff can be justified by the argument that doing so involves making perturbations of the same size as the error inherent in storing the data as floating point numbers.

The most accurate (although also most expensive) way to determine the numerical rank of a matrix is via the SVD [34]. A less expensive alternative to the SVD is a QR factorization with column pivoting, which is implemented robustly and efficiently in LAPACK. However, this factorization does not yield the correct numerical rank for some matrices. An example of such a matrix is the Kahan matrix (defined by the parameters $n = 90$ and $\theta = 1.2$) described in [73]. Computing a QR factorization with column pivoting in MATLAB yields an upper triangular

...
matrix whose smallest diagonal element is 1.9039e-3 and not small (relative to the unit roundoff), but the smallest singular value is 3.9607e-15 and the matrix has numerical rank 89 based on a tolerance $\tau \approx u$. In this case QR with column pivoting has provided an overestimate of the rank. Further information on QR with column pivoting overestimating the rank of a matrix is contained in Section 3.3.1 on page 62. After computing a QR factorization the resulting $R$ matrix is upper triangular, so it would be inexpensive to apply a condition number estimator (such as MATLAB’s \texttt{condest}) to check the singularity, as the condition number estimator normally tries to computes an LU factorization which is unnecessary for upper triangular matrices. We note that, for the algorithms we later present, overestimating the rank is much more favorable than underestimating the rank. For example, in the case of preprocessing the standard eigenproblem to remove a zero eigenvalue, overestimating the rank means we fail to remove a zero eigenvalue; underestimating the rank would be much worse however, since it would mean we are essentially setting to zero an eigenvalue which is not close to zero relative to the unit roundoff.

Another option to find the numerical rank of a matrix is to compute a rank revealing QR factorization [17]—for example one of the UTV type factorizations [35]. Some of these methods are iterative however, so the cost of their computation cannot be determined a priori. They are also not currently implemented in a robust, blocked and efficient form in a library such as LAPACK.
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1.5 The Polynomial Eigenvalue Problem

The polynomial eigenvalue problem (PEP) is to find scalar eigenvalues $\lambda$, and associated nonzero left and right eigenvectors $y, x$ such that

$$y^*P_\ell(\lambda) = 0, \quad P_\ell(\lambda)x = 0, \quad x, y \neq 0,$$

where

$$P_\ell(\lambda) = \lambda^\ell A_\ell + \cdots + \lambda A_1 + A_0$$

with $A_i \in \mathbb{C}^{n \times n}$, $i = 0: \ell$, and $A_\ell \neq 0$, and throughout this thesis we will assume that the degree $\ell$ matrix polynomial $P_\ell(\lambda)$ is regular, that is, $\det(P_\ell(\lambda)) \neq 0$.

The most commonly occurring case in applications is the quadratic eigenvalue problem (QEP), a special case of the PEP with $\ell = 2$. In these applications, the quadratic matrix polynomial $Q(\lambda)$ is often written as

$$Q(\lambda) = \lambda^2 M + \lambda C + K,$$

where $M$ is the mass matrix, $C$ the damping matrix and $K$ is the stiffness matrix.

1.5.1 Structures and Properties of Matrix Polynomials

A matrix polynomial may exhibit a number of structures, for example symmetric coefficients, hyperbolicity, and properties such as real or complex coefficients, and singular leading or trailing coefficients. Such structure will be exhibited in particular properties of the eigenvalues and eigenvectors. For example, when $M, C, K$ are symmetric, then if $\lambda$ is an eigenvalue with right eigenvector $x$, then $x$ is a left eigenvector of the eigenvalue $\bar{\lambda}$. A summary of properties associated with different structures is given in the review article [69].
1.5.2 Singular Leading and Trailing Coefficients

We call the $A_0$ coefficient of a matrix polynomial $P_\ell$ the trailing coefficient, and the $A_\ell$ coefficient the leading coefficient. If either or both of these matrices are singular then we know the matrix polynomial will have zero or infinite eigenvalues. Specifically, if $\text{rank}(A_0) = r_0$ and $\text{rank}(A_\ell) = r_\ell$ then we have the following lower bounds:

\[
\text{# of zero eigenvalues} \geq n - r_0 \\
\text{# of infinite eigenvalues} \geq n - r_\ell.
\]

Also, if $\lambda = 0$ is an eigenvalue contributed by $A_0$ then its corresponding eigenvector is in fact a null vector of $A_0$ (a null vector $x \neq 0$ of $A$ satisfies $Ax = 0$). A similar argument applies to infinite eigenvalues with null vectors of $A_\ell$. There may be additional zero or infinite eigenvalues if the leading or trailing coefficients have a nontrivial null space intersection with the coefficients $A_i, i = 1: \ell - 1$.

Infinite eigenvalues $\lambda = \infty$ are in fact zero eigenvalues of the reversal polynomial $\text{rev}(P_\ell)$. The reversal polynomial of $P_\ell(\lambda) = \lambda^2 A_\ell + \cdots + \lambda A_1 + A_0$ is given by

\[
\text{rev}(P_\ell(\lambda)) := \lambda^\ell P_\ell(1/\lambda) = \lambda^\ell A_0 + \lambda^{\ell-1} A_1 + \cdots + A_\ell
\]

and $\lambda = \infty$ as an eigenvalue of $P_\ell$ is mapped to $\lambda = 0$ as an eigenvalue of $\text{rev}(P_\ell(\lambda))$.

In order to treat infinite eigenvalues more comfortably, one can work with the eigenvalue parameter written in homogeneous form, that is writing $\lambda = \alpha/\beta$, with not both of $\alpha$ and $\beta$ zero. For real eigenvalues $\alpha$ and $\beta$ can be normalized and thought of as a point on the unit circle. The matrix polynomial in homogeneous
form is obtained upon substituting $\lambda = \alpha/\beta$ and defining

$$P_\ell(\alpha, \beta) = \beta^\ell P_\ell(\lambda) = \alpha^\ell A_\ell + \cdots + \alpha \beta^{\ell-1} A_1 + \beta^\ell A_0.$$  

Thus zero eigenvalues take the form $(\alpha, \beta) = (0, \beta)$ with $\beta \neq 0$ and infinite eigenvalues the form $(\alpha, \beta) = (\alpha, 0)$ with $\alpha \neq 0$.

### 1.5.3 Measuring the Accuracy of Computed Eigensolutions

In this section we describe two quantities important in measuring the accuracy of computed solutions to problems in finite precision arithmetic: backward error and condition numbers. In Chapter 3 we explain an implementation of a general purpose code to solve polynomial eigenvalue problems which will return both eigenvalue condition numbers and backward errors for computed eigenpairs. In this section we give the formulae used to compute these two quantities for the case of general degree $\ell$ matrix polynomials. In our algorithms we allow for the possibility of both infinite and zero eigenvalues, so to allow an equal treatment of finite, zero and infinite eigenvalues we represent the eigenvalues in homogeneous form as mentioned in the previous section.

The definition of backward error of a right eigenpair $(x; \alpha, \beta)$ of a degree $\ell$ matrix polynomial written in homogenous form

$$P_\ell(\alpha, \beta) = \sum_{i=0}^{\ell} \alpha^i \beta^{\ell-i} A_i$$

is given next. In this section $\Delta A_i$ denotes an unstructured perturbation to the $A_i$ coefficient.

**Definition 1.5.1** (Relative normwise backward error of an approximate right eigenpair). *The relative normwise backward error of an approximate right eigenpair*
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(x; α, β) of a polynomial \( P_\ell(α, β) \) is defined as

\[
\eta_{P_\ell}(x; α, β) = \min \{ \epsilon : (P_\ell(α, β) + \Delta P_\ell(α, β))x = 0, \quad \| \Delta A_i \|_2 \leq \epsilon \| A_i \|_2, \quad i = 0 : \ell \},
\]

(1.5.1)

where \( \Delta P_\ell(α, β) = \sum_{i=0}^\ell α_i β^{\ell-i} \Delta A_i. \)

An explicit expression [69] for relative backward errors of right eigenpairs \((x; α, β)\) of degree \(ℓ\) matrix polynomials is given by

\[
\eta_{P_\ell}(x; α, β) = \frac{\| P_\ell(α, β)x \|_2}{\left( \sum_{i=0}^\ell |α|^i |β|^{\ell-i} \| A_i \|_2 \right) \| x \|_2}.
\]

(1.5.2)

The representation \((α, β)\) of an eigenvalue \(λ\) is not unique, however (1.5.2) is independent of the scaling of \((α, β)\).

Moving to condition numbers, Dedieu and Tisseur [20] present condition numbers for eigenvalues of matrix polynomials. The condition number \(κ_{P_\ell}(α, β)\) is defined for simple eigenvalues both finite (including zero) or infinite. It provides a bound on the angle between an exact eigenvalue \((α, β)\) and a perturbed eigenvalue \((\tilde{α}, \tilde{β})\). The angle is based on viewing an eigenvalue as a line that goes through the origin in the complex plane to the point \((α, β)\) solving \(\det(P_\ell) = 0\). For an eigenvalue \((α, β)\) of a degree \(ℓ\) matrix polynomial, this condition number is defined as

\[
κ_{P_\ell}(α, β) = \max_{\| \Delta A \|_2 \leq 1} \frac{\| K(α, β) \Delta A \|_2}{\| [α, β] \|_2}
\]

(1.5.3)

where \(ΔA = [ΔA_0, ΔA_1, \ldots, ΔA_\ell] \). \(K(α, β) : (\mathbb{C}^{n×n})^{\ell+1} \to T_{(α,β)}\mathbb{P}_1, T_{(α,β)}\mathbb{P}_1\) is a tangent space at \((α, β)\) to \(\mathbb{P}_1\) the projective space of lines through the origin in \(\mathbb{C}^2\). The condition operator for the eigenvalue \((α, β)\) is defined as the differential of the map from the \((\ell + 1)\)-tuple \((A_0, \ldots, A_\ell)\) to \((α, β)\) in projective space. The condition number can be computed using the expression given below.
Theorem 1.5.1 (see Theorem 2.3 [41]). The normwise condition number $\kappa_{P_\ell(\alpha,\beta)}$ of a simple eigenvalue $(\alpha, \beta)$ with right eigenvector $x$ and left eigenvector $y$ of a degree $\ell$ matrix polynomial is given by

$$
\kappa_{P_\ell(\alpha,\beta)} = \left( \sum_{i=0}^{\ell} |\alpha|^{2i} |\beta|^{2(\ell-i)} \|A_i\|_2^2 \right)^{1/2} \|x\|_2 \|y\|_2 \left| y^*(\beta D_\alpha P_\ell - \bar{\alpha} D_\beta P_\ell)_{|\alpha,\beta} x \right|^{1/2}
$$

(1.5.4)

where $D_\alpha = \frac{\partial}{\partial \alpha}$ and $D_\beta = \frac{\partial}{\partial \beta}$.

An alternative condition number is $\kappa_{P_\ell}(\lambda)$ which is a direct generalization of Wilkinson’s condition number [75] for the standard eigenvalue problem $Ax = \lambda x$ and measures the relative change in an eigenvalue, however it is not defined for zero or infinite eigenvalues. In Chapter 3 we describe an algorithm which allows for the possibility of zero and infinite eigenvalues, hence we use $\kappa_{P_\ell(\alpha,\beta)}$.

1.5.4 Applications

Quadratic eigenvalue problems arise in many applications, for example, dynamic analysis of mechanical systems in acoustics, structural mechanics, electrical circuit simulation, gyroscopic systems, molecular dynamics and constrained least squares. Information about many more applications can be found in the review article [69]. NLEVP [12] is a collection of nonlinear eigenvalue problems, some from applications and some constructed to have specific properties. The problems are described and the matrices defining the problems are available in a MATLAB toolbox.

A quadratic eigenvalue problem often results from vibrational/dynamic analysis of structures discretized by the finite element method. The equations of motion are:

$$M \ddot{q}(t) + C \dot{q}(t) + K q(t) = f(t),$$

(1.5.5)

where $M$, $C$, and $K \in \mathbb{C}^{n \times n}$ are mass, damping and stiffness matrices arising from
a finite element discretization, the vector \( f(t) \) is a forcing term, and \( q(t), f(t) \) are \( n \)-vectors. When looking for exponential solutions, of the form \( q(t) = e^{\lambda t}x \), the first step is the solution of the homogeneous equation, which arises from setting \( f(t) = 0 \) in (1.5.5). Then, substituting \( q(t) = e^{\lambda t} \) we obtain the QEP \( (\lambda^2 M + \lambda C + K)x = 0 \) with \( Q(\lambda) = \lambda^2 M + \lambda C + K \). We now describe in more detail a number of applications that yield quadratic eigenvalue problems.

**Shaft Problem**

A finite element model of a shaft on bearing supports with a damper, modelled with the finite element package MSC/Nastran [36], yields a quadratic eigenvalue problem \( Q(\lambda) = \lambda^2 M + \lambda C + K \), with \( M, C, K \in \mathbb{R}^{400 \times 400} \). In this example the coefficients are very sparse. The mass matrix \( M \) has rank 199 and contributes a large number of infinite eigenvalues. A schematic of the shaft can be found in Figure 1.1.

**Damped Beam Problem**

A model of a beam as seen in Figure 1.2, simply supported at both ends and damped at the midpoint is considered in [42].

The transverse displacement \( u(x, t) \) is governed by the partial differential equation,

\[
\rho A \frac{\partial^2 u}{\partial t^2} + c(x) \frac{\partial u}{\partial t} + EI \frac{\partial^4 u}{\partial x^4} = 0.
\]

with associated boundary conditions: \( u(x, t) = u''(x, t) = 0, \ x = 0, L \). Solving for exponential solutions of the form \( u(x, t) = e^{\lambda t}v(x, \lambda) \) yields an eigenproblem for free vibrations of the form

\[
\lambda^2 \rho A v(x, \lambda) + \lambda c(x) v(x, \lambda) + EI \frac{\partial^4 v}{\partial x^4}(x, \lambda) = 0.
\]
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Figure 1.1: Schematic of a shaft on bearing support

Figure 1.2: Simply supported beam with damping

$L$

After discretizing the PDE to obtain a finite dimensional problem, one is left with a quadratic matrix polynomial with mass, damping and stiffness matrices, $M, C$ and $K$ with the properties $M, K > 0$ and $C \succeq 0$. Due to the inherent structure of the problem, it is known that the spectrum of the quadratic lies in the closed left hand half of the complex plane.

**Linear Spring Dashpot with Maxwell Elements**

Gotts [30] describes a quadratic eigenvalue problem arising from a finite element model of a linear spring in parallel with Maxwell elements (a Maxwell element is a spring in series with a dashpot), for a diagram see Figure 1.3. This quadratic is also included in the MATLAB toolbox NLEVP [12] under the name `spring_dashpot`. The quadratic is of the form

$$ Q(\lambda) = \lambda^2 M + \lambda C + K, \quad M, C, K \in \mathbb{R}^{10 \times 10}, $$

where the mass matrix $M$ is symmetric and rank deficient (and hence contributes infinite eigenvalues), the damping matrix $C$ is rank deficient and block diagonal, and the stiffness matrix $K$ is symmetric and exhibits “arrowhead” structure. The form of the matrix for 4 Maxwell elements is given below

$$ M = \text{diag}(\rho \tilde{M}_{11}, 0), \quad C = \text{diag}(0, \eta_1 \tilde{K}_{11}, \cdots, \eta_4 \tilde{K}_{55}), $$

$$ K = \begin{bmatrix} \alpha \rho \tilde{K}_{11} & B \\ e_1 \tilde{K}_{22} & 0 & 0 \\ B^T & 0 & \cdots & 0 \\ 0 & 0 & e_4 \tilde{K}_{55} \end{bmatrix}, $$
where

\[ B = \begin{bmatrix} -\xi_1 \tilde{K}_{12}, \ldots, -\xi_4 \tilde{K}_{15} \end{bmatrix}. \]

\( \tilde{M}_{ij} \) and \( \tilde{K}_{ij} \) are the \( ij \)th element mass and stiffness matrices, and

\[ \alpha_\rho = \sum_{k=0}^{4} \xi_k. \]

\( \eta_i, \ i = 1:5, \ \xi_j, \ j = 0:5, \ e_k, \ k = 1:4 \) and \( \rho \) (the material density) are scalar parameters.

Figure 1.3: Spring/dashpot with Maxwell elements
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Solving PEPs by Linearization

Generalized eigenvalue problems \((A - \lambda B)x = 0\) can be solved by computing the generalized Schur form. There is no extension however, of the generalized Schur form for matrix pencils to matrix polynomials of degree two or higher. The standard approach to solve PEPs both theoretically and numerically is to convert the degree \(\ell\) matrix polynomial with \(n\)-by-\(n\) matrix coefficients to a linear matrix pencil \(\lambda X + Y\) of dimension \(\ell n\)-by-\(\ell n\), a process known as linearization. The linearized problem is a generalized eigenproblem which can be solved by computing the generalized Schur form. In this chapter we explain the linearization process, solution of the linear problem, and recovery of the solution of the polynomial problem from that of the linear problem.

2.1 Linearizations of Matrix Polynomials

The first step in solving the PEP by linearization is to find an \(\ell n\)-by-\(\ell n\) linear matrix pencil \(L(\lambda)\) that is a linearization of the polynomial \(P_\ell(\lambda)\) in that it satisfies the following definition.

**Definition 2.1.1** (Linearization [27]). *The pencil \(L(\lambda) = \lambda X + Y\) is a linearization*
of the degree \( \ell \) matrix polynomial \( P_\ell(\lambda) \) if

\[
E(\lambda)L(\lambda)F(\lambda) = \begin{bmatrix} P_\ell(\lambda) & 0 \\ 0 & I_{n(\ell-1)} \end{bmatrix},
\]

where \( E(\lambda) \) and \( F(\lambda) \) are matrix polynomials with constant nonzero determinants (and are said to be unimodular, and have inverses that are defined over the field of matrix polynomials).

Research on linearizations of matrix polynomials has been very active lately including generalization of its definition [51], [50], derivation of new (structured) linearizations [1], [7], [8], [40], [55], [56] and analysis of the influence of the linearization process on the accuracy and stability of computed solutions [39], [41], [42]. Factors influencing the choice of linearization include the properties of the matrix polynomial—for example structure in the coefficients, and the properties of the linearization with regard to solving the original polynomial problem.

Recent work [56] has identified vector spaces of pencils that are potential linearizations of degree \( \ell \) matrix polynomials \( P_\ell(\lambda) = \lambda^\ell A_\ell + \cdots + \lambda A_1 + A_0 \). Defining \( \Lambda = [\lambda^{\ell-1}, \lambda^{\ell-2}, \ldots, 1]^T \) these vector spaces, which contain an infinite number of linearizations of \( P_\ell \) are

\[
\mathbb{L}_1(P_\ell) = \{ L(\lambda) : L(\lambda)(A \otimes I_n) = v \otimes P_\ell(\lambda), \quad v \in \mathbb{C}^\ell \},
\]

\[
\mathbb{L}_2(P_\ell) = \{ L(\lambda) : (A^T \otimes I_n)L(\lambda) = w^T \otimes P_\ell(\lambda), w \in \mathbb{C}^\ell \},
\]

\[
\mathbb{D}(\mathbb{L}(P_\ell)) = \mathbb{L}_1(P_\ell) \cap \mathbb{L}_2(P_\ell).
\]

In practice, the most commonly used linearizations are the companion forms. For example the first companion linearization of a quadratic \( Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0 \)
has the form
\[ C_1(\lambda) = \lambda \begin{bmatrix} A_2 & 0 \\ 0 & I_n \end{bmatrix} + \begin{bmatrix} A_1 & A_0 \\ -I_n & 0 \end{bmatrix}, \] \hspace{1cm} (2.1.4)
which is in the vector space \( \mathbb{L}_1(Q) \) with vector \( v = e_1 \). An example of a symmetry preserving linearization of a real symmetric quadratic \( Q(A_i = A_i^T, i = 0:2) \), with \( \det(A_0) \neq 0 \), is
\[ L_1(\lambda) = \lambda \begin{bmatrix} A_2 & 0 \\ 0 & -A_0 \end{bmatrix} + \begin{bmatrix} A_1 & A_0 \\ A_0 & 0 \end{bmatrix}, \] \hspace{1cm} (2.1.5)
which is in the space \( \mathbb{D}\mathbb{L}(Q) \) with vector \( v = e_1 \). Such symmetry preserving linearizations will be relevant in Chapter 4 in the area of structure preserving transformations for quadratic matrix polynomials.

\section*{2.2 Solving PEPs by Linearization in Finite Precision Arithmetic}

We begin by first considering a numerical example which illustrates the theme of this section. In finite precision arithmetic we have computed the spectrum of the damped beam quadratic [42], solving the quadratic eigenproblem by linearization (using MATLAB’s \texttt{eig} function) with three different linearizations of the original quadratic: \( L_1 \) and \( C_1 \) already mentioned (equations (2.1.4) and (2.1.5)), and for \( \det(A_2) \neq 0 \),
\[ L_2(\lambda) = \lambda \begin{bmatrix} 0 & A_2 \\ A_2 & A_1 \end{bmatrix} + \begin{bmatrix} -A_2 & 0 \\ 0 & A_0 \end{bmatrix}, \] \hspace{1cm} (2.2.1)
which is in the space \( \mathbb{D}\mathbb{L}(Q) \) with vector \( v = e_2 \). Theoretically, in exact arithmetic we know the eigenvalues of the quadratic problem are identical to those of the linearized problem, and further, the eigenvalues should be the same regardless of
which linearization is taken.

The three plots in the left hand side of Figure 2.1 show the computed spectrum of the damped beam quadratic solved using the three linearizations (2.1.4)–(2.2.1). It is shown in [42] that due to the properties of the problem, all the eigenvalues should be in the left half of the complex plane. Even visually we can see that the spectrum for the three different linearizations is different, and not all eigenvalues are in the left half of the complex plane, both in contradiction to the theory.

In the next section we discuss recent theory which explains this situation and techniques that can be used to improve the accuracy of computed eigenvalues.

The three plots in the right hand side of Figure 2.1 show the computed spectrum when these techniques have been applied to the damped beam quadratic. We see that at least visually the computed spectrum is the same for the three linearizations.

2.3 Accuracy and Conditioning of Solutions to QEPs Solved by Linearization

In this section we discuss recent developments in the theory that can help explain the accuracy of computed eigenvalues of matrix polynomials, solved by linearization in finite precision arithmetic, and techniques that can be applied to attempt to improve the situation. What follows is phrased for quadratic matrix polynomials. In Section 2.3.1 we comment on matrix polynomials of degree higher than two.

We now define notation used in the rest of this chapter. Let \( Q(\lambda) \) be the original (unscaled) matrix polynomial, and \( \tilde{Q}(\mu) \) the quadratic scaled using the Fan, Lin and Van Dooren scaling (which we will define). Let \( L \) be the linearization of the scaled quadratic \( \tilde{Q} \), where \( L(\mu)z = 0 \) such that the right eigenvector has the form \( z = [z_1^T, z_2^T]^T \) where \( z_1 \) is the first and \( z_2 \) the last \( n \) components of \( z \). We write
Figure 2.1: Computed spectrum of unscaled/scaled damped beam quadratic for linearizations $C_1$, $L_1$, and $L_2$, (as defined in (2.1.4)–(2.2.1)) using MATLAB’s `eig` to solve the linear problem.
quantities computed in finite precision as $\hat{\mu}, \hat{z}_1, \hat{z}_2$ etc.

Linear problems/generalized eigenvalue problems of the form $(A - \lambda B)x = 0$ can be solved with the QZ algorithm which gives backward stable solutions for the linear problem. However, if we linearize a quadratic matrix polynomial, solve the resulting linear problem with QZ and extract a solution for the quadratic matrix polynomial, that solution will not in general be backward stable for the quadratic problem. The theorem below shows that backward stable solutions will be returned when solving by linearization with companion type linearizations, if the coefficient matrices have unit norm.

**Theorem 2.3.1** ([67, Thm. 7]). When solving the QEP $Q(\lambda)x = 0$ with $Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0$, if $\| A_2 \|_2 = \| A_1 \|_2 = \| A_0 \|_2 = 1$ then solving the GEP using a companion type linearization, with a backward stable algorithm (e.g., the QZ algorithm) for the GEP is backward stable for the QEP.

The scaling of Fan, Lin and Van Dooren [21] attempts to achieve the above, by rescaling the eigenvalue parameter to $\lambda = \mu \delta$ and multiplying the original quadratic by a nonzero scalar $\gamma$. This yields the scaled quadratic

$$\tilde{Q}(\mu) = \delta Q(\mu) = \mu^2 \tilde{A}_2 + \mu \tilde{A}_1 + \tilde{A}_0,$$

The coefficients of the scaled quadratic have the form

$$\tilde{A}_2 = \gamma^2 \delta A_2, \quad \tilde{A}_1 = \gamma \delta A_1, \quad \tilde{A}_0 = \delta A_0$$

where $\gamma = \sqrt{\frac{\| A_0 \|_2}{\| A_2 \|_2}}$ and $\delta = \frac{2}{\| A_0 \|_2 + \gamma \| A_1 \|_2}$. This scaling has no effect on condition numbers or backward errors for eigenvalues of the quadratic, but attempts to improve the condition numbers and backward errors of eigenpairs of $Q$ recovered from solving the linear problem $L(\mu)z = 0$ and $w^*L(\mu) = 0$ using a linearization $L$. 
We now present the link between this scaling and recent theory that explains the impact of scaling on backward error and conditioning.

The scaling of $Q$ can be measured by the quantity

$$\rho = \frac{\max_i(\|A_i\|_2)}{\min(\|A_0\|_2, \|A_2\|_2)},$$

where for well scaled problems $\rho \approx 1$, and scaling $Q$ generally decreases $\rho$.

Sufficient conditions for approximate equality between backward errors for eigenpairs of the quadratic and linearization, $\eta_Q \approx \eta_L$ are given in [39, 41]. Where there is a choice of which component of the eigenvector of the linearization ($z_1$ or $z_2$) to take as an eigenvector of the quadratic (here we focus on right eigenvectors $x$, results for left eigenvectors also exist), the theory says which of the first or last $n$ components to take. We give the details for $L = C_1$ and $L_1$ (see [39, 41] for $L = L_2$). In Chapter 3 the second companion linearization $C_2(\lambda)$ is used, we present relevant information in that chapter.

Starting with companion linearizations for $\eta_P \approx \eta_C$ we require $\|A_1\| \leq \|A_2\| \approx \|A_0\|$ then if $|\lambda| \geq 1$ choose $x = z_1$, else choose $x = z_2$.

For the linearization $L_1$ the sufficient conditions depend on eigenvalue magnitude as well as the choice of eigenvector. For $|\lambda| \geq 1$ the condition is $\rho \approx 1$ in which case choose $x = z_1$ as the eigenvalue of $Q$. For $|\lambda| \leq 1$ the condition is $\rho \max(1, (\|A_1\| + \|A_0\|)\|A_2^{-1}\|) \approx 1$ and take $x = z_2$.

Upon proceeding from the quadratic to the linear problem, we can measure the growth of the eigenvalue condition number and the backward error of eigenpairs of $\tilde{Q}$ recovered from the solution of the linear problem.

We now look at what happens to the backward error $\psi(\mu)$ and condition number $\phi(z_k)$ growth factors $\eta_L(\mu) = \psi_L(z_k)\kappa_Q(\mu)$, $\kappa_L(\mu) = \phi_L(\mu)\kappa_Q(\mu)$, when we scale $Q$ using the Fan, Lin and Van Dooren scaling. We will need the quantities
\[ \tau = \frac{\|A_1\|_2}{\sqrt{\|A_0\|_2 \|A_2\|_2}}, \quad \text{and} \quad \omega(\mu) = \frac{1 + \tau}{1 + \frac{|\mu|}{1 + |\mu| \tau}}. \]

The following expressions for the growth factors for \( L = C_1, L_1, \) and \( L_2 \) are presented in [42]:

\[
\begin{align*}
\phi_{C_1} &\approx \omega(\hat{\mu}), & \psi_{C_1}(\hat{z}_k) &\approx \omega(\hat{\mu}) \frac{\|\hat{z}\|_2}{\|\hat{z}_k\|_2}, \\
\phi_{L_1} &\approx \frac{1 + |\hat{\mu}|}{|\hat{\mu}|} \omega(\hat{\mu}), & \psi_{L_1}(\hat{z}_k) &\approx \nu(k) \omega(\hat{\mu}) \frac{\|\hat{z}\|_2}{\|\hat{z}_k\|_2}, \\
\phi_{L_2} &\approx (1 + |\hat{\mu}|) \omega(\hat{\mu}), & \psi_{L_2}(\hat{z}_k) &\approx \nu(k) \omega(\hat{\mu}) \frac{\|\hat{z}\|_2}{\|\hat{z}_k\|_2},
\end{align*}
\]

where for \( L_1: \nu(1) = 1 \) and \( \nu(2) = ||\hat{A}^{-1}_0||_2 \), and for \( L_2: \nu(1) = 1 \) and \( \nu(2) = ||\hat{A}^{-1}_2||_2 \).

For the scaled problem it holds that

\[ 1 \leq \omega(\mu) \leq \min \left\{ 1 + \tau, \frac{1 + |\mu|^2}{|\mu|} \right\}, \]

thus, both backward error and condition number are essentially optimal for \( C_1 \) for all \( \lambda \), for \( L_1 \) if \( |\hat{\mu}| > 1 \) and for \( L_2 \) if \( |\hat{\mu}| < 1 \), if \( \omega(\mu) = O(1) \), the physical interpretation of this is that for mechanical systems, this is the case for systems that are not too heavily damped, that is \( \|A_1\|_2 \lesssim \sqrt{\|A_0\|_2 \|A_2\|_2} \) where \( \tau < 1 \). The class of elliptic quadratics fall into this category (of not too heavily damped problems), since \( A_2 \) is positive definite, and for all nonzero \( x \) it holds that \( (x^* A_1 x)^2 < 4(x^* A_0 x)(x^* A_2 x) \). Optimality also holds if \( |\mu| = O(1) \).

Due to the choice of eigenvector of the quadratic from the solution of the linear problem, the expressions of backward error growth factor depend on \( z_k \) (whether the first or last \( n \) components of \( \hat{z} \) are selected as an eigenvector \( x \) of the quadratic).

Applications yielding examples of quadratics for which the scaling of Fan, Lin,
and Van Dooren does not improve the inherent scaling of the problem are available. One such example is the \texttt{cd\_player} problem from NLEVP [12]. Before applying scaling we have

\[
\|A_2\|_2 = 1.0, \quad \|A_1\|_2 = 1.0e7, \quad \|A_0\|_2 = 2.3e5,
\]

and after scaling,

\[
\|\tilde{A}_2\|_2 = 9e-5, \quad \|\tilde{A}_1\|_2 = 2, \quad \|\tilde{A}_0\|_2 = 9e-5.
\]

This is an example of a quadratic that is heavily damped with

\[
\|A_1\|_2 \gg \max(\|A_2\|_2, \|A_0\|_2).
\]

As seen in equations (2.3.1)–(2.3.3), the theory explains that eigenvalues of linearizations \(L\) of heavily damped quadratics can have large condition numbers (for \(L\)) and backward errors of the original quadratic.

Another scaling strategy is tropical scaling [26], of the same type as the scaling as Fan, Lin and Van Dooren, of the form \(Q(\lambda) \leftarrow \tilde{Q}(\mu)\). The parameters \(\delta\) and \(\gamma\) are formed after computing the tropical roots of a scalar quadratic tropical polynomial, whose coefficients are the norms of the coefficients of \(Q\). This yields two roots and therefore two scalings. Analysis in [62] shows that if the roots are equal this is equivalent to the scaling of Fan, Lin and Van Dooren. When the roots are unequal, one scaling attempts to improve the accuracy of small eigenvalues and the other the accuracy of large eigenvalues.
2.3.1 Scaling Higher Degree Matrix Polynomials

For higher degree matrix polynomials (cubics and above), the eigenvalue parameter scaling of Fan, Lin and Van Dooren is extended to higher degree polynomials in [11] to a scaling of the form

$$\tilde{P}_\ell(\mu) = \gamma P_\ell(\delta\lambda). \quad (2.3.4)$$

The previously mentioned quantity $\rho$, which measures the scaling of the problem naturally extends to

$$\rho = \frac{\max_i(\|A_i\|_2)}{\min(\|A_0\|_2, \|A_\ell\|_2)}.$$

The choice of $\delta = \sqrt{\|A_0\|_2/\|A_\ell\|_2}$ can be shown [11] to minimize $\rho(\delta)$ for $P_\ell(\delta\lambda)$ in (2.3.4). If $\rho \approx 1$ then for a given eigenvalue there is a linearization in the space $\mathbb{D}_L(P_\ell)$ such that the eigenvalue condition number for the linearization is approximately the same as the condition number for the original polynomial [41]. For companion linearizations, which are not in $\mathbb{D}_L(P_\ell)$, in addition to $\rho \approx 1$ we also require [41] that $\|A_i\|_2 \approx 1$, $i = 0: \ell$ and $\gamma$ in (2.3.4) is chosen to attempt to achieve $\|A_i\|_2 \approx 1$, $i = 0: \ell$. The choice of $\gamma = a^T1/a^Ta$ where $a$ is a vector with $a_i = \|A_i\|_2$, $i = 0: \ell$ and $1$ is a vector of ones of length $\ell + 1$ minimizes $\|\gamma a - 1\|_2^2$ or we might choose $\gamma = \max_i(\|A_i\|_2)^{-1}$ provided $\|A_i\|_2 \neq 0$. If $\|A_0\|_2 = \|A_\ell\|_2$ then $\delta = 1$ and scalings of the form $\mu = \delta\lambda$ will not improve $\rho$.

2.3.2 Techniques to Improve Accuracy of Eigenvalues of Specific Magnitude

For problems that are not too heavily damped, the Fan, Lin and Van Dooren scaling yields optimal conditioning and backward error results for all eigenvalues for $C_1$, for all eigenvalues inside the unit circle for $L_1$ and for all eigenvalues outside the unit circle for $L_2$. If however, we are mainly interested in computing eigenvalues
of a specific magnitude \( \zeta > 0 \), then the technique of balancing can be attempted.

Balancing is based on the observation that for computed eigenvalues \( \hat{\lambda} \) of a single matrix \( A \) (the standard eigenvalue problem) \( \lambda \) is perturbed by at least \( u \|A\| \) with \( u \) the unit roundoff. We can attempt to increase the accuracy of the computed eigenvalue by reducing \( \|A\| \). For the standard eigenvalue problem see [65]. The technique is extended to matrix pencils in [71] and [53] (the methods differ in the cost function minimized). The method for matrix pencils in [53] is extended to matrix polynomials in [11], and involves determining diagonal scaling matrices \( D_1, D_2 \) to form a scaled matrix polynomial \( \tilde{P}_\ell(\lambda) = D_1 P_\ell(\lambda) D_2 \). The matrices \( D_1 \) and \( D_2 \) aim to achieve

\[
\sum_{k=0}^{\ell} \zeta^{2k} \|D_1 A_k D_2 e_i\|_2^2 = 1, \quad \sum_{k=0}^{\ell} \zeta^{2k} \|e_j^T D_1 A_k D_2\|_2^2 = 1, \quad i, j = 1: n, \tag{2.3.5}
\]

where \( \zeta > 0 \) is the magnitude of the desired eigenvalues. Numerical experiments are also presented, showing improvement of the accuracy of computed eigenvalues after applying the technique.

### 2.4 The QZ Algorithm

To solve the generalized eigenvalue problem that arises from the linearization process we use the QZ algorithm [61] as implemented robustly and efficiently in the LAPACK [4] routine \texttt{xGGEV}. For simplicity we will describe the process working with real arithmetic (\texttt{DGGEV}); \texttt{ZGGEV} is the version implemented working with complex arithmetic. The LAPACK routines are also used when the MATLAB \texttt{eig} function is called. In this section we focus on aspects of the algorithm that are relevant to later chapters in this thesis—full details can be found in [4, 61] or [28].

The QZ algorithm computes the generalized Schur decomposition of a matrix
pair \((A, B)\) (see Definition 1.3.3) to obtain the eigenvalues of the pencil \(A - \lambda B\); additional steps can then be carried out to obtain eigenvectors. The implementation of the QZ process in \texttt{DGGEV} computes the eigenvalues \(\lambda\) of a given matrix pencil \(A - \lambda B\) with \(A, B \in \mathbb{R}^{n \times n}\) and optionally the associated right and left eigenvectors \(x, y \in \mathbb{C}^n\).

**Algorithm 2.4.1** (QZ Algorithm, [61, 28]). *Given the matrix pencil \(A - \lambda B\) with \(A, B \in \mathbb{R}^{n \times n}\), the QZ algorithm computes orthogonal \(Q\) and \(Z\) such that \(Q^T A Z = T\) is quasi upper triangular and \(Q^T B Z = S\) is upper triangular. The stages can be summarized as:

**Step 1.** Attempt to permute the pencil \(A - \lambda B\) to block upper triangular form, as in Equation (2.4.1)

**Step 2.** Transform \(B\) to upper triangular form

**Step 3.** Reduce to Hessenberg triangular form

**Step 4.** Apply QZ iterations to the Hessenberg triangular form (accumulate the orthogonal transformations if eigenvectors are desired).

**Step 5.** (Optional) Compute eigenvectors of the permuted pencil, taking into account the matrices that put the pencil into generalized real Schur form, then transform again to recover eigenvectors of the original unpermuted pencil.

We briefly expand on the first two stages which will be relevant to Chapter 3.

Step 2.4.1 is implemented with \texttt{DGGBAL} which attempts to permute the pencil \(A - \lambda B\) to the block upper triangular form below:

\[
W_1 (A - \lambda B) W_2 = \begin{bmatrix}
A_{11} & A_{12} & A_{13} \\
0 & A_{22} & A_{23} \\
0 & 0 & A_{33}
\end{bmatrix} - \lambda \begin{bmatrix}
B_{11} & B_{12} & B_{14} \\
0 & B_{22} & B_{23} \\
0 & 0 & B_{33}
\end{bmatrix},
\]  

Equation (2.4.1)
CHAPTER 2. SOLVING PEPs BY LINEARIZATION

where \( W_1 \) and \( W_2 \) are permutation matrices, \( A_{11}, B_{11}, A_{33}, B_{33} \) are upper triangular, and \( A_{22}, B_{22} \) are full. If this form can be achieved then the problem decouples and the remaining spectrum can be computed from the smaller pencil \( A_{22} - \lambda B_{22} \).

Step 2 starts with the matrix \( B \) and transforms it to upper triangular form by computing its QR factorization, \( B = QR \), then setting \( A \leftarrow Q^T A \) and \( B \leftarrow R \), this is done using the routine \texttt{DGEQRF}. A general purpose algorithm for solving quadratic eigenvalue problems presented in Chapter 3 achieves this step using one of the factorizations computed for checking the rank of the leading and trailing coefficients.

2.5 Eigenvectors of Matrix Polynomials from Linearizations

In this section we briefly comment on the recovery of eigenvectors of the polynomial from eigenvectors of the linearization when working in finite precision. We consider the two linearizations \( C_1 \) and \( C_2 \) shown in Table 2.1, where we use the notation that if \( x \) is an exact quantity then \( \hat{x} \) is its computed value in finite precision.

Table 2.1: Theoretical and computed eigenpairs of first (\( C_1 \)) and second (\( C_2 \)) companion linearizations of quadratic \( Q \) with \( \det(A_0) \neq 0 \). (Finite nonzero eigenvalues \( \lambda \).)

<table>
<thead>
<tr>
<th>Linearization</th>
<th>Theoretical</th>
<th>Finite Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda [A_2 0 0] + [A_1 A_0 0] )</td>
<td>( z_1 = [\lambda x \ x] )</td>
<td>( \hat{z}_1 = [\lambda \hat{x}_1 \hat{x}_2] )</td>
</tr>
<tr>
<td>( \lambda [A_2 0 I_n] + [A_1 -I_n A_0 0] )</td>
<td>( z_2 = [\lambda x -A_0 x] )</td>
<td>( \hat{z}_2 = [\lambda \hat{x}_3 -A_0 \hat{x}_4] )</td>
</tr>
</tbody>
</table>

In finite precision we have the situation in the last column of Table 2.1 where
the eigenvectors $x$ of the quadratic $Q$ that appear in the eigenvectors $z_1$ and $z_2$ of the linearization are not generally equal. In theory, all the eigenvectors $x$ of the quadratic that appear in the eigenvectors $z_1$ and $z_2$ are identical and eigenpairs $(\lambda, x)$ satisfy $Q(\lambda)x = 0$. However, in finite precision, we have computed eigenpairs $(\hat{\lambda}, \hat{x}_i)$ that satisfy $Q(\hat{\lambda})\hat{x}_i = \epsilon_i \approx 0$ for $i = 1: 4$.

It can be seen that for the linearization $C_1$ we could return either $\hat{x}_1$ or $\hat{x}_2$, and for $C_2$ we either return $\hat{x}_3$ or (when $\det(A_0) \neq 0$) solve the linear system $-A_0\hat{x}_4 = \hat{z}_2(n + 1: 2n)$ for $\hat{x}_4$. The key point is that there is a choice to be made as to how the eigenvector is returned. In practice we would like to return the most accurate solution possible. One option implemented by the MATLAB function `polyeig` is to return whichever of the possible eigenvectors yields the smallest backward error for the polynomial problem.

For a general purpose algorithm, we have the potential for zero, infinite, or finite eigenvalues. In this case, working with the homogeneous representation of an eigenvalue as $\lambda = \alpha/\beta$, the forms of the left and right eigenvectors split into different cases depending on $\alpha$ and $\beta$, rather than a single form for the eigenvector. For example, given the quadratic $Q(\alpha, \beta) = \alpha^2 A_2 + \alpha \beta A_1 + \beta^2 A_0$ with eigenvalue $\lambda = \alpha/\beta$ and left and right eigenvectors $x$ and $y$, the second companion form $C_2(\alpha, \beta)$ of $Q$ in homogenous form is $C_2(\alpha, \beta) = \alpha \begin{bmatrix} A_2 & 0 \\ 0 & I_n \end{bmatrix} \beta \begin{bmatrix} A_1 & -I_n \\ A_0 & 0 \end{bmatrix}$. The left and right eigenvectors ($w$ and $z$) of $C_2(\alpha, \beta)$ have the form

\[
\begin{align*}
\lambda &= \alpha/\beta, \ (\alpha, \beta \neq 0), \quad w = \begin{bmatrix} \alpha y \\ \beta y \end{bmatrix}, \quad z = \begin{bmatrix} \alpha x \\ -\beta A_0 x \end{bmatrix}, \\
\lambda &= 0, \ (\alpha = 0, \ \beta \neq 0), \quad w = \begin{bmatrix} 0 \\ y \end{bmatrix}, \quad z = \begin{bmatrix} x \\ A_1 x \end{bmatrix}, \\
\lambda &= \infty, \ (\alpha \neq 0, \ \beta = 0), \quad w = \begin{bmatrix} y \\ 0 \end{bmatrix}, \quad z = \begin{bmatrix} x \\ 0 \end{bmatrix}.
\end{align*}
\]
Chapter 3

A General Purpose Algorithm for Solving Quadratic Eigenvalue Problems

3.1 Introduction

Quadratic eigenvalue problems (QEPs) arise in a wide variety of science and engineering applications, such as the dynamic analysis of mechanical systems, where the eigenvalues represent vibrational frequencies. For many practical examples of QEPs, see the NLEVP collection [12] and the survey article [69].

The QEP is to find scalars $\lambda$ and nonzero vectors $x, y$ satisfying

$$Q(\lambda)x = 0, \quad y^*Q(\lambda) = 0,$$  \hspace{1cm} (3.1.1)

where

$$Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0,$$  \hspace{1cm} (3.1.2)

the $A_j, \ j = 0:2$ are $n \times n$ matrices and $x, y$ are the right and left eigenvectors,
QEPs are an important class of nonlinear eigenproblems that are less routinely solved than the standard eigenvalue problem $(\mathcal{A} - \lambda I)x = 0$ or generalized eigenvalue problem $(\mathcal{A} - \lambda \mathcal{B})x = 0$. Quadratic, and more generally, polynomial eigenvalue problems are usually converted to a degree one problem of larger dimension—the process of linearization. For example the pencil

$$\mathcal{A} - \lambda \mathcal{B} = \begin{bmatrix} A_0 & 0 \\ 0 & I \end{bmatrix} - \lambda \begin{bmatrix} -A_1 & -A_2 \\ I & 0 \end{bmatrix}$$

(3.1.3)

has the same eigenvalues as (4.1.1) with right eigenvectors of the form $z = \begin{bmatrix} x \\ \lambda x \end{bmatrix}$ for finite eigenvalues. This is the pencil used by the MATLAB function `polyeig` for quadratics of the form (3.1.2). This conversion to linear form allows standard numerical methods (e.g., the QZ algorithm [61] or Krylov subspace methods for large sparse problems) to be applied. In doing so however, it is important to understand the influence of the linearization process on the accuracy and stability of the computed solution. Indeed Tisseur showed that solving the QEP by applying a backward stable algorithm (e.g. the QZ algorithm) to a linearization can be backward unstable [67]. Also, unless the block structure of the linearization is respected (and it is not by standard techniques), the conditioning of the solutions of the larger linear problem can be worse than those for the original quadratic (4.1.1), since the class of admissible perturbations is larger. For example, eigenvalues that are well conditioned for problem (4.1.1) may then be ill conditioned for linearizations [41], [42]. For these reasons, the numerical solution of QEPs requires special attention.

In a number of applications, such as structural mechanics [22], constrained multibody systems [16], 3D computer vision problems [48], vibration of railtracks [54], either, or both, of the leading $A_2$ or trailing $A_0$ coefficients are singular.
When both $A_0$ and $A_2$ are singular, the quadratic $Q(\lambda)$ may be nonregular (i.e., $\det(Q(\lambda)) \equiv 0$). In this case the QZ algorithm when applied to a linearization of $Q$ may deliver meaningless results. Regular quadratics (i.e., $\det(Q(\lambda)) \neq 0$) with singular $A_0$ and/or $A_2$ have zero and/or infinite eigenvalues. Theoretically, the QZ algorithm handles infinite eigenvalues well [72]. However, experiments of Kågström and Kressner [45] show that if infinite eigenvalues are not extracted before starting the QZ steps, they may never be detected due to the effect of rounding errors in floating point arithmetic.

In one quadratic eigenvalue problem occurring in the vibration analysis of rail tracks under excitation arising from high speed trains [44], [54, p.18], the deflation of zero and infinite eigenvalues had a significant impact on the quality of the remaining computed finite eigenvalues.

In this work we present a general purpose eigensolver for dense QEPs, which incorporates recent contributions on the numerical solution of polynomial eigenvalue problems, namely a scaling of the eigenvalue parameter prior to the computation, [11], [21] and a choice of linearization with favourable conditioning and backward stability properties [39], [41], [42]. Our algorithm includes a preprocessing step that reveals the zero and infinite eigenvalues contributed by singular leading and trailing matrix coefficients and deflates them. The preprocessing step may also detect nonregularity (although this is not guaranteed). Our algorithm takes advantage of the block structure of the chosen linearization. We have implemented it as a MATLAB [59] function called quadeig, which makes use of functions from the NAG Toolbox for MATLAB [63]. Our eigensolver can in principle be extended to matrix polynomials of degree higher than two. The preprocessing step can easily be extended using the same type of linearization, merely of a higher degree matrix polynomial. For scaling of the eigenvalue parameter prior to the computation we can use the method described in Section 2.3.1 on page 47 [11], which extends the
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Fan, Lin and Van Dooren scaling for matrix polynomials of degree two.

In this chapter we write $Q$ to represent (in addition to matrices $A, B$) the quadratic matrix polynomial $Q(\lambda)$ (that was previously written as $Q(\lambda)$), so we can use $Q$ to represent a matrix transformation, for example from a QR factorization. We also write a matrix pencil as $A - \lambda B$ rather than $\lambda A + B$.

3.2 Choice of Linearization

The definition of a linearization, $L(\lambda) = A - \lambda B$ is a of a quadratic $Q(\lambda)$ was given earlier in Definition .

For a given quadratic $Q$, there are an infinite number of linearizations (the pencil (3.1.3) is just one example). These linearizations can have widely varying eigenvalue condition numbers [41], and approximate eigenpairs of $Q(\lambda)$ computed via linearization can have widely varying backward errors [39]. In the following subsection we define the terms backward error and condition number more precisely focusing on the particular linearization that our algorithm will employ.

3.2.1 Backward Error and Condition Number

Definitions of backward error and condition number for quadratics and linearizations are contained in Section 1.5.3, we recall only the special case for quadratics.

Explicit expressions for backward errors for $Q$ and $L$ are given by [39]:

$$
\eta_Q(x, \alpha, \beta) = \frac{\|Q(\alpha, \beta)x\|_2}{\left(\sum_{i=0}^{2} |\alpha|^i |\beta|^{2-i} \|A_i\|_2\right) \|x\|_2},
\eta_L(z, \alpha, \beta) = \frac{\|L(\alpha, \beta)z\|_2}{(|\beta| \|A\|_2 + |\alpha| \|B\|_2) \|z\|_2},
$$

(3.2.1)

The definitions and explicit expressions for the backward error $\eta_Q(y^*, \alpha, \beta)$ and $\eta_L(w^*, \alpha, \beta)$ of a left approximate eigenpair $(y^*, \alpha, \beta)$ and $(w^*, \alpha, \beta)$ of $Q$ and $L$ are analogous to those for right eigenpairs.
The eigenvalue condition number $\kappa_L(\alpha, \beta)$ for the pencil $L(\alpha, \beta) = \beta A - \alpha B$ is obtained by a trivial extension of a result of Dedieu and Tisseur [20, Thm. 4.2] that treats the unweighted Frobenius norm, this yields the explicit formula

$$\kappa_L(\alpha, \beta) = \sqrt{|\beta|\|A\|^2_2 + |\alpha|\|B\|^2_2} \frac{\|w\|^2_2\|z\|^2_2}{|w^* (\bar{\beta} \mathcal{D}_\alpha L - \bar{\alpha} \mathcal{D}_\beta L)|_{(\alpha, \beta)} z|}.$$  \hspace{1cm} (3.2.2)

where $\mathcal{D}_\alpha \equiv \frac{\partial}{\partial \alpha}$ and $\mathcal{D}_\beta \equiv \frac{\partial}{\partial \beta}$, where $z, w$ are right and left eigenvectors of $L$ associated with $(\alpha, \beta)$. Note that the denominators of the expressions (3.2.2) is nonzero for simple eigenvalues. Also, these expressions are independent of the choice of representative of $(\alpha, \beta)$ and of the scaling of the eigenvectors. Let $(\alpha, \beta)$ and $(\tilde{\alpha}, \tilde{\beta})$ be the original and perturbed simple eigenvalues, normalized such that $\|(\alpha, \beta)\|_2 = 1$ and $(\alpha, \beta)(\tilde{\alpha}, \tilde{\beta})^* = 1$. Then the angle between the original and perturbed eigenvalues satisfies

$$|\theta((\alpha, \beta), (\tilde{\alpha}, \tilde{\beta}))| \leq \kappa_Q(\alpha, \beta)\|\Delta A\| + o(\|\Delta A\|).$$  \hspace{1cm} (3.2.3)

Note that $\|\Delta A\| \approx \eta_Q(\tilde{\alpha}, \tilde{\beta}) := \min_{x \neq 0} \eta_Q(x, \tilde{\alpha}, \tilde{\beta}) = \min_{y \neq 0} \eta_Q(y^*, \tilde{\alpha}, \tilde{\beta})$. Hence the product of the condition number (1.5.4) with the backward error (3.2.1) provides an approximate upper bound on the angle between the original and computed eigenvalues. The condition numbers and backward errors are optionally returned by our algorithm.

We want to use a linearization $L$ that is as well conditioned as the original quadratic $Q$ and for it to lead, after recovering approximate left and right eigenvectors of $Q$ from those of $L$, say $w$ and $z$, to a backward error of the same order of magnitude as that for $L$, that is, we would like

$$\kappa_Q(\alpha, \beta) \approx \kappa_L(\alpha, \beta), \quad \eta_Q(x, \alpha, \beta) \approx \eta_L(z, \alpha, \beta), \quad \eta_Q(y^*, \alpha, \beta) \approx \eta_L(w^*, \alpha, \beta)$$
for all eigenvalues $(\alpha, \beta)$.

### 3.2.2 Companion Linearizations

Companion linearizations are the most commonly used linearizations in practice. Several forms exist. The first and second companion linearization of $Q$ (defined earlier in Table 2.1) are given by

$$
C_1(\lambda) = \begin{bmatrix} A_1 & A_0 \\ -I_n & 0 \end{bmatrix} - \lambda \begin{bmatrix} -A_2 & 0 \\ 0 & -I_n \end{bmatrix}, \quad C_2(\lambda) = \begin{bmatrix} A_1 & -I_n \\ A_0 & 0 \end{bmatrix} - \lambda \begin{bmatrix} -A_2 & 0 \\ 0 & -I_n \end{bmatrix}.
$$

(3.2.4)

Note that $C_2(\lambda)$ is the block transpose of $C_1(\lambda)$. Other companion forms can be obtained, for example, by taking the reversal of the first or second companion form of $\text{rev}(Q)$,

$$
C_3(\lambda) = \begin{bmatrix} A_0 & 0 \\ 0 & I_n \end{bmatrix} - \lambda \begin{bmatrix} -A_1 & -A_2 \\ I & 0 \end{bmatrix}, \quad C_4(\lambda) = \begin{bmatrix} A_0 & 0 \\ 0 & I \end{bmatrix} - \lambda \begin{bmatrix} -A_1 & I_n \\ -A_2 & 0 \end{bmatrix},
$$

or simply by swapping the block rows or block columns of these linearizations.

Companion linearizations have a number of desirable properties:

(a) They are always linearizations even if $Q(\lambda)$ is nonregular. Moreover they are strong linearizations [51]: they preserve the partial multiplicities of infinite eigenvalues.

(b) The left and right eigenvectors of $Q(\lambda)$ are easily recovered from those of the companion form ([31], [39] and (3.2.5) for $C_2$).

(c) If the quadratic is well scaled (i.e., $\|A_i\|_2 \approx 1$, $i = 0: 2$), companion linearizations have good conditioning and backward stability properties (see below).
Amongst companion linearizations $C_i(\lambda) = A_i - \lambda B_i$ we are looking for one for which

(d) the $A_i$ matrix is in block upper triangular form, thereby reducing the computational cost of the Hessenberg-triangular reduction step of the QZ algorithm,

(e) the linearization can easily be transformed to a block upper triangular form revealing zero and infinite eigenvalues, if any.

The first and second companion linearizations in (3.2.4) satisfy desideratum (d) and we will show in Section 3.3 that in the presence of singular leading and trailing matrix coefficients, desideratum (e) can easily be achieved for the second companion linearization. Hence our eigensolver will use $C_2(\lambda)$.

Concerning property (b), the second companion form $C_2(\lambda)$ in (3.2.4) has right eigenvectors $z$ and left eigenvectors $w$ of the form

$$z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{cases} \begin{bmatrix} \alpha x \\ -\beta A_0 x \end{bmatrix} & \text{if } \alpha \neq 0, \\ \begin{bmatrix} \beta x \\ \beta A_1 x \end{bmatrix} & \text{if } \alpha = 0, \end{cases}$$

$$w = \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} \alpha y \\ \beta y \end{bmatrix},$$

(3.2.5)

where $x$, $y$ are right and left eigenvectors of $Q(\lambda)$ with eigenvalue $\lambda = \alpha/\beta$. The formulae in (3.2.5) show that $x$ can be recovered from the first $n$ entries of $z$ or by solving $A_0 x = z_2$, whereas $y$ can be recovered from either the $n$ first entries or the last $n$ entries of $w$.

The experiments in [39] and [41] show that for the first companion linearization in (3.2.4),

$$\kappa_Q(\alpha, \beta) \ll \kappa_{C_1}(\alpha, \beta), \quad \eta_Q(x, \alpha, \beta) \gg \eta_{C_1}(z, \alpha, \beta), \quad \eta_Q(y^*, \alpha, \beta) \gg \eta_{C_1}(w^*, \alpha, \beta)$$

(3.2.6)
can happen when the coefficient matrices \( A_i, i = 0: 2 \) vary largely in norm, (3.2.6) also holds for the second companion linearization \( C_2 \). The scaling of Fan, Lin, and Van Dooren [21] tries to bring the 2-norms of \( A_0, A_1, \) and \( A_2 \) close to 1, in order to overcome this problem. It converts \( Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0 \) to \( \tilde{Q}(\mu) = \mu^2 \tilde{A}_2 + \mu \tilde{A}_1 + \tilde{A}_0 \), where

\[
\lambda = \gamma \mu, \quad Q(\lambda)\delta = \mu^2 (\gamma^2 \delta A_2) + \mu (\gamma \delta A_1) + \delta A_0 \equiv \tilde{Q}(\mu),
\]

\[
\gamma = \sqrt{A_0/A_2}, \quad \delta = 2/(A_0 + A_1 \gamma).
\]

Note that \( \eta_{Q}(x, \alpha, \beta) = \eta_{\tilde{Q}}(x, \tilde{\alpha}, \tilde{\beta}) \), where \( \mu = \tilde{\alpha}/\tilde{\beta} \), so this scaling has no effect on the backward error for the quadratic, however \( \kappa_{Q}(\alpha, \beta) \) is scale-dependent.

Let \((z, w, \alpha, \beta)\) be an approximate eigentriple of the second companion linearization \( C_2 \) in (3.2.4) of the scaled quadratic \( \tilde{Q} \) with \(|\alpha|^2 + |\beta|^2 = 1 \). Define

\[
\omega = \omega(\alpha, \beta) := \frac{1 + \tau}{1 + |\alpha\beta|\tau}, \quad \tau = \frac{\|A_1\|_2}{\sqrt{\|A_2\|_2 \|A_0\|_2}}.
\]

Using the framework developed in [31], [39] we can show that

\[
\frac{1}{\sqrt{2}} \leq \frac{\eta_{\tilde{Q}}(w_i^*, \alpha, \beta)}{\eta_{C_2}(w^*, \alpha, \beta)} \leq 2^{7/2} \omega \frac{\|w_i\|_2}{\|w_i\|_2}, \quad i = 1, 2,
\]

\[
\frac{1}{\sqrt{2}} \leq \frac{\eta_{\tilde{Q}}(z_1, \alpha, \beta)}{\eta_{C_2}(z, \alpha, \beta)} \leq 2^{3/2} \omega \frac{\|z_1\|_2}{\|z_1\|_2},
\]

\[
\frac{1}{2\sqrt{2}} \leq \frac{\kappa_{C_2}(\alpha, \beta)}{\kappa_{\tilde{Q}}(\alpha, \beta)} \leq 4\sqrt{3} \omega,
\]

where \( w_i = w(1: n), w_2 = w(n + 1: 2n) \) and \( z_1 = z(1: n) \). In interpreting these bounds recall that, for an exact left eigenvector of \( C_2(\lambda) \),

\[
\frac{\|w\|_2}{\|w_1\|_2} \approx 1 \quad \text{for } |\alpha| \geq |\beta|, \quad \frac{\|w\|_2}{\|w_2\|_2} \approx 1 \quad \text{for } |\alpha| \leq |\beta|
\]
and that for an exact right eigenvector \( z \) of \( C_2(\lambda) \), \( \| z \|_2 / \| z_1 \|_2 \approx 1 \).

Hence (3.2.10)–(3.2.11) show that if \( \omega = O(1) \) then \( \eta_{\tilde{Q}} \approx \eta_{C_2} \) for both left and right eigenpairs. It is shown in [39] that

\[
1 \leq \frac{1 + \tau}{1 + \frac{1}{2} \tau} \leq \omega \leq \min \left\{ 1 + \tau, \frac{1}{|\alpha\beta|} \right\} \leq 1 + \tau. \quad (3.2.14)
\]

Hence, \( \omega = O(1) \) if \( \tau \ll 1 \), or equivalently, \( \| A_1 \|_2 \lesssim (\| A_2 \|_2 \| A_0 \|_2)^{1/2} \), which in the terminology of damped mechanical systems means that the problem is not too heavily damped. When \( \tau \gg 1 \) the penultimate inequality in (3.2.14) will still be of order 1 if \( |\alpha||\beta| = |\alpha|\sqrt{1 - |\alpha|^2} = O(1) \), which is the case unless \( |\lambda| = |\alpha|/|\beta| = |\alpha|/\sqrt{1 - |\alpha|^2} \) is small or large.

This analysis and the numerical experiments in Section 3.6 suggest applying the scaling of Fan, Lin, and Van Dooren to the original quadratic \( Q(\lambda) \) prior to building the second companion linearization \( C_2(\lambda) \). For quadratics that are not too heavily damped, the bounds in (3.2.10)–(3.2.11) guarantee that if the eigenpairs of \( C_2(\lambda) \) are computed with a small backward error (this is the case if we use the QZ algorithm) then we can recover eigenpairs for \( Q(\lambda) \) with a small backward error.

**Algorithm 3.2.1** (Fan, Lin and Van Dooren scaling [21]). Given \( n \times n \) matrices \( A_2, A_1, A_0 \), this algorithm overwrites \( A_2, A_1, A_0 \) with scaled matrices, attempting to achieve \( \| A_2 \|_F \approx \| A_1 \|_F \approx \| A_0 \|_F \approx 1 \) and returns a scalar \( \gamma \) such that if \( \lambda, \mu \) are eigenvalues of the unscaled and scaled quadratic then \( \lambda = \mu \gamma \). No scaling is performed when \( \| A_0 \|_F = 0 \) or \( \| A_2 \|_F = 0 \).

\[
\gamma = 1, \quad g_2 = \| A_2 \|_F, \quad g_0 = \| A_0 \|_F
\]

if \( g_0 \neq 0 \) and \( g_2 \neq 0 \)

\[
g_1 = \| A_1 \|_F \quad \gamma = \sqrt{g_0/g_2} \quad \delta = 2/(g_0 + g_1 \gamma)
\]
\[ A_2 = \gamma^2 \delta A_2, \; A_1 = \gamma \delta A_1, \; A_0 = \delta A_0 \]

end

3.3 Deflation of 0 and \( \infty \) Eigenvalues

The eigenvalues of a regular \( n \times n \) quadratic \( Q(\lambda) \) are the zeros of the characteristic polynomial \( \det(Q(\lambda)) = \det(A_2)\lambda^{2n} + \text{lower order terms} \), so when \( A_2 \) is nonsingular, \( Q(\lambda) \) has \( 2n \) finite eigenvalues. When \( A_2 \) is singular \( Q(\lambda) \) has \( d \) finite eigenvalues to which we add \( 2n - d \) infinite eigenvalues, where \( d \) is the degree of \( \det(Q(\lambda)) \).

Recall that \( \lambda \) is an eigenvalue of \( Q \) if and only if \( 1/\lambda \) is an eigenvalue of the reversal of \( Q \),

\[ \text{rev}(Q(\lambda)) := \lambda^2 A_0 + \lambda A_1 + A_2 \]

where 0 and \( \infty \) are regarded as reciprocals. If \( r_0 = \text{rank}(A_0) < n \) then \( Q \) has at least \( n - r_0 \) zero eigenvalues and if \( r_2 = \text{rank}(A_2) < n \), \( Q \) has at least \( n - r_2 \) infinite eigenvalues.

As an example, the quadratic

\[ Q(\lambda) = \lambda^2 \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} + \lambda A_1 + \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \]

with \( A_1 \) such that \( \det(Q(\lambda)) \neq 0 \) has at least one infinite eigenvalue and at least one zero eigenvalue. If \( A_1 = \begin{bmatrix} 0 & 1 \\ 0 & 1 \end{bmatrix} \) then the remaining eigenvalues are \( \infty \) and \(-1\).

Let us denote by \( N_r(A) = \{ x \in \mathbb{C}^n : Ax = 0 \} \) and \( N_l(A) = \{ y \in \mathbb{C}^n : y^*A = 0 \} \) the right and left nullspace, respectively of \( A \in \mathbb{C}^{n \times n} \). Note that the right and left eigenvectors of \( Q \) associated with the 0 and \( \infty \) eigenvalues generate the right and
left nullspace of $A_0$ and $A_2$, respectively.

Our algorithm checks the rank of $A_0$ and $A_2$; when one or both of them are singular, it deflates the corresponding zero and infinite eigenvalues. In the next section we describe and justify how our algorithm checks the rank of the leading and trailing coefficients using a matrix factorization, and how a basis for the nullspace can be obtained from the factorization.

### 3.3.1 Rank and Nullspace Determination

A QR factorization with column pivoting (see Definition 1.3.5) can be used to determine the numerical rank of an $n \times n$ matrix $A$.

For sufficiently small $\|E\|_2$, it is shown in [37, Thm. 5.2] that $A + E$ has the QR factorization with column pivoting

$$
\tilde{Q}^*(A + E)P = \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix},
$$

(3.3.1)

with

$$
\frac{\|R_{22}\|_2}{\|A\|_2} \leq \frac{\|E\|_2}{\|A\|_2} (1 + \|R_{11}^{-1}R_{12}\|_2) + O\left(\frac{\|E\|_2}{\|A\|_2}\right)^2.
$$

(3.3.2)

The quantity $\|R_{11}^{-1}R_{12}\|_2$ can be arbitrarily large and (3.3.2) shows that even if $\|E\|_2$ is small, $\|\tilde{R}_{22}\|_2$ can be much larger than the distance $\sigma_{k+1}(A + E) \leq \|E\|_2$ from $A + E$ to the rank $k$ matrices. Empirical observations show however, that $\|R_{11}^{-1}R_{12}\|_2$ is usually small. Hence if $A + E$ is close to a rank $k$ matrix then $\tilde{R}_{22}$ will be small. Our algorithm sets $\tilde{R}_{22}$ to zero if $\|\tilde{R}_{22}\|_2 \leq nu\|A\|_2$, where $u$ is the unit roundoff. This test can yield a numerical rank that is an overestimate of the rank but this does not affect the stability of our algorithm. Indeed we only deflate zero and infinite eigenvalues using QR factorizations with column pivoting.
Overestimating the rank results in deflating fewer eigenvalues than we could have done, had the rank been computed correctly. The QZ algorithm then has to solve a generalized eigenproblem of larger dimension.

The last \( n - k \) columns of \( Q \) in (1.3.5) span the left null space of \( A \). A basis for the right nullspace of \( A \) is obtained by postmultiplying (1.3.5) by a sequence of Householder transformations \( H_1, \ldots, H_k \) that reduce \( R_{12} \) to zero. This leads to a complete orthogonal decomposition of \( A \),

\[
Q^* AZ = \begin{bmatrix}
    T_{11} & 0 \\
    0 & 0
\end{bmatrix},
\]

where \( Z = PH_1 \cdots H_r \) and \( Q \) and \( P \) are as in (1.3.5) (see [28, p. 250]). Then the last \( n - k \) columns of \( PH \) span the right nullspace of \( A \).

The LAPACK routine \texttt{xGEQP3} computes (1.3.5). In floating point arithmetic, however, \texttt{xGEQP3} computes

\[
fl(Q^* AP) = \begin{bmatrix}
    \hat{R}_{11} & \hat{R}_{12} \\
    0 & \hat{R}_{22}
\end{bmatrix},
\]

because of rounding errors. We set \( \hat{R}_{22} \) to zero if \( \|\hat{R}_{22}\|_2 \leq nu\|A\|_2 \), where \( u \) is the unit roundoff and call \( r \) in (3.3.4) the numerical rank of \( A \). Once (3.3.4) is computed and \( \hat{R}_{22} \) set to zero, the LAPACK routine \texttt{xTZRZF} can be used to eliminate the \( R_{12} \) block to yield a complete orthogonal decomposition.
3.3.2 Block Triangularization of $C_2(\lambda)$

Throughout this section we assume that $r_0 := \text{rank}(A_0) \geq r_2 =: \text{rank}(A_2)$ (if $r_0 < r_2$ we work with $\text{rev}(Q(\lambda))$ instead of $Q(\lambda)$ and swap the factorizations (3.3.5)).

Let

$$Q_i^* A_i P_i = \begin{bmatrix} R_{11}^{(i)} & R_{12}^{(i)} \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} R_{ii}^{(i)} \\ 0 \end{bmatrix}, \quad i = 0, 2,$$

be QR factorizations with column pivoting of $A_0$ and $A_2$. With the help of these factorizations and another complete orthogonal decomposition when both $A_0$ and $A_2$ are singular (i.e., $r_0, r_2 < n$), we show how to transform the second companion form $C_2(\lambda) = [A_1 - \lambda I_0 - A_2 0 I_0]$ in (3.2.4) into block upper triangular form

$$QC_2(\lambda)V = \begin{bmatrix} A_{11} & A_{12} & A_{13} \\ 0 & A_{22} & A_{23} \\ 0 & 0 & 0_{n-r_0} \end{bmatrix} - \lambda \begin{bmatrix} B_{11} & B_{12} & B_{13} \\ 0 & 0_{n-r_2} & B_{23} \\ 0 & 0 & I_{n-r_0} \end{bmatrix},$$

where the $2n \times 2n$ matrices are partitioned conformably. When $A_{22}$ is singular then $\det(Q(\lambda)) = \det(C_2(\lambda)) \equiv 0$ and hence $Q(\lambda)$ is nonregular. When $A_{22}$ is nonsingular, (3.3.6) reveals $n - r_0$ zero eigenvalues and $n - r_2$ infinite eigenvalues.

The remaining eigenvalues are those of the $(r_1 + r_2) \times (r_1 + r_2)$ pencil $A_{11} - \lambda B_{11}$.

We consider three cases.

(i) $r_0 = r_2 = n$. In this case there are no zero or infinite eigenvalues. We make use of the factorization of $A_2$ in (3.3.5), however, to reduce the leading coefficient $[A_2 0]$ of the linearization to upper triangular form, a necessary
step in the QZ algorithm. This is achieved with

\[ Q = \begin{bmatrix} Q_2^* & 0 \\ 0 & I_n \end{bmatrix}, \quad V = \begin{bmatrix} P_2 & 0 \\ 0 & I_n \end{bmatrix} \]

so that

\[ QC_2(\lambda)V = \begin{bmatrix} Q_2^*A_1P_2 & -Q_2^*A_0P_2 \\ A_0P_2 & 0 \end{bmatrix} - \lambda \begin{bmatrix} R_2 & 0 \\ 0 & I \end{bmatrix} = A_{11} - \lambda B_{11}. \]

(ii) \( r_0 < r_2 = n \). In this case there are at least \( n - r_0 \) zero eigenvalues, which we deflate with

\[ Q = \begin{bmatrix} Q_2^* & 0 \\ 0 & Q_0^* \end{bmatrix}, \quad V = \begin{bmatrix} P_2 & 0 \\ 0 & Q_0 \end{bmatrix} \]

so that

\[ QC_2(\lambda)V = \begin{bmatrix} X_{11} & X_{12} & X_{13} \\ X_{21} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} - \lambda \begin{bmatrix} R^{(2)} & 0 & 0 \\ 0 & I_{r_0} & 0 \\ 0 & 0 & I_{n-r_0} \end{bmatrix} \tag{3.3.7} \]

where \( X_{11} = Q_2^*A_1P_2, [X_{12}, X_{13}] = -Q_2^*Q_0 \) and \( X_{21} = R^{(0)}P_0^*P_2 \). The pencil \( (3.3.7) \) is in the form \( (3.3.6) \) with \( A_{11} = \begin{bmatrix} X_{11} & X_{12} \\ X_{21} & 0 \end{bmatrix} \) and \( B_{11} = \begin{bmatrix} -R^{(2)} & 0 \\ 0 & -I_{r_0} \end{bmatrix} \) of dimension \((n + r_0) \times (n + r_0)\). As in case (i), \( B_{11} \) is upper triangular.

(iii) \( r_0 \leq r_2 < n \). There are at least \( n - r_0 \) zero eigenvalues and at least \( n - r_2 \) infinite eigenvalues that we deflate as follows. With

\[ \tilde{Q} = \begin{bmatrix} Q_2^* & 0 \\ 0 & Q_0^* \end{bmatrix}, \quad \tilde{V} = \begin{bmatrix} I_n & 0 \\ 0 & Q_0 \end{bmatrix} \]
we obtain

$$\tilde{Q}C_2(\lambda)\tilde{V} = \begin{pmatrix} r_2 & n-r_2 & r_0 & n-r_0 \\ X_{11} & X_{12} & X_{13} & X_{14} \\ X_{21} & X_{22} & X_{23} & X_{24} \\ X_{31} & X_{32} & 0 & 0 \end{pmatrix} - \lambda \begin{pmatrix} Y_{11} & Y_{12} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & -I_{r_0} & 0 \\ 0 & 0 & 0 & -I_{n-r_0} \end{pmatrix}$$

(3.3.8)

where

$$[X_{31}, X_{32}] = R(0)P_0, \quad \begin{pmatrix} X_{11} & X_{12} \\ X_{21} & X_{22} \end{pmatrix} = Q_2^*A_1, \quad \begin{pmatrix} X_{13} & X_{14} \\ X_{23} & X_{24} \end{pmatrix} = -Q_2^*Q_0,$$

and $[Y_{11}, Y_{12}] = -R(2)P_2$. Let

$$n-r_2 \begin{pmatrix} X_{21} & X_{22} & X_{23} \end{pmatrix} = Q_3 \begin{pmatrix} R_3 & 0 \end{pmatrix} Z_3$$

be a complete orthogonal decomposition and let

$$Q = \begin{pmatrix} I_{r_2} & 0 & 0 & 0 \\ 0 & 0 & I_{r_0} & 0 \\ 0 & Q_3^* & 0 & 0 \\ 0 & 0 & 0 & I_{n-r_0} \end{pmatrix} Q, \quad V = \tilde{V} \begin{pmatrix} Z_3^* & 0 \\ 0 & I_{n-r_0} \end{pmatrix} \begin{pmatrix} 0 & I_{n-r_2} & 0 \\ I_{r_2+r_0} & 0 & 0 \end{pmatrix}.$$
3.4 Left and Right Eigenvectors

The computation of the left and right eigenvectors differ so we consider them separately.

3.4.1 Right Eigenvectors

When either or both of $A_0$ and $A_2$ are singular, the vectors spanning their right nullspaces $N_r(A_0)$ and $N_r(A_2)$ are right eigenvectors associated with the 0 and $\infty$ eigenvalues of $Q(\lambda)$. These nullspaces can be obtained from (3.3.5) by zeroing $R^{(i)}_{12}$, $i = 0, 2$ to obtain a complete orthogonal decomposition as in (3.3.3), that is,

$$Q^* A_j Z_j = \begin{bmatrix} r_j & n-r_j \\ \end{bmatrix} \begin{bmatrix} r_j \\ T_{11}^j \\ 0 \\ 0 \\ 0 \\ n-r_j \end{bmatrix}.$$

The last $n - r_0$ columns of $Z_0$ are eigenvectors of $Q$ with eigenvalue 0 and the last $n - r_2$ columns of $Z_2$ are eigenvectors of $Q$ with eigenvalue $\infty$.

The eigenvectors associated with the remaining eigenvalues are recovered from those of the linearization $C_2(\lambda)$. If $\tilde{z}$ is a right eigenvector of the $(r_0 + r_2) \times (r_0 + r_2)$ pencil $A_{11} - \lambda B_{11}$ in (3.3.6) then

$$z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = V \begin{bmatrix} \tilde{z} \\ 0 \end{bmatrix}$$

is a right eigenvector of $C_2(\lambda)$. We also know that $z$ must have the form displayed in (3.2.5). However, in floating point arithmetic when $A_0$ is nonsingular and for
finite nonzero eigenvalues,

\[ z = \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \begin{bmatrix} \alpha x_1 \\ -\beta A_0 x_2 \end{bmatrix}. \]

We can use the QR factorization of \( A_0 \) in (3.3.5) to solve the linear system \( z_2 = -\beta A_0 x_2 \) for \( x_2 \) efficiently. We return as approximate eigenvector of \( Q \) corresponding to the eigenvalue \( \lambda = \alpha/\beta \) the vector \( x_i \), \( i = 1, 2 \) which minimizes \( \eta_Q(x_i, \alpha, \beta) \).

Given two approximate eigenpairs \((\lambda, x_1)\) and \((\lambda, x_2)\), with backward errors \( \eta_Q(\lambda, x_1) \) and \( \eta_Q(\lambda, x_2) \), if neither of \( x_1 \) nor \( x_2 \) yields an acceptable backward error, we could attempt to obtain an improvement by determining a linear combination \( x_3 = a_1 x_1 + a_2 x_2 \) that solves

\[ \min_{a \in \mathbb{C}^2} \frac{\|Q(\lambda)Xa\|_2^2}{\|Xa\|_2^2}, \]

where \( X = [x_1, x_2] \). For that we take the GSVD \([4, \text{pp. 257–259}]\) of the pair of \( n \times 2 \) matrices \((Q(\lambda)X, X)\),

\[ Q(\lambda)X = UCY^{-1}, \quad X = VSY^{-1}, \]

where \( U, V \) are unitary, \( Y \) is nonsingular and \( C = \text{diag}(c_1, c_2) \), \( S = \text{diag}(s_1, s_2) \) with \( c_1, c_2, s_1, s_2 \geq 0 \). Thus if we let \( a = Yb \),

\[ \min_{a \in \mathbb{C}^2} \frac{\|Q(\lambda)Xa\|_2^2}{\|Xa\|_2^2} = \min_{b \in \mathbb{C}^2} \frac{\|Cb\|_2^2}{\|Sb\|_2^2} = \min_{b \in \mathbb{C}^2} \frac{b^* C^* C b}{b^* S^* S b} \]

which is the smallest eigenvalue of \( C^* C - \lambda S^* S \). So the minimum is achieved at \( b = e_i \), where \( |c_i/s_i| \) is minimal. Hence \( a = Ye_i \).

In finite precision, however, there can be a problem if either one or both of
\[ \| Q(\lambda)X \|_2 \text{ or } \| X \|_2 \] are close to the unit roundoff. This can result in an ill-conditioned \( Y \) matrix which causes problems in returning an accurate eigenvector when we solve for \( a_1 \) and \( a_2 \) to yield \( x_3 \). In addition, from numerical experiments \( \eta_Q(\lambda, x_3) \) is rarely significantly smaller than \( \eta_Q(\lambda, x_i) \), \( i = 1, 2 \) (if at all).

### 3.4.2 Left Eigenvectors

When \( A_0 \) is singular, the last \( n - r_0 \) columns of \( Q_0 \) in (3.3.5) are eigenvectors of \( Q \) associated with the \( n - r_0 \) deflated zero eigenvalues and when \( A_2 \) is singular, the last \( n - r_2 \) columns of \( Q_2 \) in (3.3.5) are eigenvectors of \( Q \) associated with the deflated \( n - r_2 \) infinite eigenvalues.

Let \( w \) be a left eigenvector of \( C_2(\lambda) \) corresponding to an eigenvalue \( \lambda = \alpha/\beta \) of \( A_{11} - \lambda B_{11} \) in (3.3.6). In exact arithmetic \( w \) has the form displayed in (3.2.5) but in floating point arithmetic, \( w_1 \) and \( w_2 \) are generally not parallel. If \( \omega = O(1) \) then (3.2.10) and (3.2.12) predict optimal backward error for \( w_1 \) if \( |\lambda| \geq 1 \) and \( w_2 \) if \( |\lambda| \leq 1 \). If \( \omega \gg O(1) \) then we choose whichever of \( w_1 \) or \( w_2 \) yields the smallest backward error.

### 3.5 Algorithm

**Algorithm 3.5.1** (Quadratic Eigenvalue Solver). *Given three \( n \times n \) matrices \( A_2, A_1, A_0 \) and a rank tolerance \( \text{tol} \) this algorithm computes a vector \( E \) of length \( 2n \) containing the eigenvalues of \( Q(\lambda) = \lambda^2 A_2 + \lambda A_1 + A_0 \), and optionally, two \( n \times 2n \) matrices \( X \) and \( Y \) containing the corresponding right and left eigenvectors.*

1. Scale \( A_2, A_1, A_0 \) using Algorithm 3.2.1 (Fan, Lin and Van Dooren scaling). Optionally scale using diagonal scaling with scaling parameter \( \zeta \).
2. Build block upper triangular form (3.3.6) using Algorithm 3.5.1.
If eigenvectors are desired, store transformation matrices $Q$ and $V$.

3. Compute the Schur decomposition of $A_{11} - \lambda B_{11}$.

To summarize, our eigensolver performs the following steps:

1. Scaling of eigenvalue parameter using Algorithm 3.2.1.
2. Rank determination of $A_2$ and $A_0$ (see Section 3.3.1).
3. Block triangularization of second companion linearization to achieve (3.3.6).
4. Compute the Schur decomposition of $A_{11} - \lambda B_{11}$.
5. Optionally compute:
   - Right/left eigenvectors.
   - Eigenvalue condition numbers.
   - Backward errors of approximate right/left eigenpairs.

### 3.6 Numerical Experiments

We now describe a collection of numerical experiments designed to give insight into Algorithm 3.5.1, its performance in floating point arithmetic, and the implementation issues. Our computations were done in MATLAB 7.9.0 (R2009b) under Windows XP (SP3) with a Pentium E6850, for which $u = 2^{-53} \approx 1.1 \times 10^{-16}$.

*Experiment 1.* We ran our algorithm `quadeig` on some quadratic eigenvalue problems from NLEVP [12]. Table 3.1 displays for each problem the largest backward error for the right eigenpairs returned by the MATLAB function `polyeig` and the largest backward errors for the right and left eigenpairs returned by `quadeig`. For this set of problems `quadeig` returns right/left eigenpairs with backward errors close to the machine precision except for the `cd player` and `pdde stability`
problems. For these problems, the large values for the right/left backward errors are predicted by the upper bounds for the growth in backward errors of eigenpairs of the scaled quadratic from those of those of the linearization in (3.2.10)—(3.2.11). The quantity $\omega$ forms part of these growth factors and we see that $\omega \approx 10^4$ for the cd player problem and $\omega \approx 0.5 \times 10^2$ for the pdde stability problem.

**Experiment 2.** We tested `quadeig` against `polyeig` on QEPs with singular leading and/or trailing coefficient matrices. Table 3.2 shows that deflating speeds up the execution time. We do not see a significant decrease in the computation time for the spring dashpot quadratic where $n = 1002$ and the leading coefficient $M$ has low rank $r_2 = 2$, however as seen in Section 1.5.4 the leading coefficient is of the form $M = \text{diag}(\rho M_{11}, 0)$. Due to the structure in $M$ the routine `DGGBAL` (used in MATLAB’s `eig` which is called by `polyeig` to solve the linear problem) is able to permute the linearization to perform deflation. As a result there is not as significant a decrease in the computation time when `quadeig` is used to solve the problem.

`polyeig` cannot cope with computing both eigenvalues and eigenvectors for the railtrack2 problem on the machine used for these computations (hence this test was omitted from Table 3.1).

The speaker box problem is a $107 \times 107$ quadratic in the NLEVP collection, which comes from a finite element model of a speaker box [46, Ex. 5.5]. The stiffness matrix $A_0$ has rank $106 < n$ and the matrix coefficients have large variation in the norms: $\|M\|_2 = 1$, $\|C\|_2 = 5.7 \times 10^{-2}$, $\|K\|_2 = 1.0 \times 10^{7}$. The zero eigenvalue is not detected by `polyeig` and is computed as $\pm 7.4e-2$.

**Experiment 3.** We investigate the effect of applying the diagonal scaling of Section 2.3.2 with the scaling parameter set to $\zeta = 1$ which is the default suggested in [11] if there is no knowledge of the desired magnitude of eigenvalues. We first apply the Fan, Lin and Van Dooren scaling and then diagonal scaling. Table 3.3 contains
Table 3.1: Quadratic eigenvalue problems from NLEVP collection. Largest backward errors of eigenpairs, and corresponding eigenvalue $\lambda$, computed by \texttt{polyeig} and \texttt{quadeig}. \textbf{D} indicates that deflation was performed by \texttt{quadeig} since the problem has singular leading or trailing coefficients.

<table>
<thead>
<tr>
<th>Problem</th>
<th>$n$</th>
<th>$\lambda = \alpha/\beta$</th>
<th>$\eta_Q^{\max}(x,\alpha,\beta)$</th>
<th>polyeig</th>
<th>$\eta_Q^{\max}(x,\alpha,\beta)$</th>
<th>$\eta_Q^{\max}(y^*,\alpha,\beta)$</th>
<th>quadeig</th>
</tr>
</thead>
<tbody>
<tr>
<td>acoustic_wave_1d</td>
<td>10</td>
<td>2.8e+000</td>
<td>2.2e-015</td>
<td>6.5e-016</td>
<td>6.2e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>acoustic_wave_2d</td>
<td>30</td>
<td>-2.0e+000</td>
<td>5.3e-016</td>
<td>5.1e-016</td>
<td>5.5e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bicycle</td>
<td>2</td>
<td>-7.8e-001</td>
<td>1.3e-015</td>
<td>1.1e-016</td>
<td>4.6e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>bilby</td>
<td>5</td>
<td>-8.8e-018</td>
<td>2.9e-016</td>
<td>4.9e-016</td>
<td>1.9e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cd_player</td>
<td>60</td>
<td>-1.7e+006</td>
<td>1.7e-010</td>
<td>2.2e-012</td>
<td>4.9e-012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>closed_loop</td>
<td>2</td>
<td>-1.1e+000</td>
<td>1.8e-016</td>
<td>1.5e-016</td>
<td>1.2e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>damped_beam</td>
<td>200</td>
<td>-8.2e+000</td>
<td>3.7e-009</td>
<td>8.6e-016</td>
<td>7.1e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>dirac</td>
<td>80</td>
<td>-7.0e+000</td>
<td>3.7e-007</td>
<td>1.3e-015</td>
<td>1.6e-015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>gen_hyper2</td>
<td>15</td>
<td>9.8e+000</td>
<td>7.8e-016</td>
<td>5.2e-016</td>
<td>6.8e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>intersection</td>
<td>10</td>
<td>2.5e+001</td>
<td>3.7e-017</td>
<td>1.3e-016</td>
<td>1.3e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>hospital</td>
<td>24</td>
<td>-2.5e+000</td>
<td>2.5e-013</td>
<td>1.1e-015</td>
<td>1.1e-015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>metal_strip</td>
<td>9</td>
<td>-4.5e+000</td>
<td>3.1e-014</td>
<td>4.9e-016</td>
<td>3.8e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>mobile_manipulator</td>
<td>5</td>
<td>-5.2e-002</td>
<td>1.2e-018</td>
<td>5.8e-017</td>
<td>1.5e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>omnicam1</td>
<td>9</td>
<td>3.7e-001</td>
<td>1.8e-015</td>
<td>1.2e-016</td>
<td>4.4e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>omnicam2</td>
<td>15</td>
<td>2.6e-001</td>
<td>3.9e-017</td>
<td>1.5e-016</td>
<td>2.8e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>pdde_stability</td>
<td>225</td>
<td>-4.0e+001</td>
<td>4.5e-014</td>
<td>1.3e-014</td>
<td>1.4e-014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>power_plant</td>
<td>8</td>
<td>-3.2e+000</td>
<td>1.3e-008</td>
<td>4.9e-016</td>
<td>4.2e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qep1</td>
<td>3</td>
<td>3.3e-001</td>
<td>2.0e-016</td>
<td>7.1e-017</td>
<td>3.5e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qep2</td>
<td>3</td>
<td>0.0e+000</td>
<td>9.6e-017</td>
<td>1.2e-016</td>
<td>1.2e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>qep3</td>
<td>3</td>
<td>3.0e+000</td>
<td>9.4e-017</td>
<td>1.1e-016</td>
<td>9.0e-017</td>
<td></td>
<td></td>
</tr>
<tr>
<td>railtrack</td>
<td>1005</td>
<td>9.2e+000</td>
<td>2.0e-008</td>
<td>2.3e-015</td>
<td>5.9e-015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>relative_pose_6pt</td>
<td>10</td>
<td>-8.4e-003</td>
<td>1.8e-015</td>
<td>5.0e-016</td>
<td>1.5e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>shaft</td>
<td>400</td>
<td>1.7e-003</td>
<td>5.2e-008</td>
<td>7.2e-016</td>
<td>7.1e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sign1</td>
<td>81</td>
<td>-6.1e-001</td>
<td>2.1e-016</td>
<td>7.1e-016</td>
<td>6.9e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sign2</td>
<td>81</td>
<td>2.7e-000</td>
<td>5.1e-016</td>
<td>1.7e-015</td>
<td>1.1e-015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sleeper</td>
<td>10</td>
<td>-1.3e-001</td>
<td>1.1e-015</td>
<td>4.7e-016</td>
<td>4.7e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>speaker_box</td>
<td>107</td>
<td>-2.0e-008</td>
<td>1.7e-011</td>
<td>2.7e-016</td>
<td>3.0e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spring</td>
<td>5</td>
<td>-2.9e-001</td>
<td>2.6e-016</td>
<td>4.7e-016</td>
<td>5.6e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spring_dashpot</td>
<td>10</td>
<td>-6.0e-003</td>
<td>1.1e-015</td>
<td>3.3e-016</td>
<td>1.3e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>spring_dashpot</td>
<td>1002</td>
<td>-1.0e-000</td>
<td>7.4e-015</td>
<td>4.0e-015</td>
<td>6.3e-015</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wing</td>
<td>3</td>
<td>9.5e-002</td>
<td>4.8e-015</td>
<td>2.1e-016</td>
<td>4.8e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wiresaw1</td>
<td>10</td>
<td>1.0e-015</td>
<td>1.9e-014</td>
<td>3.4e-016</td>
<td>3.5e-016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>wiresaw2</td>
<td>10</td>
<td>-8.0e-001</td>
<td>3.5e-014</td>
<td>9.1e-016</td>
<td>8.3e-016</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3.2: Execution time in seconds for eigenvalue computation of quadratics in NLEVP with singular $A_0$ and/or $A_2$.

<table>
<thead>
<tr>
<th>Problem</th>
<th>$n$</th>
<th>$r_0$</th>
<th>$r_2$</th>
<th>polyeig</th>
<th>quadeig</th>
</tr>
</thead>
<tbody>
<tr>
<td>speaker_box</td>
<td>107</td>
<td>106</td>
<td>107</td>
<td>0.20</td>
<td>0.10</td>
</tr>
<tr>
<td>shaft</td>
<td>400</td>
<td>400</td>
<td>199</td>
<td>1.94</td>
<td>1.68</td>
</tr>
<tr>
<td>spring_dashpot</td>
<td>1002</td>
<td>1002</td>
<td>2</td>
<td>15.06</td>
<td>13.95</td>
</tr>
<tr>
<td>railtrack</td>
<td>1005</td>
<td>67</td>
<td>67</td>
<td>25.76</td>
<td>4.69</td>
</tr>
<tr>
<td>railtrack2</td>
<td>1410</td>
<td>705</td>
<td>705</td>
<td>203.06</td>
<td>97.98</td>
</tr>
</tbody>
</table>

maximum backward errors for the \texttt{cd\_player} and \texttt{speaker\_box} quadratics from the NLEVP collection, for which diagonal scaling has a significant impact on the solution compared with applying just the scaling of Fan, Lin and Van Dooren as in Table 3.1.

For the \texttt{cd\_player} problem the use of diagonal scaling reduces $\tau$ and we see a significant improvement in the maximum backward error. After applying diagonal scaling to the \texttt{speaker\_box} problem, however, the value of $\tau$ increases from when only the scaling of Fan, Lin and Van Dooren is applied.

Table 3.3: \texttt{cd\_player} and \texttt{speaker\_box} problems from NLEVP collection. Largest backward errors of eigenpairs computed by \texttt{quadeig} comparing two scaling types, FLV (Fan, Lin and Van Dooren scaling only) and DS, FLV (diagonal scaling, then Fan, Lin and Van Dooren scaling).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Scaling</th>
<th>$\eta_{\text{max}}^Q(x, \alpha, \beta)$</th>
<th>$\eta_{\text{max}}^Q(y^*, \alpha, \beta)$</th>
<th>max($\omega$)</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{cd_player}</td>
<td>FLV</td>
<td>5.2e-012</td>
<td>1.1e-011</td>
<td>2.2e+04</td>
<td>2.2e+04</td>
</tr>
<tr>
<td></td>
<td>DS, FLV</td>
<td>8.7e-014</td>
<td>8.9e-014</td>
<td>4.0e+01</td>
<td>3.9e+01</td>
</tr>
<tr>
<td>\texttt{speaker_box}</td>
<td>FLV</td>
<td>3.5e-016</td>
<td>5.1e-016</td>
<td>1.0e+00</td>
<td>1.8e-05</td>
</tr>
<tr>
<td></td>
<td>DS, FLV</td>
<td>2.1e-013</td>
<td>3.4e-015</td>
<td>6.1e+02</td>
<td>6.0e+02</td>
</tr>
</tbody>
</table>
3.7 Conclusion

We have presented a general purpose eigensolver for dense QEPs, which, in comparison to the existing MATLAB routine \texttt{polyeig} incorporates recent contributions on the numerical solution of polynomial eigenvalue problems, namely a scaling of the eigenvalue parameter prior to the computation, and a choice of linearization with favourable conditioning and backward stability properties and, if they are present, deflation of infinite and zero eigenvalues using rank revealing factorizations.

The algorithm \texttt{quadeig} has been tested on real problems from the NLEVP benchmark collections, and from the results we can see an increase in accuracy of the solution in terms of backward error. These improvements are a result of a combination of implementing the scaling of Fan, Lin and Van Dooren, and using recent theory to recover the eigenvectors, and including a preprocessing step that reveals the zero and infinite eigenvalues contributed by singular leading and trailing matrix coefficients and deflates them. For problems with singular leading or trailing coefficients, the preprocessing step can lead to a significant decrease in the computation time, for example in the \texttt{railtrack} and \texttt{railtrack2} problems.

The use of diagonal scaling can result in an improvement in accuracy, but requires the order of magnitude of desired eigenvalues. Since we are producing a general purpose algorithm we cannot in general expect the user to specify the magnitude of the desired eigenvalues. Hence we only include diagonal scaling in our algorithm as an option.
Chapter 4

Deflating Quadratic Matrix Polynomials with Structure Preserving Transformations

4.1 Introduction

We consider the quadratic matrix polynomial \( Q(\lambda) = \lambda^2 M + \lambda C + K \), where \( M, C, K \in \mathbb{R}^{n \times n} \) with \( M \) nonsingular, and the associated quadratic eigenvalue problem

\[
Q(\lambda)x = 0, \quad y^*Q(\lambda) = 0, \quad (4.1.1)
\]

where \( \lambda \) is an eigenvalue, \( x \) and \( y \) are corresponding right and left eigenvectors, respectively (where if \( M, C \) and \( K \) are symmetric \( x = y \)). Throughout, we use the subscript \( R \) to denote right eigenvectors or when referring to transformations applied to the right, and the subscript \( L \) for left eigenvectors and transformations applied to the left. We also denote by \( \Lambda(Q) \) the spectrum of \( Q \).

Given two eigentriples \((\lambda_j, x_j, y_j), \ j = 1, 2\) satisfying appropriate conditions,
we propose a deflation procedure that decouples $Q(\lambda)$ into a quadratic $Q_d(\lambda) = \lambda^2 M_d + \lambda C_d + K_d$ of dimension $n - 1$ and a scalar quadratic $q(\lambda) = \lambda^2 m + \lambda c + k = m(\lambda - \lambda_1)(\lambda - \lambda_2)$ such that (a)

$$A(Q) = A(Q_d) \cup \{\lambda_1, \lambda_2\},$$

where $A(Q)$ denotes the spectrum of $Q$ and (b) there exist well-defined relations between the eigenvectors of $Q(\lambda)$ and those of the decoupled quadratic

$$\tilde{Q}(\lambda) = \begin{bmatrix} Q_d(\lambda) & 0 \\ 0 & q(\lambda) \end{bmatrix}. \quad (4.1.2)$$

This is termed “strong deflation” in the engineering community as opposed to “weak deflation” which is achieved by introducing zeros in the last rows or last columns of the matrices.

We cannot in general construct an $n \times n$ equivalence transformation with non-singular matrices $P$ and $T$ such $P^T Q(\lambda) T = \tilde{Q}(\lambda)$, where $\tilde{Q}(\lambda)$ is the decoupled quadratic in (4.1.2) [52], unlike the case for linear polynomials $A - \lambda B$. The standard way of treating quadratic matrix polynomials, both theoretically and numerically, is to convert them into equivalent linear matrix pencils of twice the dimension, a process called linearization [27], described earlier in Section 2.1. Deflation procedures for matrix pencils ignore the block structure of linearizations such as $L_2(\lambda)$. They produce a deflated pencil that is not in general a linearization of a quadratic matrix polynomial [47].

Garvey, Friswell and Prells [23] and later Chu and Xu [19] showed that for quadratics with symmetric coefficients and semisimple eigenvalues (i.e., each eigenvalue $\lambda$ appears only in $1 \times 1$ Jordan blocks in a Jordan triple for $Q$ [27]), there
exists a real nonsingular matrix $W \in \mathbb{R}^{2n \times 2n}$ such that $W^T L_2(\lambda) W = L_D(\lambda)$, where

$$L_D(\lambda) = \lambda \begin{bmatrix} 0 & D_M \\ D_M & D_C \end{bmatrix} + \begin{bmatrix} -D_M & 0 \\ 0 & D_K \end{bmatrix},$$  

(4.1.3)

with $D_M, D_C, D_K$ diagonal. The pencil $L_D(\lambda)$ is a linearization of the diagonal quadratic $Q_D(\lambda) = \lambda^2 D_M + \lambda D_C + D_K$, which clearly has the same eigenvalues as $Q(\lambda)$. The proof of the diagonalization of the blocks of $L_2(\lambda)$ to achieve $L_D(\lambda)$ in (4.1.3) is constructive and requires the knowledge of all the eigenvalues and eigenvectors of $Q$. Most importantly it shows that by increasing the dimension of the transformations from $n \times n$ when working directly on $Q$ to $2n \times 2n$ by working on a pencil of twice the dimension of $Q$, total decoupling of the underlying second order system can be achieved. The congruence in (4.1.3) is an example of a structure preserving transformation (SPT). More generally, we say that a pair $(W_L, W_R)$ of $2n \times 2n$ real nonsingular matrices defines a structure preserving transformation for an $n \times n$ quadratic matrix polynomial $Q(\lambda) = \lambda^2 M + \lambda C + K$ with $M$ nonsingular if

$$S_L^T \begin{bmatrix} 0 & M \\ M & C \end{bmatrix}, \begin{bmatrix} -M & 0 \\ 0 & K \end{bmatrix} S_R = \begin{bmatrix} 0 & M_1 \\ M_1 & C_1 \end{bmatrix}, \begin{bmatrix} -M_1 & 0 \\ 0 & K_1 \end{bmatrix},$$  

(4.1.4)

where $M_1, C_1, \text{ and } K_1$ are $n \times n$ matrices [43] that define a new quadratic $Q_1(\lambda) = \lambda^2 M_1 + \lambda C_1 + K_1$ sharing the same eigenvalues as $Q(\lambda)$.

The distinction between the work in [24] and this chapter is that, whereas [24] attempts complete diagonalization given that all eigenvalues and eigenvectors are known, this work attempts to block diagonalize the quadratic (subject to the eigenvalues satisfying a number of constraints), knowing only two eigenvalues and
corresponding eigenvectors. This block diagonalization of $Q$ by deflating two eigenvalues has a number of applications, one example is in the area of model updating. Model updating is the modification of an existing inaccurate model with measured data. The eigenvalue embedding problem is a special instance of model updating and can be defined as follows: consider a quadratic matrix polynomial

$$Q(\lambda) = \lambda^2 M + \lambda C + K$$

resulting from a second-order dynamical system with a few known eigenvalues $\lambda_j$, $j = 1: k$. Now suppose that new eigenvalues $\sigma_j$, $j = 1: k$ have been measured. There are several types of eigenvalue embedding problems but one of them consists of updating the quadratic $Q(\lambda)$ to a new quadratic $\hat{Q}(\lambda)$ with eigenvalues $\sigma_j$, $j = 1: k$ replacing the eigenvalues $\lambda_j$, $j = 1: k$ of $Q(\lambda)$ while the remaining $2n - k$ eigenvalues of $\hat{Q}(\lambda)$ are kept the same as those of the original problem $Q(\lambda)$. This is sometimes referred to as eigenvalue updating with no spill-over.

A number of solutions to this problem has been proposed often with additional constraints such as preservation of the symmetry of the coefficient matrices and preservation of the positive definiteness of the mass and stiffness matrices.

The deflation procedure in this chapter can be used to update eigenvalues of a quadratic matrix polynomial, knowing only the eigenvalues to be updated and their corresponding eigenvectors, maintaining the symmetry of the problem if the original quadratic is symmetric. Further work involves investigating the potential of this process for updating systems, its reliability and performance in finite precision arithmetic, and comparison with existing techniques.

We deflate two eigenvalues at a time, since the problem is quadratic. For a given pair of eigenvalues $\lambda_1, \lambda_2$ and their associated left and right eigenvectors $x_{Lj}, x_{Rj}$, $j = 1, 2$, we identify conditions under which there exist elementary SPTs $(S_L, S_R)$
which are rank-two modifications of the $2n \times 2n$ identity matrix and transform $Q(\lambda)$ into a new quadratic $Q_1(\lambda)$ for which $\lambda_1$ and $\lambda_2$ share the same left eigenvector $z_L$ and same right eigenvector $z_R$, that is,

$$z_L^T Q_1(\lambda_j) = 0, \quad Q_1(\lambda_j) z_R = 0, \quad j = 1, 2.$$ (4.1.5)

In particular we find that $\lambda_1$ and $\lambda_2$ must be semisimple and distinct and that, if they are both real, they must also satisfy

$$\text{sign} \left( \frac{x_{L2}^T Q'(\lambda_2) x_{R2}}{x_{L1}^T Q'(\lambda_1) x_{R1}} \right) = \text{sign} \left( \frac{x_{L2}^T Q'(\lambda_1) x_{R1}}{x_{L1}^T Q'(\lambda_2) x_{R2}} \right),$$

which for symmetric quadratics $Q$ means that $\lambda_1$ and $\lambda_2$ must have opposite type \cite{27} (the type of a real eigenvalue $\lambda$ of $Q(\lambda)$ with associated eigenvector $x$ being the sign of $x^T Q'(\lambda) x = 2\lambda x^T M x + x^T C x$). Under these conditions we characterize a family of elementary SPTs that maps $(\lambda_j, x_{Rj}, x_{Lj})$ to $(\lambda_j, z_R, z_L), \ j = 1, 2$.

Since our transformations are structure preserving we never work with the $2n \times 2n$ matrices in (4.1.4). Indeed the matrix coefficients of $Q_1(\lambda)$ are just low rank modifications of $M, C$ and $K$ and are therefore not expensive to compute. When (4.1.5) holds we then show how to construct two nonsingular matrices $G_L, G_R$ such that $G_L^T Q_1(\lambda) G_R = \tilde{Q}(\lambda)$ with $\tilde{Q}(\lambda)$ as in (4.1.2), that is, the pair $(G_L, G_R)$ deflates the two eigenvalues $\lambda_1, \lambda_2$.

This chapter is organized as follows. After some preliminary results in Section 4.2 on structure preserving transformations, in Section 4.5 we explain how to deflate eigenvalues of symmetric quadratic matrix polynomials. In the following section we then extend the symmetric deflation procedure to quadratics with non-symmetric coefficient matrices. In Section 4.7 we present some numerical examples that illustrate our deflation procedure. To the best of our knowledge, this work
is the first attempt at constructing a family of nontrivial elementary SPTs that have a specific action of practical use: that of “mapping” two linearly independent eigenvectors to a set of linearly dependent eigenvectors.

4.2 Structure Preserving Transformations

In this section we recall some necessary results from [24] and [43]. SPTs, defined in (4.1.4), have a number of important and useful properties that we begin by summarizing.

Lemma 4.2.1. [43] Let \((W_L, W_R)\) be an SPT transforming \(Q(\lambda) = \lambda^2 M + \lambda C + K\) with \(M\) nonsingular into \(\tilde{Q}(\lambda) = \lambda^2 \tilde{M} + \lambda \tilde{C} + \tilde{K}\). Then

(i) \(Q(\lambda)\) and \(\tilde{Q}(\lambda)\) share the same eigenvalues.

(ii) \(\tilde{M}\) is nonsingular.

(iii) If \((\lambda, x, y)\) is an eigentriple of \(Q(\lambda)\) then

\[
W_R^{-1} \begin{bmatrix} \lambda x \\ x \end{bmatrix} = \begin{bmatrix} \lambda \tilde{x} \\ \tilde{x} \end{bmatrix}, \quad W_L^{-1} \begin{bmatrix} \lambda y \\ y \end{bmatrix} = \begin{bmatrix} \lambda \tilde{y} \\ \tilde{y} \end{bmatrix},
\]

for some nonzero \(\tilde{x}, \tilde{y} \in \mathbb{C}^n\) such that \(\tilde{Q}(\lambda)\tilde{x} = 0\) and \(\tilde{y}^* \tilde{Q}(\lambda) = 0\).

(iv) Consider the vector space of pencils [56], [40]

\[
\mathbb{DL}(Q) = \left\{ \lambda \begin{bmatrix} v_1 M & v_2 M \\ v_2 M & v_2 C - v_1 K \end{bmatrix} + \begin{bmatrix} v_1 C - v_2 M & v_1 K \\ v_1 K & v_2 K \end{bmatrix} : v \in \mathbb{R}^2 \right\}.
\]

If \(L(\lambda) \in \mathbb{DL}(Q)\) with vector \(v\) then \(\tilde{L}(\lambda) = W_L^T L(\lambda) W_R \in \mathbb{DL}(\tilde{Q})\) with vector \(v\). In other words, the SPT \((W_L, W_R)\) preserves the block structure of \(\mathbb{DL}(Q)\). Moreover if \(L(\lambda)\) is a linearization of \(Q\) then \(\tilde{L}(\lambda)\) is a linearization of \(\tilde{Q}(\lambda)\).
(v) If $W_L = W_R$ and $Q(\lambda)$ is symmetric (i.e., $M, C$ and $K$ are symmetric) then $\tilde{Q}(\lambda)$ is symmetric.

### 4.2.1 Elementary SPTs

Matrix pairs $(G_L, G_R)$ of the form

$$G_S = \begin{bmatrix} \tilde{G}_S & 0 \\ 0 & \tilde{G}_S \end{bmatrix}, \quad \text{det}(\tilde{G}_S) \neq 0, \quad S = L, R$$

always define an SPT for any quadratic $Q$. They have the property that if $(G_L, G_R)$ transforms $Q(\lambda)$ into $\tilde{Q}(\lambda)$ then $\tilde{Q}(\lambda) = \tilde{G}_L^T Q(\lambda) \tilde{G}_R$. The pair $(G_L, G_R)$ is called a class one elementary SPT when $\tilde{G}_S = I - m_S n_S^T$ for some nonzero vectors $m_S, n_S$, $S = L, R$ [24].

The key elementary SPT used in our deflation procedure has the form

$$T_S = \begin{bmatrix} I + a_S b_S^T & a_S d_S^T \\ a_S f_S^T & I + a_S h_S^T \end{bmatrix} \in \mathbb{R}^{2n \times 2n}, \quad (4.2.1)$$

where $a_S, b_S, d_S, f_S, h_S \in \mathbb{R}^n$ with $a_S, d_S, f_S$ nonzero. The matrix $T_S$ differs from the identity matrix by a matrix of rank at most 2 and it is nonsingular if [14], [43]

$$\text{det}(T_S) = (1 + a_S^T b_S)(1 + a_S^T h_S) - (a_S^T d_S)(a_S^T f_S) \neq 0.$$

With the notation

$$\alpha_M := a_L^T M a_R, \quad \alpha_C := a_L^T C a_R, \quad \alpha_K := a_L^T K a_R,$$

a pair $(T_L, T_R)$ of nonsingular matrices with $T_S, S = L, R$, as in (4.2.1) forms a
class two elementary SPT if \([24], [43]\)

\[
\alpha_C = a^T_L C a_R \neq 0 \quad (4.2.2)
\]

and

\[
\alpha_K f_L + \frac{1}{2} \alpha_C (b_L + h_L) + \alpha_M d_L = -Ca_R, \quad (4.2.3)
\]

\[
\alpha_K h_L + \frac{1}{2} \alpha_C d_L = -K a_R, \quad (4.2.4)
\]

\[
\alpha_K f_R + \frac{1}{2} \alpha_C (b_R + h_R) + \alpha_M d_R = -C^T a_L, \quad (4.2.5)
\]

\[
\alpha_K h_R + \frac{1}{2} \alpha_C d_R = -K^T a_L. \quad (4.2.6)
\]

The constraints (4.2.3)–(4.2.8) (see Section 4.3 for the derivation) force preservation of structure. Multiplying the constraints (4.2.3)–(4.2.5) on the left by \(a^T_L\) and the constraints (4.2.6)–(4.2.8) on the left by \(a^T_R\) allows us to rewrite the determinant of \(T_L\) and \(T_R\) as

\[
\det(T_S) = \alpha_C^{-2}(1 + a^T_S b_S)(1 + a^T_S h_S)(\alpha_C^2 - 4\alpha_K \alpha_M), \quad S = L, R
\]

which shows that

\[
\alpha_C^2 - 4\alpha_K \alpha_M \neq 0 \quad (4.2.9)
\]

is a necessary condition for \((T_L, T_S)\) to be an SPT.
From (4.2.3)–(4.2.8) we have that if \((T_L, T_R)\) transforms \(Q(\lambda)\) to \(\tilde{Q}(\lambda)\) then

\[
\tilde{K} = K - \alpha_K h_L h_R^T - \alpha_C (h_L d_R^T + d_L h_R^T)/2 - \alpha_M d_L d_R^T,
\]

\[
\tilde{C} = C - \alpha_K (h_L f_R^T + f_L b_R^T) - \alpha_C (h_L b_R^T + b_L h_R^T + d_L f_R^T + f_L d_R^T)/2 - \alpha_M (d_L b_R^T + b_L d_R^T),
\]

\[
\tilde{M} = M - \alpha_K f_L f_R^T - \alpha_C (b_L f_R^T + f_L b_R^T)/2 - \alpha_M b_L b_R^T,
\]

which shows that \(\tilde{M}, \tilde{C}, \) and \(\tilde{K}\) are low rank modifications of \(M, C, \) and \(K.\)

**4.3 Derivation of Structure Preserving Constraints**

We now summarize the derivation of the constraints (4.2.3)–(4.2.8), that must be satisfied in order that the pair \((T_L, T_R)\) forms a class two elementary SPT [23, 24].

On requiring that a congruence transformation with \((T_L, T_R)\) on the standard basis pencil coefficients preserves the block structure we obtain three equations,

\[
\begin{bmatrix}
I + a_L b_L^T & a_L d_L^T \\
[a_L f_L^T \ I + a_L h_L^T]
\end{bmatrix}^T
\begin{bmatrix}
C & K \\
K & 0
\end{bmatrix}
\begin{bmatrix}
I + a_R b_R^T & a_R d_R^T \\
[a_R f_R^T \ I + a_R h_R^T]
\end{bmatrix} =
\begin{bmatrix}
\tilde{C} & \tilde{K} \\
\tilde{K} & 0
\end{bmatrix},
\]

(4.3.1)

\[
\begin{bmatrix}
I + a_L b_L^T & a_L d_L^T \\
[a_L f_L^T \ I + a_L h_L^T]
\end{bmatrix}^T
\begin{bmatrix}
M & 0 \\
0 & -K
\end{bmatrix}
\begin{bmatrix}
I + a_R b_R^T & a_R d_R^T \\
[a_R f_R^T \ I + a_R h_R^T]
\end{bmatrix} =
\begin{bmatrix}
\tilde{M} & 0 \\
0 & -\tilde{K}
\end{bmatrix},
\]

(4.3.2)

\[
\begin{bmatrix}
I + a_L b_L^T & a_L d_L^T \\
[a_L f_L^T \ I + a_L h_L^T]
\end{bmatrix}^T
\begin{bmatrix}
0 & M \\
M & C
\end{bmatrix}
\begin{bmatrix}
I + a_R b_R^T & a_R d_R^T \\
[a_R f_R^T \ I + a_R h_R^T]
\end{bmatrix} =
\begin{bmatrix}
0 & \tilde{M} \\
\tilde{M} & \tilde{C}
\end{bmatrix}.
\]

(4.3.3)

To obtain the structure preserving constraints, we first set the expressions for
\\( \bar{K} \) equal in (4.3.1), and simplify the result to obtain

\[
(b_L - h_L)a_L^T K (I + a_R h_R^T) + [(I + b_L a_L^T)C + f_L a_L^T K - d_L a_L^T M] a_R d_R^T = 0. \quad (4.3.4)
\]

Similarly, setting the (1,2) and (2,1) blocks in (4.3.2) equal to one of the corresponding matrices in (4.3.1) we obtain

\[
d_L a_L^T [C (I + a_R b_R^T) + K a_R f_R^T + M a_R d_R^T] + (I + h_L a_L^T) K a_R (b_R - h_R)^T = 0. \quad (4.3.5)
\]

Next, setting the (1,1) and (2,2) blocks of (4.3.3) and (4.3.1) to zero and simplifying we have

\[
\begin{align*}
&f_L a_L^T M (I + a_R b_R^T) + (I + b_L a_L^T) M a_R f_R^T + f_L a_L^T C a_R f_R^T = 0, \quad (4.3.6) \\
&f_L a_L^T C a_R d_R^T + (I + h_L a_L^T) K a_R d_R^T + f_L a_L^T K (I + a_R h_R^T) = 0. \quad (4.3.7)
\end{align*}
\]

Finally, setting the off diagonal blocks of (4.3.2) to zero we have

\[
\begin{align*}
&(I + b_L a_L^T) M a_R d_R^T - f_L a_L^T K (I + a_R h_R^T) = 0, \quad (4.3.8) \\
&d_L a_L^T M (I + a_R b_R^T) - (I + h_L a_L^T) K a_R f_R^T = 0. \quad (4.3.9)
\end{align*}
\]

Equations (4.3.8) and (4.3.9) can be satisfied by choosing

\[
\begin{align*}
f_L &= \beta (I + b_L a_L^T) M a_R \\
f_R &= \beta (I + b_R a_R^T) M^T a_L \\
d_L &= \beta (I + h_L a_L^T) K a_R \\
d_R &= \beta (I + h_R a_R^T) K^T a_L
\end{align*}
\]

where \( \beta \neq 0 \) is an arbitrary constant. For convenience we take \( \beta = -2/a_L^T C a_R \).
and obtain

\[ f_L = -\frac{2}{a_L^T C a_R} (I + b_L a_L^T) M a_R, \]  
\[ f_R = -\frac{2}{a_L^T C a_R} (I + b_R a_R^T) M^T a_L, \]  
\[ d_L = -\frac{2}{a_L^T C a_R} (I + h_L a_L^T) K a_R, \]  
\[ d_R = -\frac{2}{a_L^T C a_R} (I + h_R a_R^T) K^T a_L. \]  

Equations (4.3.14)–(4.3.16) simplify to

\[ \frac{1}{2} \alpha_C d_L + \alpha_K h_L = -K a_R, \quad \frac{1}{2} \alpha_C d_R + \alpha_K h_R = -K^T a_L, \]  
\[ \frac{1}{2} \alpha_C f_L + \alpha_M b_L = -M a_R, \quad \frac{1}{2} \alpha_C f_R + \alpha_M b_R = -M^T a_L. \]  

Equations (4.3.18) and (4.3.19) form four structure preserving constraints. To obtain the final two structure preserving constraints, we rearrange (4.3.4) and (4.3.8) to

\[ b_L - h_L = \frac{2}{\alpha_C} \left( (I + b_L a_L^T) C + f_L a_L^T K + d_L a_L^T M \right) a_R, \]  
\[ b_R - h_R = \frac{2}{\alpha_C} \left( (I + b_R a_R^T) C^T + f_R a_R^T K^T + d_R a_R^T M^T \right) a_L. \]  

Next we substitute (4.3.14) and (4.3.16) for \( f_L \) and \( d_L \) in (4.3.20), (4.3.15) and (4.3.17) for \( f_R \) and \( d_R \) in (4.3.21) and assuming \( \alpha_K \alpha_M - (\alpha_C/2)^2 \neq 0 \) we have

\[ b_L + h_L = \frac{\alpha_C}{\alpha_K \alpha_M - (\alpha_C/2)^2} C a_R - \alpha_K M a_R - \alpha_M K a_R, \]  
\[ b_R + h_R = \frac{\alpha_C}{\alpha_K \alpha_M - (\alpha_C/2)^2} C^T a_L - \alpha_K M^T a_L - \alpha_M K^T a_L. \]
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Now after multiplying (4.3.18) by $\alpha_M$ and (4.3.19) by $\alpha_K$, we obtain two equations, the first by adding the two equations with $K$ and $M$ terms, and the second by adding the equations with $K^T$ and $M^T$ terms to obtain,

$$\alpha_M \alpha_K (b_L + h_L) + \frac{\alpha_C}{2} \alpha_M d_L + \alpha_M K a_R + \frac{\alpha_C}{2} \alpha_K f_L + \alpha_K M a_R = 0, \quad (4.3.24)$$
$$\alpha_M \alpha_K (b_R + h_R) + \frac{\alpha_C}{2} \alpha_M d_R + \alpha_M K^T a_L + \frac{\alpha_C}{2} \alpha_K f_R + \alpha_K M^T a_L = 0. \quad (4.3.25)$$

Finally substituting (4.3.22) and (4.3.23) for $\alpha_M K a_R + \alpha_K M a_R$ in (4.3.24) and $\alpha_M K^T a_L + \alpha_K M^T a_L$ in (4.3.25) respectively we obtain the two final structure preserving constraints,

$$\alpha_M d_L + \alpha_K f_L + \frac{1}{2} \alpha_C (b_L + h_L) + C a_R = 0, \quad (4.3.26)$$
$$\alpha_M d_R + \alpha_K f_R + \frac{1}{2} \alpha_C (b_R + h_R) + C^T a_L = 0. \quad (4.3.27)$$

To summarize, we now have six structure preserving constraints which the SPT $(T_L, T_R)$ must satisfy:

$$\frac{1}{2} \alpha_C f_L + \alpha_M b_L = -M a_R, \quad (4.3.28)$$
$$\alpha_M d_L + \alpha_K f_L + \frac{1}{2} \alpha_C (b_L + h_L) = -C a_R, \quad (4.3.29)$$
$$\frac{1}{2} \alpha_C d_L + \alpha_K h_L = -K a_R, \quad (4.3.30)$$
$$\frac{1}{2} \alpha_C f_R + \alpha_M b_R = -M^T a_L, \quad (4.3.31)$$
$$\alpha_M d_R + \alpha_K f_R + \frac{1}{2} \alpha_C (b_R + h_R) = -C^T a_L, \quad (4.3.32)$$
$$\frac{1}{2} \alpha_C d_R + \alpha_K h_R = -K^T a_L. \quad (4.3.33)$$
4.4 Computing the Vectors Defining a Class Two SPT

Once the two vectors $a_L$ and $a_R$ are chosen such that (4.2.2) and (4.2.9) hold the structure preserving constraints (4.2.3)–(4.2.8) are linear in the remaining unknown vectors. They can be rewritten in matrix form as

$$VA = B \iff V_L A = B_R, \quad V_R A = B_L; \quad (4.4.1)$$

where $A \in \mathbb{R}^{4 \times 3}$ and $B \in \mathbb{R}^{2n \times 3}$ are given by

$$A = \begin{bmatrix}
\alpha_M & \frac{1}{2} \alpha_C & 0 \\
0 & \alpha_M & \frac{1}{2} \alpha_C \\
\frac{1}{2} \alpha_C & \alpha_K & 0 \\
0 & \frac{1}{2} \alpha_C & \alpha_K
\end{bmatrix}, \quad B = \begin{bmatrix}
Ma_R & Ca_R & Ka_R \\
M^T a_L & C^T a_L & K^T a_L
\end{bmatrix} = \begin{bmatrix}
B_R \\
B_L
\end{bmatrix} \quad (4.4.2)$$

and $V = [V_L \ V_R] \in \mathbb{R}^{2n \times 4}$ with $V_S = \begin{bmatrix} b_S & d_S & f_S & h_S \end{bmatrix} \in \mathbb{R}^{n \times 4}$ for $S = L, R$ contains the remaining unknown vectors. Some calculations show that

$$\det(A^T A) = \frac{1}{4}(\alpha_C^2 - 4\alpha_M \alpha_K)^2(\alpha_C^2 + \alpha_M^2 + \alpha_K^2)$$

which is nonzero by (4.2.9), so that $A$ has full rank and all solutions to (4.4.1) are given by

$$V = BA^+ + Q(I - AA^+) \iff \begin{cases}
V_L = B_R A^+ + Q_L (I - AA^+), \\
V_R = B_L A^+ + Q_R (I - AA^+)
\end{cases}$$

for some arbitrary $Q = [Q_L \ Q_R] \in \mathbb{R}^{2n \times 4}$. Here $A^+$ is the pseudoinverse of $A$, which is given by $A^+ = (A^T A)^{-1} A^T$ since $A$ has full rank (see Stewart and Sun [66, Sec.
The transformation $T_S$ used in our deflation procedure performs a specific action: that of mapping two non parallel eigenvectors of $Q$ associated with a pair of eigenvalues to just one eigenvector for $\tilde{Q}$ associated to that same pair of eigenvalues. This results in an extra constraint of the form $z^T V = w^T$ for some given $z$ and $w$ that the solution $V$ of (4.4.1) must satisfy. The next result will be needed for the existence and characterization of all the class two SPTs performing that specific action.

**Theorem 4.4.1.** Let $A \in \mathbb{R}^{r \times k}$, $r \geq k$ have full rank, $B \in \mathbb{R}^{n \times k}$, $w \in \mathbb{R}^r$, and nonzero $z \in \mathbb{R}^n$ be given. The problem of finding $V \in \mathbb{R}^{n \times r}$ such that

$$VA = B, \quad z^T V = w^T,$$

(4.4.3)

has a solution if and only if $w^T A = z^T B$. In this case the general solution is

$$V = (I - zz^+) BA^+ + U(I - AA^+) + z(z^T z)^{-1} w^T,$$

(4.4.4)

where $U \in \mathbb{R}^{n \times r}$ is any matrix such that $z^T U = 0$.

**Proof.** If $V$ is a solution to (4.4.3) then $z^T B = z^T VA = w^T A$. Conversely, if $z^T B = w^T A$ then since $A^+ A = I$ multiplying $V$ in (4.4.4) on the right by $A$ yields $VA = B$ and since $z^T U = 0$ we have that $z^T V = w^T$ so that $V$ in (4.4.4) is a solution to (4.4.3).

Every solution $V$ to (4.4.3) can therefore be rewritten as

$$V = (I - zz^+) VAA^+ - (I - zz^+) VAA^+ + V - zz^+ V + zz^+ V$$

$$= (I - zz^+) VAA^+ + (I - zz^+) V(A - AA^+) + zz^+ V$$

$$= (I - zz^+) BA^+ + (I - zz^+) V(A - AA^+) + z(z^T z)^{-1} w^T,$$
which is of the form (4.4.4) with $U := (I - zz^+)V$ satisfying $z^TU = 0$. \hfill \Box

\section{Deflation for Symmetric Quadratics}

Symmetric quadratics have the property that if $x$ is a right eigenvector associated with the eigenvalue $\lambda$ then $y = \overline{x}$ is the corresponding left eigenvector. If we therefore use congruence transformations to preserve the symmetry of the quadratic we need only consider the deflation of eigenpairs rather than eigentriples. We denote by $(\lambda_1, x_1)$ and $(\lambda_2, x_2)$ the two eigenpairs to be deflated. We use congruence transformations to preserve the symmetry of the quadratic. We begin by showing that when $x_1$ and $x_2$ are parallel there exists an $n \times n$ congruence transformation which, when applied directly to $Q$, deflates $\lambda_1$ and $\lambda_2$. When $x_1$ and $x_2$ are linearly independent, we show how to construct a class two SPT that transforms $Q$ to a new quadratic $Q_1$ for which $\lambda_1$ and $\lambda_2$ share the same eigenvector. In other words, the SPT allows us to transform the original deflation problem into one we know how to handle.

\subsection{Linearly Dependent Eigenvectors}

We begin by treating the case where the eigenvalues $\lambda_1$ and $\lambda_2$ have a common eigenvector $z \in \mathbb{R}^n$. The next lemma is crucial to proving the existence of a congruence transformation that deflates these two eigenvalues. Some relations in this lemma have already been observed by Chu, Hwang, and Lin [18]

\begin{lemma}
Consider the $n \times n$ symmetric quadratic $Q(\lambda) = \lambda^2 M + \lambda C + K$.

(i) If $Q(\lambda_j)z = 0$, $j = 1, 2$ with $z \in \mathbb{R}^n \setminus \{0\}$ and $\lambda_1 \neq \lambda_2$ then $Cz = c Mz$ and $Kz = k Mz$ with $c = -(\lambda_1 + \lambda_2)$ and $k = \lambda_1 \lambda_2$. Moreover, $z^T Mz \neq 0$ if and only if $z^T Q'(\lambda_j)z \neq 0$, $j = 1, 2$.
\end{lemma}
(ii) If $Cz = cMz$ and $Kz = kMz$ for some nonzero $z \in \mathbb{C}^n$ and $c, k \in \mathbb{C}$ then

$$Q(\lambda_j)z = 0, \ j = 1, 2 \text{ with } \lambda_{1,2} = -(c \pm \sqrt{c^2 - 4k})/2.$$  

**Proof.** (i) It follows from $\lambda_j^2 Mz + \lambda_j Cz + Kz = 0, \ j = 1, 2$ that when $\lambda_1 \neq \lambda_2$, $Cz = -(\lambda_1 + \lambda_2)Mz = cMz$ and then $Kz = -\lambda_1^2 Mz + \lambda_1(\lambda_1 + \lambda_2)Mz = \lambda_1(\lambda_2 - k)Mz$. If $\lambda_1, \lambda_2$ are semisimple then $0 \neq z^T Q'(\lambda_j)z = (2\lambda_j + c)z^T Mz$ ($Q'(\lambda)$ is the first derivative of $Q$ with respect to $\lambda$, that is $Q'(\lambda) = 2\lambda M + C$), which implies that $z^T Mz \neq 0$.

(ii) If $Cz = cMz$ and $Kz = kMz$ then $Q(\lambda_j)z = (\lambda_j^2 + \lambda_j c + k)Mz = 0, \ j = 1, 2$, from which the formula for $\lambda_{1,2}$ follows. 

Assume there exists a nonsingular matrix $G$ such that

$$Ge_n = z, \ G^T(Mz) = me_n, \ m = z^T Mz$$  

(4.5.1)

where $e_n$ is the last column of the $n$-by-$n$ identity matrix. Since $G$ and $M$ are nonsingular we must have $m \neq 0$, or equivalently, $z^T Mz \neq 0$ which by Lemma 4.5.1(i) holds when $\lambda_1$ and $\lambda_2$ are distinct and semisimple. Thus we have that

$$G^T MGe_n = G^T Mz = me_n.$$  

If $\lambda_1$ and $\lambda_2$ are distinct then by Lemma 4.5.1(i), $Cz = cMz$ and $Kz = kMz$, so that

$$G^T(\lambda^2 M + \lambda C + K)G = \lambda^2 \begin{bmatrix} \tilde{M} & 0 \\ 0 & m \end{bmatrix} + \lambda \begin{bmatrix} \tilde{C} & 0 \\ 0 & mc \end{bmatrix} + \begin{bmatrix} \tilde{K} & 0 \\ 0 & mk \end{bmatrix},$$  

(4.5.2)

where $c = -(\lambda_1 + \lambda_2)$ and $k = \lambda_1 \lambda_2$; thus $G$ deflates the two eigenvalues $\lambda_1$ and $\lambda_2$. Note that if $\lambda_1 = \lambda_2$ and, $Cz$ and $Kz$ are multiples of $Mz$ then, as long as $z^T Mz \neq 0$, $G$ in (4.5.1) deflates $\lambda_1$ and $\lambda_2$ from $Q$. It is easily seen from (4.5.2)
that in this case $\lambda_1(=\lambda_2)$ must be a defective eigenvalue with partial multiplicity 2.

We build the matrix $G$ in two steps. We begin by constructing a Householder reflector $H$ \[28\] such that

$$H(Mz) = \|Mz\|_2 e_n.$$ 

We then form $L = I_n + rs^T$, where $s^T e_n = 1$ and $r = \|Mz\|_m^2 Hz - e_n$, so that

$$Le_n = \frac{\|Mz\|_2}{m} Hz, \quad L^T e_n = e_n$$ 

since $r^T e_n = \|Mz\|_m^2 z^T He_n - 1 = \frac{z^T Mz}{m} - 1 = 0$. Hence

$$G = \frac{m}{\|Mz\|_2} HL \tag{4.5.3}$$

satisfies (4.5.1). It is shown in \[25\] that taking

$$s = e_n - \frac{1 + \sqrt{1 + r^T r}}{r^T r} r$$

minimizes the condition number $\kappa(L)$ of $L$ and that with this choice,

$$\kappa^2(G) = \kappa^2(L)^2 = \frac{\sqrt{1 + \|r\|_2^2 + \|r\|_2^2}}{\sqrt{1 + \|r\|_2^2}}$$

which is reasonably small as long as $\|r\|_2$ is not much smaller than 1. Using $\|Mz\|_2 He_n = Mz$ and the definition of $r$ we have that

$$\|r\|_2^2 = r^T r = (z^T M^2 z)(z^T z)/(z^T Mz)^2 - 1$$

showing that $\|r\|_2$ does not depend on the norm of $z$ or $M$. 
4.5.2 Linearly Independent Eigenvectors

When $x_1$ and $x_2$ are linearly independent there is clearly no nonsingular transformation mapping the full rank matrix $[x_1 \ x_2]$ to the rank-one matrix $[e_n \ e_n]$. The idea in this case is to build an SPT $T$ that transforms $Q(\lambda)$ with eigenpairs $(\lambda_j, x_j)$, $j = 1, 2$ to $Q_1(\lambda)$ with eigenpairs $(\lambda_j, z)$, $j = 1, 2$ that can then be deflated using the procedure described in Section 4.5.1. We only consider the case where $\lambda_1 \neq \lambda_2$. Indeed when the two eigenvalues are equal and $x_1$ is not parallel to $x_2$, $\lambda_1$ and $\lambda_2$ belong to two distinct Jordan blocks. In this case, the decoupling (4.5.2) cannot be achieved.

Since we aim to treat the deflation of real eigenpairs together with that of complex conjugate eigenpairs, we introduce the real matrices $\Lambda \in \mathbb{R}^{2 \times 2}$ and $X \in \mathbb{R}^{n \times 2}$ defined by

$$
\Lambda = \begin{cases} 
\begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} & \text{if } \lambda_1 \text{ and } \lambda_2 \text{ are real,} \\
\begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix} & \text{if } \lambda_1 = \bar{\lambda}_2 = \alpha + i\beta \text{ with } \beta \neq 0,
\end{cases}
$$

(4.5.4)

and

$$
X = \begin{cases} 
\begin{bmatrix} x_1 & x_2 \end{bmatrix} & \text{for real eigenpairs,} \\
\begin{bmatrix} u & v \end{bmatrix} & \text{for complex eigenpairs with } x_1 = \bar{x}_2 = u + iv.
\end{cases}
$$

(4.5.5)

We want to construct a class two elementary SPT $T = I_{2n} + \begin{bmatrix} ab^T \\ af^T \end{bmatrix}$ with $a, b, d, f, h \in \mathbb{R}^n$ and a nonzero vector $z \in \mathbb{R}^n$ (for simplicity we assume $\|z\|_2 = 1$).
such that
\[
\begin{bmatrix}
X \\
X
\end{bmatrix}
\begin{bmatrix}
\lambda_j \\
X
\end{bmatrix}
\begin{bmatrix}
X \\
X
\end{bmatrix}
\begin{bmatrix}
\lambda_j \\
X
\end{bmatrix}
\begin{bmatrix}
X \\
X
\end{bmatrix}
\]
\[
= \begin{bmatrix}
ze \\
\Lambda z
\end{bmatrix}
\begin{bmatrix}
ze \\
\Lambda z
\end{bmatrix}
\]
\[
\begin{bmatrix}
ze \\
\Lambda z
\end{bmatrix}
\begin{bmatrix}
ze \\
\Lambda z
\end{bmatrix}
\]
\[
(4.5.6)
\]
where \( e = \begin{bmatrix} 1 \end{bmatrix} \). This constraint means that
\[
T^{-1} \begin{bmatrix}
\lambda_j z_j \\
x_j\end{bmatrix}
\begin{bmatrix}
\lambda_j z_j \\
x_j\end{bmatrix}
= \begin{bmatrix}
z_j \\
\Lambda z_j
\end{bmatrix}
\begin{bmatrix}
z_j \\
\Lambda z_j
\end{bmatrix}
\]
\[
, \quad j = 1, 2.
\]
Hence if \( T \) transforms \( Q(\lambda) \) to \( Q_1(\lambda) \) then by Lemma 4.2.1(iii), \( Q_1(\lambda_j)z = 0, j = 1, 2 \). We rewrite (4.5.6) in terms of the \( 6n \) unknown vectors \( a, b, d, f, h, z \) as
\[
ze + (b^T z)a \Lambda + (d^T z)a e = X a,
\]
\[
ze + (f^T z)a e = X,
\]
and solve (4.5.7)–(4.5.8) for \( a, z \) and the scalars \( b^T z, d^T z, f^T z, h^T z \) as follows.

Let nonzero \( p, q \in \mathbb{R}^2 \) be such that
\[
e^T p = 0, \quad e^T A p = 1, \quad e^T q = 1, \quad e^T A q = 0.
\]
Since \( \lambda_1 \neq \lambda_2 \), it is easily seen that
\[
p = \gamma(\lambda_1 - \lambda_2)^{-1} \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad q = A p - (\lambda_1 + \lambda_2)p, \quad A q = -\lambda_1 \lambda_2 p,
\]
with \( \gamma = 1 \) for real eigenpairs and \( \gamma = i \) for complex eigenpairs. Multiplying (4.5.8) on the right by \( p \) yields \( (f^T z)a = X p \). Since the columns of \( X \) are linearly independent, we have that \( f^T z \neq 0 \). Now without loss of generality, we normalize \( a \) such that \( a^T a = 1 \). It follows that
\[
a = (f^T z)^{-1} X p, \quad f^T z = \|X p\|_2 \neq 0.
\]
(4.5.9)

Multiplying (4.5.7) on the right by \( p \) yields \( z + (b^T z)a = X A p \). If we choose to
normalize \( z \) such that \( e^T_\ell z = 1 \), where \( \ell \) is such that \( |e^T_\ell a| = \|a\|_\infty \) then

\[
b^T z = (e^T_\ell XA p - 1)/(e^T_\ell a), \quad z = XA p - (b^T z)a. \tag{4.5.10}
\]

Multiplying (4.5.7)–(4.5.8) on the right by \( q \) and on the left by \( e^T_\ell \) gives

\[
d^T z = (e^T_\ell XA q)/(e^T_\ell a), \quad h^T z = (e^T_\ell Xq - 1)/(e^T_\ell a). \tag{4.5.11}
\]

What is now left is the construction of \( V := [b \ d \ f \ h] \) such that \( z^TV = w^T \), where \( w^T = [b^T z \ d^T z \ f^T z \ h^T z] \), and \( VA = B \), since \( T \) is structure preserving (see Section 4.2.1), where \( B = -[Ma \ Ca \ Ka] \) and \( A \) is as in (4.4.2) with \( \alpha_M = a^T Ma \), \( \alpha_C = a^T Ca \neq 0 \) and \( \alpha_K = a^T Ka \). We know from Theorem 4.4.1 that a solution \( V \) to \( VA = B \), \( z^TV = w^T \) exists if and only if

\[
w^T A = z^T B. \tag{4.5.12}
\]

The next lemma, crucial for the deflation process, provides a necessary and sufficient condition on the eigenpairs \((\lambda_j, x_j)\), \( j = 1, 2 \) for (4.5.12) to hold.

**Lemma 4.5.2.** The relation \( w^T A = z^T B \) holds if and only if the eigenpairs \((\lambda_1, x_1)\) and \((\lambda_2, x_2)\) of \( Q(\lambda) \) satisfy

\[
x_1^T Q'(\lambda_1)x_1 = \epsilon x_2^T Q'(\lambda_2)x_2 \tag{4.5.13}
\]

with \( \epsilon = -1 \) for real eigenpairs and \( \epsilon = 1 \) for complex conjugate eigenpairs.

**Proof.** Tedious calculations left to Section 4.8 show that the row vector \( g^T \) in \( w^T A - z^T B \) has the form

\[
g^T = \gamma(x_1^T Q'(\lambda_1)x_1 - \epsilon x_2^T Q'(\lambda_2)x_2)[1 \ c \ k],
\]
where $\gamma$ is a nonzero scalar, $c = -(\lambda_1 + \lambda_2)$, $k = \lambda_1\lambda_2$, $\epsilon = -1$ for real eigenpairs and $\epsilon = 1$ for complex eigenpairs. \qed

For real eigenpairs, the condition (4.5.13) implies that $\lambda_1$ and $\lambda_2$ must have opposite type, (the type of a real eigenvalue $\lambda$ of $Q(\lambda)$ with associated eigenvector $x$ being the sign of $x^TQ'(\lambda)x = 2\lambda xx^TMx + x^TCx$). Note that this is to be expected from the theory of Hermitian matrix polynomials since for a symmetric quadratic with $2r$ distinct real eigenvalues, $r$ of them are of positive type and $r$ of them are of negative type (see [27] or [49, Appendix]). Hence when deflating two real eigenpairs, one must be of positive type and the other of negative type. Under this condition, (4.5.13) is achieved with the scaling

$$x_1 \leftarrow x_1/\sqrt{|x_1^TQ'(\lambda_1)x_1|}, \quad x_2 \leftarrow x_2/\sqrt{|x_2^TQ'(\lambda_2)x_2|}$$

as long as both $\lambda_1$ and $\lambda_2$ are semisimple, so that $x_j^TQ'(\lambda_j)x_j \neq 0$, $j = 1, 2$.

For complex conjugate eigenpairs, (4.5.13) is achieved with the scaling

$$x_1 \leftarrow x_1/\sqrt{x_1^TQ'(\lambda_1)x_1}, \quad x_2 = \bar{x}_1$$

if $x_1^TQ'(\lambda_1)x_1 \neq 0$ and no scaling otherwise. (Note here the use of "$T$" rather than "$\ast$".)

With the above scaling, Lemma 4.5.2 together with Theorem 4.4.1 tells us that the equations $VA = B$ and $z^TV = w^T$ have the solutions

$$V = \left(I - \frac{zz^T}{z^Tz}\right)BA^+ + U(I - AA^+) + \frac{z}{z^Tz}w^T, \quad (4.5.14)$$

where $U \in \mathbb{R}^{n \times 4}$ is any matrix such that $z^TU = 0$. It follows that (4.5.9)–(4.5.11) and (4.5.14) define a family of class two elementary SPTs $T$ transforming $Q(\lambda)$ with eigenpairs $(\lambda_j, x_j)$ to $Q_1(\lambda)$ with eigenpairs $(\lambda_j, z)$, $j = 1, 2$. Identifying which
solution minimizes the condition number $\kappa_2(T) = \|T\|_2\|T^{-1}\|_2$ remains an open problem.

4.6 Deflation for Nonsymmetric Quadratics

The deflation procedure described in Section 4.5 extends to the case where $M, C,$ and $K$ are nonsymmetric. We denote by $(\lambda_j, x_{Rj}, x_{Lj}), j = 1, 2$ the two eigentriples to be deflated from $Q(\lambda)$ with $(\lambda_2, x_{R2}, x_{L2}) = (\tilde{\lambda}_1, \tilde{x}_{R1}, \tilde{x}_{L1})$ when $\text{Im}(\lambda_1) \neq 0$. In contrast with the symmetric deflation procedure we use equivalence transformations rather than congruence transformations since we do not need to preserve symmetry. Three situations must be considered.

4.6.1 Parallel Left Eigenvectors and Parallel Right Eigenvectors

Without loss of generality let us assume in this case that $x_{L1} = x_{L2} \equiv z_L$ and $x_{R1} = x_{R2} \equiv z_R$ with $z_L, z_R \in \mathbb{R}^n$ so that

$$z_L^T Q_1(\lambda_j) = 0, \quad Q_1(\lambda_j) z_R = 0, \quad j = 1, 2, \quad (4.6.1)$$

since both the left and right eigenvectors are parallel, $Q_1 = Q$. As in Lemma 4.5.1 it is easily shown that if (4.6.1) holds with $\lambda_1 \neq \lambda_2$ then

$$C_1 z_R = c M_1 z_R, \quad K_1 z_R = k M_1 z_R, \quad (4.6.2)$$

$$z_L^T C_1 = cz_L^T M_1, \quad z_L^T K_1 = k z_L^T M_1, \quad (4.6.3)$$
where \( c = -(\lambda_1 + \lambda_2) \) and \( k = \lambda_1 \lambda_2 \). Moreover if \( \lambda_1 \) and \( \lambda_2 \) are semisimple then \( z_L^T M z_R \neq 0 \). Suppose there exist nonsingular matrices \( G_L \) and \( G_R \) such that

\[
G_L^T M z_R = me_n, \quad G_L e_n = z_L, \quad (4.6.4) \\
G_R^T M^T z_L = me_n, \quad G_R e_n = z_R, \quad (4.6.5)
\]

where \( m = z_L^T M z_R \). (The left (right) transformation \( G_L \) (\( G_R \)) depends on the right (left) eigenvector.) Since \( M, G_L, \) and \( G_R \) are nonsingular we must have \( m \neq 0 \) which is guaranteed when \( \lambda_1 \) and \( \lambda_2 \) are distinct and semisimple. With \( G_L \) and \( G_R \) satisfying (4.6.4) and (4.6.5) we have

\[
G_L^T M G_R e_n = G_L^T M z_R = me_n, \quad e_n G_L^T M G_R = z_L^T M G_R = me_n^T
\]

and on using (4.6.2)–(4.6.5) it follows that

\[
G_L^T (M, C, K) G_R = \begin{pmatrix}
\begin{bmatrix}
\tilde{M} & 0 \\
0 & m
\end{bmatrix}, & \begin{bmatrix}
\tilde{C} & 0 \\
0 & mc
\end{bmatrix}, & \begin{bmatrix}
\tilde{K} & 0 \\
0 & mk
\end{bmatrix}
\end{pmatrix}.
\]

(4.6.6)

If we let \( u_L = M z_R \) and \( u_R = M^T z_L \), the matrices \( G_L \) and \( G_R \) can be taken in the form

\[
G_S = \frac{m}{\|u_S\|_2} H_S L_S, \quad S = L, R,
\]

where \( H_S \) is a Householder reflector such that \( H_S u_S = \|u_S\|_2 e_n \) and \( L_S = I_n - r_S s_S^T \)

with

\[
r_S = \frac{\|u_S\|_2}{m} H_S z_S - e_n, \quad s_S = e_n - \frac{1 + \sqrt{1 + r_S^T r_S}}{r_S^T r_S} r_S
\]

so that

\[
L_S e_n = \frac{\|u_S\|_2}{m} H_S z_S, \quad L_S^T e_n = e_n.
\]
Thus it is easy to check that the pair \((G_L, G_R)\) satisfies (4.6.2) and (4.6.3) and therefore deflates \(\lambda_1\) and \(\lambda_2\) from \(Q\).

#### 4.6.2 Non Parallel Left Eigenvectors and Non Parallel Right Eigenvectors

Our aim, as for the symmetric case, is to build a class two elementary SPT \((T_L, T_R)\), with \(T_L\) not necessarily equal to \(T_R\), that transforms \(Q(\lambda)\) to a new quadratic \(Q_1(\lambda)\) for which \(\lambda_1\) and \(\lambda_2\) share the same left eigenvector \(z_L\) and the same right eigenvector \(z_R\). In order to apply the deflation process of Section 4.6.1, we assume that \(\lambda_1\) and \(\lambda_2\) are semisimple and distinct. When \(\lambda_1 = \lambda_2\) with linearly independent eigenvectors then \(\lambda_1\) and \(\lambda_2\) belong to two distinct Jordan blocks and the decoupling (4.6.6) cannot be achieved.

Let \(T_S\) be such that

\[
T_S^{-1} \begin{bmatrix} X_S A_S \\ X_S \end{bmatrix} = \begin{bmatrix} z_S e^T A_S \\ z_S e^T \end{bmatrix},
\]

(4.6.7)

with \(A_L = A^T\) and \(A_R = A\) where \(A, X_L, \) and \(X_R\) are formed as in (4.5.4) and (4.5.5), and \(e = [1]\). If the pair \((T_L, T_R)\) is structure preserving and transforms \(Q(\lambda)\) to \(Q_1(\lambda)\) then the constraint (4.6.7) for \(S = L\) and \(S = R\) together with Lemma 4.2.1(iv) implies that \(z_L^T Q_1(\lambda_j) = 0\) and \(Q_1(\lambda_j) z_R = 0, j = 1, 2\).

Now if we choose \(T_S\) to have the form (4.2.1) then with the following normalizations of \(a_S\) and \(z_S\),

\[
a_S^T a_S = 1, \quad e_{\ell_S}^T z_S = 1, \quad |e_{\ell_S}^T a_S| = \|a_S\|_{\infty},
\]

(4.6.8)

we obtain in a similar way to the symmetric case described in Section 4.5.2, that
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under the constraint (4.6.7),

\[ f_T^S z_S = \|X_S p_S\|_2 \neq 0, \quad a_S = (f_T^S z_S)^{-1} X_S p_S, \]
\[ b_T^S z_S = (e_{T_s}^T X_S A_S p_S - 1)/(e_{T_s}^T a_S), \quad z_S = X_S A_S p_S - (b_T^S z_S) a_S, \]
\[ d_T^S z_S = (e_{T_s}^T X_S A_S q_S)/(e_{T_s}^T a_S), \quad h_T^S z_S = (e_{T_s}^T X_S q_S - 1)/(e_{T_s}^T a_S), \]

where \( p_S, q_S \in \mathbb{R}^2 \) are such that

\[ e_T^P p_S = 0, \quad e_T^T A_S p_S = 1, \quad e_T^T q_S = 1, \quad e_T^T A_S q_S = 0. \]

Assuming that \( a_T^T C a_R \neq 0 \), the class two elementary SPT \((T_L, T_R)\) is completely determined if we can find two matrices \( V_L, V_R \in \mathbb{R}^{n \times 4} \) of the form \([b_S \quad d_S \quad f_S \quad h_S]\) with \( S = L, R \) such that

\[ V_L A = B_R, \quad z_L^T V_L = w_L^T, \quad (4.6.10) \]
\[ V_R A = B_L, \quad z_R^T V_R = w_R^T, \quad (4.6.11) \]

where \( A \in \mathbb{R}^{4 \times 3} \) and \( B \in \mathbb{R}^{2n \times 3} \) are as in (4.4.2) and \( w_S = [b_T^S z_S \quad d_T^S z_S \quad f_T^S z_S \quad h_T^S z_S] \), \( S = L, R \). From Theorem 4.4.1, a solution \( V_L \) to (4.6.10) and a solution \( V_R \) to (4.6.11) exist if and only if \( w_L^T A = Z_L^T B_R \) and \( w_R^T A = Z_R^T B_L \).

**Lemma 4.6.1.** The relations

\[ w_L^T A - Z_L^T B_R = 0, \quad w_R^T A - Z_R^T B_L = 0 \]

hold if and only if the eigentriples \((\lambda_1, x_{R1}, x_{L1})\) and \((\lambda_2, x_{R2}, x_{L2})\) of \( Q(\lambda) \) satisfy

\[ x_{L1}^T Q'(\lambda_1) x_{R1} = \epsilon x_{L2}^T Q'(\lambda_2) x_{R2}, \quad x_{L1}^T Q'(\lambda_2) x_{R2} = \epsilon x_{L2}^T Q'(\lambda_1) x_{R1}, \quad (4.6.12) \]

with \( \epsilon = -1 \) for real eigentriples and \( \epsilon = 1 \) for complex conjugate eigentriples.
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Proof. Let $g_L^T = w_L^TA - Z_L^TB_R$ and $g_R^T = w_R^TA - Z_R^TB_L$. Calculations along the same lines as those presented in Section 4.8 for the symmetric case show that for real eigentriples,

$$
g_L^T = \gamma_L (\xi_1 + \xi_2 - \xi_3 - \xi_4) [1, c, k],
g_R^T = \gamma_R (\xi_1 + \xi_2 - \xi_5 - \xi_6) [1, c, k],
$$

where $\gamma_L$ and $\gamma_R$ are nonzero scalars, $c = -(\lambda_1 + \lambda_2)$, $k = \lambda_1 \lambda_2$ and

$$
\begin{align*}
\xi_1 &= x_{L1}^TQ(\lambda_1)x_{R1}, & \xi_3 &= x_{L1}^TQ(\lambda_1)x_{R2}, & \xi_5 &= x_{L1}^TQ(\lambda_2)x_{R2}, \\
\xi_2 &= x_{L2}^TQ(\lambda_2)x_{R2}, & \xi_4 &= x_{L2}^TQ(\lambda_2)x_{R1}, & \xi_6 &= x_{L2}^TQ(\lambda_1)x_{R1}.
\end{align*}
$$

From $x_{L1}^TQ(\lambda_j)x_{R2} = 0$, $j = 1, 2$ we find that $x_{L1}^TCx_{R2} = -(\lambda_1 + \lambda_2)x_{L1}^TMx_{R2}$, from which it follows that $x_{L1}^TQ(\lambda_1)x_{R2} = -x_{L1}^TQ(\lambda_2)x_{R2}$, that is, $\xi_3 = -\xi_5$. In an analogous way we find that $x_{L2}^TQ(\lambda_2)x_{R1} = -x_{L2}^TQ(\lambda_2)x_{R1}$, that is, $\xi_4 = -\xi_6$. Hence, $g_L = g_R = 0$ if and only if $\xi_1 + \xi_2 = 0$ and $\xi_5 + \xi_6 = 0$.

For complex conjugate eigentriples, we find that

$$
g_L^T = \overline{\gamma}_L (i\xi_7 - i\xi_8 + \xi_5 + \xi_6) [1, c, k],
g_R^T = \overline{\gamma}_R (i\xi_1 - i\xi_2 + \xi_5 + \xi_6) [1, c, k],
$$

where $\overline{\gamma}_L$ and $\overline{\gamma}_R$ are nonzero complex scalars, $\xi_j$, $j = 1, 2, 5, 6$ are defined in (4.6.13) and $\xi_7 = x_{L1}^TQ(\lambda_2)x_{R1}$, $\xi_8 = x_{L2}^TQ(\lambda_1)x_{R2}$. Using $x_{L1}^*Q(\lambda_j)x_{R2} = 0$, $j = 1, 2$ it is easily shown that $x_{L1}^*Q(\lambda_1)x_{R2} = -x_{L1}^*Q(\lambda_2)x_{R2}$ which, by taking the conjugate, becomes $\xi_7 = -\xi_1$. We show similarly that $\xi_8 = -\xi_2$. Hence, $g_L = g_R = 0$ if and only if $\xi_1 - \xi_2 = 0$ and $\xi_5 + \xi_6 = 0$ which completes the proof. \qed

The assumption that $\lambda_1$ and $\lambda_2$ are semisimple implies that the terms on the left-hand side for real eigentriples and the terms on the right-hand side relation
in (4.6.12) for complex conjugate eigentriple are nonzero. $x^T_{Lj} Q'(\lambda_j) x_{Rj} = 0$ or $x^T_{Lj} Q'(\lambda_k) x_{Rk} = 0$, $j \neq k$, then a scaling similar to that described after Lemma 4.5.2 can be applied to ensure that (4.6.12) holds. When both $x^T_{L1} Q'(\lambda_1) x_{R1}$ and $x^T_{L1} Q'(\lambda_2) x_{R2}$ are nonzero, we let

$$\rho_1 = \frac{x^T_{L2} Q'(\lambda_2) x_{R2}}{x^T_{L1} Q'(\lambda_1) x_{R1}}, \quad \rho_2 = \frac{x^T_{L2} Q'(\lambda_1) x_{R1}}{x^T_{L1} Q'(\lambda_2) x_{R2}}.$$

Thus for real eigentriple, (4.6.12) can be achieved for an appropriate scaling of the eigenvectors only if $\text{sign}(\rho_1) = \text{sign}(\rho_2)$, in which case we can apply the scaling

$$x_{L1} \leftarrow |\rho_1|^{1/2} x_{L1}, \quad x_{R1} \leftarrow |\rho_1|^{1/2} x_{R1},$$

$$x_{L2} \leftarrow |\rho_2|^{-1/2} x_{L2}, \quad x_{R2} \leftarrow |\rho_2|^{1/2} x_{R2}. \quad (4.6.14)$$

When the left and right eigenvectors are scaled so that (4.6.12) holds, Lemma 4.6.1 and Theorem 4.4.1 tell us that the set of solutions to (4.6.10) and (4.6.11) is given by

$$V_L = \left( I - \frac{z_L z_L^T}{z_L z_L} \right) B_R A^+ + U_L (I - A A^+) + \frac{z_L}{z_L z_L} w_L^T,$$

$$V_R = \left( I - \frac{z_R z_R^T}{z_R z_R} \right) B_L A^+ + U_R (I - A A^+) + \frac{z_R}{z_R z_R} w_R^T,$$

where $U_L, U_R \in \mathbb{R}^{n \times m}$ are any matrices such that $z_S^T U_S = 0$, $S = L, R$.

The matrices $V_L$ and $V_R$ together with $a_L$ and $a_R$ in (4.6.9) define an SPT $(T_L, T_R)$ that transforms $Q(\lambda)$ into $Q_1(\lambda)$ such that (4.6.1) holds.
4.6.3 Non Parallel Left (Right) Eigenvectors and Parallel Right (Left) Eigenvectors

When for example rank([\(x_L^1, x_L^2\)]) = 1 and rank([\(x_R^1, x_R^2\)]) = 2 we might want to look for an SPT of the form \((I_{2n}, T_R)\) with \(T_R\) a class two elementary SPT, since the left eigenvectors are already parallel to each other. Unfortunately, the pair \((I_{2n}, T_R)\) is not structure preserving. We can however still use the procedure described in Section 4.6.2 to map \((\lambda_j, x_{Rj}, x_{Lj})\) to \((\lambda_j, z_{R}, z_{L})\), \(j = 1, 2\) as long as we make sure that after the scaling (4.6.14), the vector \(X_{LPL}\) is nonzero so that \(a_L\) in (4.6.9) is defined. If \(X_{LPL} = 0\) then we replace \(x_{L1}\) by \(\gamma x_{L1}\) and \(x_{R1}\) by \(\gamma x_{R1}\), where \(\gamma = -1\) for real eigentriples and \(\gamma = i\) for complex conjugate eigenpairs so that (4.6.14) still holds but \(X_{LPL}\) is nonzero.

4.7 Numerical Experiments

We now describe some numerical experiments designed to give insight into our deflation procedure. It is not our aim to investigate the numerical stability properties of the procedure. This is a separate issue that will be addressed in future work.

In all our experiments we take \(U = 0\) in (4.4.4).

Experiment 1. Our first example is a 2 × 2 quadratic \(Q(\lambda) = \lambda^2 M + \lambda C + K\) defined by

\[
M = \begin{bmatrix} 2 & -1 \\ -1 & 3 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad K = \begin{bmatrix} 3 & 2 \\ 2 & 3 \end{bmatrix}
\]

(4.7.1)

with \(\Lambda(Q) = \{-0.34 \pm 1.84i, 0.14 \pm 0.51i\}\) to two decimal places. Note that \(M^{-1}C\) does not commute with \(M^{-1}K\) thus \(Q(\lambda)\) is not proportionally damped. Therefore the system cannot be decoupled by a 2 × 2 congruence transformation directly applied to \(Q(\lambda)\).
Table 4.1: Relative magnitude of the off-diagonal elements of the deflated quadratic $Q_2(\lambda) = \lambda^2 M_2 + \lambda C_2 + K_2$ experiment 2 and condition number of the transformations.

<table>
<thead>
<tr>
<th>Deflated eigenvalues</th>
<th>off($M_2$)</th>
<th>off($C_2$)</th>
<th>off($K_2$)</th>
<th>$\kappa_2(T_L)$</th>
<th>$\kappa_2(T_R)$</th>
<th>$\kappa_2(G_L)$</th>
<th>$\kappa_2(G_R)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real</td>
<td>3.0e-15</td>
<td>1.7e-13</td>
<td>1.6e-13</td>
<td>6.0e+5</td>
<td>2.0e+2</td>
<td>3.6e+1</td>
<td>3.3e+0</td>
</tr>
<tr>
<td>Complex</td>
<td>2.0e-16</td>
<td>1.4e-14</td>
<td>5.6e-14</td>
<td>1.8e+3</td>
<td>4.5e+1</td>
<td>1.0</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Given the pair of complex conjugate eigenvalues $\lambda_{1,2} = -0.34 \pm 1.84i$ and their associated eigenvectors our symmetric deflation procedure, decouples $Q(\lambda)$ into

$$
\lambda^2 \begin{bmatrix}
5.6 & 2.0e-16 \\
2.0e-16 & -1.4e-1
\end{bmatrix}
+ \lambda \begin{bmatrix}
-1.6 & -9.4e-16 \\
-9.4e-16 & -9.3e-2
\end{bmatrix}
+ \begin{bmatrix}
1.6 & -9.8e-17 \\
-9.8e-17 & -4.8e-1
\end{bmatrix}
$$

to two significant digits with $\kappa_2(T) = 7.9$ and $\kappa_2(G) \approx 1$.

Experiment 2. Our second example is a $2 \times 2$ quadratic matrix polynomial arising in the study of the dynamic behaviour of a bicycle [60]. The coefficient matrices are nonsymmetric. They can be generated using the NLEVP MATLAB toolbox [12] via `nlevp('bicycle')`. This quadratic has two real eigenvalues, $\lambda_1 = -0.32$ and $\lambda_2 \approx -14$ and two complex conjugate eigenvalues $-0.78 \pm 4.5i$. Table 4.1 shows that the left and right transformations corresponding to the deflation of the complex conjugate eigentriples have a smaller condition number than that used for the deflation of the real eigentriples. The large condition number of $T_L$ in the real case affects the size of the off-diagonal elements of the deflated quadratic. Here $\text{off}(E) = \|E - \text{diag}(E)\|_2/\|E\|_2$, $E = M_2, C_2, K_2$.

Experiment 3. Our next example is a $4 \times 4$ hyperbolic symmetric quadratic eigenvalue problem generated as in [33, Sec. 6]. The eigenvalues, real since the quadratic is hyperbolic, are uniformly distributed between 1 and 8. Since this problem is overdamped, the eigenvalues are real and if we order them increasingly
Table 4.2: Condition numbers of the SPTs $T$ and deflating transformations $G$ for different pairs of eigenvalues for experiment 4.

<table>
<thead>
<tr>
<th>$\kappa_2(T)$</th>
<th>$(\lambda_1, \lambda_3)$</th>
<th>$(\lambda_1, \lambda_6)$</th>
<th>$(\lambda_1, \lambda_7)$</th>
<th>$(\lambda_1, \lambda_8)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.62e+1</td>
<td>1.43e+3</td>
<td>4.14e+2</td>
<td>7.15e+1</td>
<td></td>
</tr>
<tr>
<td>2.09e+0</td>
<td>6.41e+0</td>
<td>1.61e+0</td>
<td>4.61e+0</td>
<td></td>
</tr>
</tbody>
</table>

then $\lambda_1, \ldots, \lambda_4$ have negative type and $\lambda_5, \ldots, \lambda_8$ have positive type [9, Proof of Thm. 1]. Any pairs $(\lambda_j, \lambda_k)$ with $1 \leq j \leq 4$ and $5 \leq k \leq 8$ can be deflated from the quadratic. Table 4.2 displays the condition numbers of the SPT $T$ and deflating transformation $G$ for different pairings. It shows that the choice of pairings affects the conditioning of the transformations.

**Experiment 4.** We now consider a symmetric quadratic eigenvalue problem coming from a model describing the motion of a beam simply supported at both ends and damped at the midpoint. This quadratic can be generated via the command `nlevp('damped_beam',nele)`, where `nele` is the number of finite elements. It is shown in [42, Thm. A1] that the damped problem $Q(\lambda) = \lambda^2M + \lambda C + K$ and the undamped problem $Q_u(\lambda) = \lambda^2M + K$ have $n$ eigenvalues and $n$ eigenvectors in common: those corresponding to the anti-symmetric modes. Because $M$ and $K$ are positive definite, the eigenvalues of $Q_u(\lambda)$ are pure imaginary; they come in pairs $(\lambda, \bar{\lambda})$, each pair sharing the same eigenvector.

We computed the $n$ eigenpairs corresponding to the anti-symmetric modes of $Q_u(\lambda)$ using MATLAB function `eig` with the option `'chol'` and deflated all of them from $Q(\lambda)$ using the procedure described in section 4.5.1. Let

$$\tilde{Q}(\lambda) = G^T acc Q(\lambda) G acc = \lambda^2 \tilde{M} + \lambda \tilde{C} + \tilde{K}$$

be the deflated quadratic, where $G acc$ is the matrix which accumulates the product of the $n/2$ deflating transformations of the form (4.5.3) and $\tilde{M}, \tilde{C}, \tilde{K}$ are block
Table 4.3: Scaled residuals and condition numbers for transformations in Experiment 4.

<table>
<thead>
<tr>
<th>n</th>
<th>res(M)</th>
<th>res(C)</th>
<th>res(K)</th>
<th>$\kappa_2(G_{acc})$</th>
<th>$\kappa_2(U)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>3.07e-15</td>
<td>4.63e-18</td>
<td>3.90e-16</td>
<td>1.69e+1</td>
<td>1.52e+1</td>
</tr>
<tr>
<td>16</td>
<td>5.52e-15</td>
<td>5.08e-17</td>
<td>3.59e-15</td>
<td>4.47e+1</td>
<td>3.79e+1</td>
</tr>
<tr>
<td>32</td>
<td>1.34e-13</td>
<td>3.15e-16</td>
<td>1.68e-14</td>
<td>9.57e+1</td>
<td>7.84e+1</td>
</tr>
<tr>
<td>64</td>
<td>3.22e-12</td>
<td>6.09e-15</td>
<td>3.56e-14</td>
<td>1.95e+2</td>
<td>1.57e+2</td>
</tr>
</tbody>
</table>

$2 \times 2$ diagonal with $(n/2) \times (n/2)$ blocks, the lower block being diagonal. Table 4.3 displays the scaled residuals $\text{res}(M)$, $\text{res}(C)$, and $\text{res}(K)$, where

$$\text{res}(E) = \frac{\| G_{acc}^T E G_{acc} - \tilde{E} \|_2}{\| G_{acc} \|_2 \| E \|_2 + \| \tilde{E} \|_2},$$

and the 2-norm condition numbers $\kappa_2(G_{acc})$ for different values of $n = 2 \times \text{nele}$.

The quadratic of the beam problem can be block diagonalized as (see [42, Appendix A1])

$$U^T Q(\lambda) U = \begin{bmatrix} \lambda^2 M_1 + \lambda D_1 + K_1 & 0 \\ 0 & \lambda^2 M_2 + K_2 \end{bmatrix},$$

where $U$ is orthogonal, $M_2$ and $K_2$ are both symmetric positive definite and $\lambda^2 M_2 + K_2$ contains the anti-symmetric modes. The last column of Table 4.3 displays the condition number of the transformation $U$ that block diagonalizes $\lambda^2 M_2 + K_2$. As a comparison, we note that $\kappa_2(G_{acc})$ is not much larger than $\kappa_2(U)$.

### 4.8 Proof of Lemma 4.5.2, Symmetric Quadratics

In this section we give the proof of Lemma 4.5.2. We start by recalling the notation. Let $(\lambda_1, x_1)$ and $(\lambda_2, x_2)$ be two eigenpairs of a symmetric quadratic $Q(\lambda) = \lambda^2 M + \lambda C + K$ such that $\lambda_1 \neq \lambda_2$. For real eigenpairs let $\Lambda = \text{diag}(\lambda_1, \lambda_2)$ and let $X = [x_1 \ x_2]$. For complex conjugate eigenpairs let $\Lambda = \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix}$ and $X = [u \ v]$. 
where \( \lambda_1 = \bar{\lambda}_2 = \alpha + i\beta, \beta \neq 0 \) and \( x_1 = \bar{x}_2 = u + iv \). Let

\[
p = \gamma(\lambda_1 - \lambda_2)^{-1} \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad q = \Lambda p - (\lambda_1 + \lambda_2)p
\]

with \( \gamma = 1 \) for real eigenpairs and \( \gamma = i \) for complex eigenpairs and let

\[
f^T z = \|Xp\|_2 \neq 0, \quad a = (f^T z)^{-1}Xp,
\]
\[
b^T z = (e_\ell^T XAp - 1)/(e_\ell^T a), \quad z = XAp - (b^T z)a,
\]
\[
d^T z = (e_\ell^T XAq)/(e_\ell^T a), \quad h^T z = (e_\ell^T Xq - 1)/(e_\ell^T a),
\]

where \( \ell \) is such that \( a_\ell = e_\ell^T a \neq 0 \). Define

\[
A = \begin{bmatrix}
\alpha_M & \frac{1}{2}\alpha_C & 0 \\
0 & \alpha_M & \frac{1}{2}\alpha_C \\
\frac{1}{2}\alpha_C & \alpha_K & 0 \\
0 & \frac{1}{2}\alpha_C & \alpha_K
\end{bmatrix}, \quad B = - \begin{bmatrix} Ma & Ca & Ka \end{bmatrix}, \quad V = \begin{bmatrix} b & d & f & h \end{bmatrix}, \quad w^T = \begin{bmatrix} b^T z & d^T z & f^T z & h^T z \end{bmatrix},
\]

where \( \alpha_M = a^T Ma, \alpha_C = a^T Ca \) and \( \alpha_K = a^T Ka \). The next lemma contains useful relations.

**Lemma 4.8.1.** The following relations hold.

\[
x_1^T Cx_2 = c x_1^T Mx_2, \quad (4.8.1)
\]
\[
x_1^T Kx_2 = k x_1^T Mx_2, \quad (4.8.2)
\]
\[
d^T z = -k f^T z, \quad (4.8.3)
\]
\[
h^T z - b^T z = c f^T z, \quad (4.8.4)
\]

where \( c = -(\lambda_1 + \lambda_2) \) and \( k = \lambda_1\lambda_2 \). In addition, for any symmetric matrix \( E \) we
have

\[ a^T E a = \alpha_E = (f^T z)^{-2} p^T X^T E X p, \]  
\[ z^T E a = (f^T z)^{-1} p^T A^T X^T E X p - (b^T z)(f^T z)^{-2} p^T X^T E X p, \]

with

\[ p^T X^T E X p = \begin{cases} 
\mu(x_1^T E x_1 + x_2^T E x_2 - 2x_1^T E x_2) & \text{for real eigenpairs}, \\
\frac{\mu}{2}(i x_1^T E x_1 - i x_2^T E x_2 + 2 x_1^T E x_2) & \text{otherwise},
\end{cases} \]

\[ p^T A^T X^T E X p = \begin{cases} 
\mu(\lambda_1 x_1^T E x_1 + \lambda_2 x_2^T E x_2 + cx_2^T E x_1) & \text{for real eigenpairs}, \\
\frac{\mu}{4}(i \lambda_1 x_1^T E x_1 - i \lambda_2 x_2^T E x_2 - cx_2^T E x_1) & \text{otherwise},
\end{cases} \]

where \( \mu = (\lambda_1 - \lambda_2)^{-2} \neq 0 \) is defined since \( \lambda_1 \neq \lambda_2 \).

**Proof.** The relations (4.8.1) and (4.8.2) follow from \( x_1^T Q(\lambda_1)x_2 = x_2^T Q(\lambda_1)x_1 = 0 \) and \( x_1^T Q(\lambda_2)x_2 = 0 \). The relations (4.8.3)–(4.8.6) follow from the definition of \( p \), \( q \), \( a \) and \( z \) and (4.8.7)–(4.8.8) follow from the definition of \( A \) and \( X \) and \( p \).

With these relations in hand we can now prove the formula for \( g^T = w^T A - z^T B \) in Lemma 4.5.2. From the definition of \( A \), \( B \) \( w \) and \( z \) we find that

\[
g = \begin{bmatrix}
(b^T z)\alpha_M + \frac{1}{2}(f^T z)\alpha_C + z^T M a \\
\frac{1}{2}(d^T z)\alpha_C + (d^T z)\alpha_M + (f^T z)\alpha_k + \frac{1}{2}(h^T z)\alpha_C + z^T C a \\
\frac{1}{2}(d^T z)\alpha_C + \alpha_k h^T z + z^T K a
\end{bmatrix}.
\]

Using (4.8.5) with \( E = M \) and \( E = C \) and (4.8.6) with \( E = M \) we obtain that the first component of \( g \) satisfies

\[ 2(f^T z)g_1 = p^T X^T C X p + 2p^T A^T X^T M X p. \]
In a similar way we find that the other components of $g$ satisfy

$$2(f^T z)g_2 = cp^T XCXp - 2kp^T XMXp + 2p^T A^T X^T CXp + 2p^T KXp,$$

$$2(f^T z)g_3 = -kp^T X^T CXp + 2cp^T CXp + 2p^T A^T X^T KXp.$$

Using (4.8.7) and (4.8.8) with $E = M, C$ and $K$ and the relations (4.8.1)–(4.8.4) we find that for real eigenpairs,

$$2(f^T z)g^T = \mu (x_1^T Q'(\lambda_1)x_1 + x_2^T Q'(\lambda_2)x_2) \begin{bmatrix} 1 & c & k \end{bmatrix},$$

and that for complex conjugate eigenpairs,

$$2(f^T z)g^T = \frac{i}{4} \mu (x_1^T Q'(\lambda_1)x_1 - x_2^T Q'(\lambda_2)x_2) \begin{bmatrix} 1 & c & k \end{bmatrix}.$$

### 4.9 Proof of Lemma 4.6.1, Nonsymmetric Quadratics

We start by recalling the notation. In the real case $(\lambda_1, x_{L1}, x_{R1})$ and $(\lambda_2, x_{L2}, x_{R2})$ are two real eigentriples of a nonsymmetric quadratic $Q(\lambda) = \lambda^2 M + \lambda C + K$ such that $\lambda_1 \neq \lambda_2$. Since the eigenpairs are real let $A = \text{diag}(\lambda_1, \lambda_2)$ and let $X_L = [x_{L1} \ x_{L2}]$, and $X_R = [x_{R1} \ x_{R2}]$.

In the complex case we have two complex conjugate eigentriples $(\lambda_1, x_{L1}, x_{R1})$ and $(\lambda_2, x_{L2}, x_{R2})$ (where $\lambda_2 = \bar{\lambda}_1$) and let $A = \begin{bmatrix} \alpha & \beta \\ -\beta & \alpha \end{bmatrix}$ and $X_S = [u_S \ v_S]$, $S = L, R$, where $\lambda_1 = \bar{\lambda}_2 = \alpha + i\beta$, $\beta \neq 0$ and

$$X_S = \begin{bmatrix} x_{S1} \\ x_{S2} \end{bmatrix} = \begin{bmatrix} u_S + iv_S \\ u_S - iv_S \end{bmatrix}, \ S = L, R.$$
\[ x_1 = \bar{x}_2 = u + iv. \] Let

\[ p = \gamma(\lambda_1 - \lambda_2)^{-1} \begin{bmatrix} 1 \\ -1 \end{bmatrix} = p_L, \quad q = \Lambda p - (\lambda_1 + \lambda_2)p \]

with \( \gamma = 1 \) for real eigenpairs \( p = p_R = p_L \) and \( \gamma = i \) for complex eigenpairs (with \( p_R = -p_L \)) and let

\[ f^T_S z_S = \|X_S p_S\|_2 \neq 0, \quad a_S = (f^T_S z_S)^{-1} X_S p_S, \]
\[ b^T_S z_S = (e^T_{\ell_S} X_S \Lambda_S p_S - 1)/(e^T_{\ell_S} a_S), \quad z_S = X_S \Lambda_S p_S - (b^T_S z_S) a_S, \]
\[ d^T_S z_S = (e^T_{\ell_S} X_S \Lambda_S q_S)/(e^T_{\ell_S} a_S), \quad h^T_S z_S = (e^T_{\ell_S} X_S q_S - 1)/(e^T_{\ell_S} a_S), \]

where

\[ a^T_S a_S = 1, \quad e^T_{\ell_S} z_S = 1, \quad |e^T_{\ell_S} a_S| = \|a_S\|_\infty, \]

and \( p_S, q_S \in \mathbb{R}^2 \) are such that

\[ e^T p_S = 0, \quad e^T A_S p_S = 1, \quad e^T q_S = 1, \quad e^T A_S q_S = 0. \]

Define

\[
A = \begin{bmatrix}
\alpha_M & 1 & 0 \\
0 & \alpha_M & 1/2 \alpha_C \\
1/2 \alpha_C & \alpha_K & 0 \\
0 & 1/2 \alpha_C & \alpha_K
\end{bmatrix}, \quad
B_R = - \begin{bmatrix}
M a_R & C a_R & K a_R
\end{bmatrix},
\]
\[
B_L = - \begin{bmatrix}
M^T a_L & C^T a_L & K^T a_L
\end{bmatrix},
\]
\[
w^T_R = \begin{bmatrix}
b_{R}^T z_R & d_{R}^T z_R & f_{R}^T z_R & h_{R}^T z_R
\end{bmatrix},
\]
\[
w^T_L = \begin{bmatrix}
b_{L}^T z_L & d_{L}^T z_L & f_{L}^T z_L & h_{L}^T z_L
\end{bmatrix},
\]
\[
V_S = \begin{bmatrix}
b_S & d_S & f_S & h_S
\end{bmatrix}, \quad S = L, R,
\]

where \( \alpha_M = a^T_L M a_R, \quad \alpha_C = a^T_L C a_R \) and \( \alpha_K = a^T_L K a_R \). The next lemma contains useful relations.
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Lemma 4.9.1. The following relations hold,

\[ x_{L1}^TK_{x_{R1}} = kx_{L1}^TM_{x_{R2}}, \quad x_{L2}^TK_{x_{R1}} = kx_{L2}^TM_{x_{R1}} \]  
\[ x_{L1}^TC_{x_{R2}} = cx_{L1}^TM_{x_{R2}}, \quad x_{L2}^TC_{x_{R2}} = cx_{L2}^TM_{x_{R1}} \]  
\[ x_{Lj}^TK_{x_{Rj}} = -\lambda_j^2 x_{Lj}^TM_{x_{Rj}} - \lambda_j x_{Lj}^TC_{x_{Rj}}, \text{ for } j = 1, 2 \]

and

\[ d_{S}^Tz_{S} = -k f_{S}^Tz_{S}, \]  
\[ b_{S}^Tz_{S} - b_{S}^Tz_{S} = c f_{S}^Tz_{S}, \]

where \( S = L, R \), \( c = -(\lambda_1 + \lambda_2) \) and \( k = \lambda_1 \lambda_2 \). Also for any matrix \( E \) we have

\[ a_{L}^TEa_{R} = \alpha_{E} = (f_{L}^Tz_{L})^{-1}(f_{R}^Tz_{R})^{-1}p_{L}^TX_{L}^TEX_{R}p_{R} \]  
\[ z_{R}^TEa_{L} = (f_{L}^Tz_{L})^{-1}p_{R}A_{R}X_{R}^TE_{L}p_{L} \]  
\[ - (b_{R}^Tz_{R})(f_{L}^Tz_{L})^{-1}(f_{R}^Tz_{R})^{-1}p_{R}^{T}X_{R}^{T}EX_{L}p_{L} \]  
\[ z_{L}^TEa_{R} = (f_{R}^Tz_{R})^{-1}p_{L}A_{L}X_{L}^TE_{R}p_{R} \]  
\[ - (b_{L}^Tz_{L})(f_{R}^Tz_{R})^{-1}(f_{R}^Tz_{R})^{-1}p_{L}^{T}X_{L}^{T}EX_{R}p_{R} \]

where for real eigenpairs replace \( p_{R} \) and \( p_{L} \) by \( p \) (since \( p = p_{L} = p_{R} \)) and for

\[ p_{L}^{T}X_{L}^{T}EX_{R}p_{R} = \]
\[ \begin{cases} \mu(x_{L1}^TE_{x_{R1}} - x_{L1}^TE_{x_{R2}} - x_{L2}^TE_{x_{R1}} + x_{L2}^TE_{x_{R2}}) & \text{real case}, \\ \frac{\mu}{2}(ix_{L1}^TE_{x_{R1}} + x_{L1}^TE_{x_{R2}} + x_{L2}^TE_{x_{R1}} - ix_{L2}^TE_{x_{R2}}) & \text{otherwise}, \end{cases} \]

\[ p_{L}^{T}X_{L}^{T}EX_{R}A_{p_{R}} = \]
\[ \begin{cases} \mu(\lambda_{1}x_{L1}^TE_{x_{R1}} - \lambda_{2}x_{L1}^TE_{x_{R2}} - \lambda_{1}x_{L2}^TE_{x_{R1}} + \lambda_{2}x_{L2}^TE_{x_{R2}}) & \text{real case}, \\ \frac{\mu}{2}(ix_{L1}^TE_{x_{R1}} + \lambda_{1}x_{L1}^TE_{x_{R2}} + \lambda_{1}x_{L2}^TE_{x_{R1}} - i\lambda_{2}x_{L2}^TE_{x_{R2}}) & \text{otherwise}, \end{cases} \]

where \( \mu = (\lambda_1 - \lambda_2)^{-2} \neq 0 \) is defined since \( \lambda_1 \neq \lambda_2 \).
Proof. The relations (4.9.3) and (4.9.4) follow from \( x^T L_2 Q(\lambda_1) x_{R1} = x^T L_2 Q(\lambda_2) x_{R1} = 0 \). The relations (4.9.6)–(4.9.12) follow from the definition of \( p, q, a \) and \( z \) and (4.9.14)–(4.9.16) follow from the definition of \( A \) and \( X \) and \( p \).

For the complex nonsymmetric case, we have the two eigenvalues \( \lambda_1 = \lambda \) and \( \lambda_2 = \bar{\lambda}_2 \) with left eigenvectors \( x_{L1} = y = u_L + iv_L \), \( x_{L2} = \bar{y} = u_L - iv_L \) and right eigenvectors \( x_{R1} = x = u_R + iv_R \) and \( x_{R2} = \bar{x} = u_R - iv_R \), where \( X_S = [u_S, v_S], S = L, R \).

Relations (4.9.14)—(4.9.16) for the complex case follow from substituting the expressions below

\[
A_R \leftarrow W^* \text{diag}(\lambda_1, \lambda_2) W, \quad X_R \leftarrow \frac{1}{2} [x, \bar{x}] W, \quad p_R = \frac{-i}{(\lambda_1 - \lambda_2)} \begin{bmatrix} 1 \\ -1 \end{bmatrix} W, \quad (4.9.17) \\
A_L \leftarrow A^T_R, \quad X_L \leftarrow \frac{1}{2} [y, \bar{y}] W, \quad p_L = \frac{i}{(\lambda_1 - \lambda_2)} \begin{bmatrix} 1 \\ -1 \end{bmatrix} W, \quad (4.9.18)
\]

where \( W = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -i \\ 1 & i \end{bmatrix} \) with \( W^* W = I \). \( \Box \)

With these relations in hand we can now prove the formula for \( W^T_R A - z^T_R B_L = g^T_R \) in Lemma 4.6.12. We omit the proof of the formula for \( W^T_L A - z^T_L B_R = g^T_L \) which is almost identical.

For the real nonsymmetric case, we show that

\[
g^T_R = \gamma_R (\xi_1 + \xi_2 - \xi_5 - \xi_6) [1, c, k]
\]

where \( \xi_1 = x^T_{L1}(2\lambda_1 M + C)x_{R1}, \xi_2 = x^T_{L2}(2\lambda_2 M + C)x_{R2}, \xi_5 = x^T_{L1}(2\lambda_2 M + C)x_{R2} \),
\[ \xi_6 = x_{L2}^T (2 \lambda_1 M + C) x_{R1} \text{ and } \gamma_R = \frac{1}{2} (f_{R}^T z_{L})^{-1}. \] Let \( g_{R}^T = [g_{R1}, \, g_{R2}, \, g_{R3}]^T \) and

\[
\begin{align*}
g_{R1} &= b_{R}^T z_{R} \alpha_M + \frac{1}{2} \alpha_{C} f_{R}^T z_{R} + z^T M^T a_{L} \\
g_{R2} &= b_{R}^T z_{R} \alpha_{C} + d_{R}^T z_{R} \alpha_M + f_{R}^T z_{R} \alpha_K + \frac{1}{2} h_{R}^T z_{R} \alpha_C + z^T C^T a_{L} \\
g_{R3} &= \frac{1}{2} d_{R}^T z_{R} \alpha_C + h_{R}^T z_{R} \alpha_K + z_{R}^T K^T a_{L}.
\end{align*}
\]

For the first element of \( g_{R}, \, g_{R1} \) we use (4.9.8) and (4.9.12)

\[
\begin{align*}
g_{R1} &= b_{R}^T z_{R} \alpha_M + \frac{1}{2} \alpha_{C} f_{R}^T z_{R} + z^T M^T a_{L} \\
2(f_{L}^T z_{L}) g_{R1} &= p^T X_L^T C X_R p + 2 p^T A^T X_L^T M X_R p
\end{align*}
\]

then applying (4.9.14) and (4.9.16)

\[
\begin{align*}
2(f_{L}^T z_{L}) g_{R1} &= \mu (x_{L1}^T C x_{R1} + x_{L2}^T C x_{R2} - x_{L1}^T C x_{R2} - x_{L2}^T C x_{R1}) \\
&\quad + 2 \mu (\lambda_1 x_{L1} M x_{R1} - \lambda_1 x_{L1} M x_{R2} - \lambda_2 x_{L2} M x_{R1} + \lambda_2 x_{L2} M x_{R2})
\end{align*}
\]

(4.9.19)

which simplifies to

\[
\begin{align*}
&= \mu (x_{L1}^T (2 \lambda_1 M + C) x_{R1} + x_{L2}^T (2 \lambda_2 M + C) x_{R2} \\
&\quad - x_{L2}^T (2 \lambda_1 M + C) x_{R1} - x_{L1}^T (2 \lambda_2 M + C) x_{R2}) \\
&= \mu (x_{L1}^T Q'(\lambda_1) x_{R1} + x_{L2}^T Q'(\lambda_2) x_{R2} \\
&\quad - x_{L2}^T Q'(\lambda_1) x_{R1} - x_{L1}^T Q'(\lambda_2) x_{R2})
\end{align*}
\]

(4.9.20)
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For the second element of \(g_R\), \(g_{R2}\) we first use (4.9.6)–(4.9.7), (4.9.8) and (4.9.12)

\[
g_{R2} = b_R^T z_R \alpha C + \alpha_M d_R^T z_R + \alpha K f_R^T z_R + \frac{1}{2} \alpha C h_R^T z_R + z^T M^T a_L
\]

\[
2(f_L^T z_L)g_{R2} = cp^T X_L^T C X_R^T p + 2p^T X_L^T K X_R^T p - 2kp^T X_L^T M X_R^T p + 2p^T A^T X_L^T M X_R^T p
\]

(4.9.21)

then, applying (4.9.14) and (4.9.16) we obtain

\[
2(f_L^T z_L)g_{R2} = \mu \left( -(\lambda_1 + \lambda_2)(x_{L1}^T C x_{R1} - x_{L1}^T C x_{R2} - x_{L2}^T C x_{R1} + x_{L2}^T C x_{R2})
\right.
\]

\[
+ 2(x_{L1}^T K x_{R1} - x_{L1}^T K x_{R2} - x_{L2}^T K x_{R1} + x_{L2}^T K x_{R2})
\]

\[
- 2\lambda_1\lambda_2(x_{L1}^T M x_{R1} - x_{L1}^T M x_{R2} - x_{L2}^T M x_{R1} + x_{L2}^T M x_{R2})
\]

\[
+ 2(\lambda_1 x_{L1}^T C x_{R1} - \lambda_1 x_{L1}^T C x_{R2} - \lambda_2 x_{L2}^T C x_{R1} + \lambda_2 x_{L2}^T C x_{R2})
\]

\[
= \mu \left( -(\lambda_1 + \lambda_2)(x_{L1}^T C x_{R1} - x_{L1}^T C x_{R2} - x_{L2}^T C x_{R1} + x_{L2}^T C x_{R2})
\right.
\]

\[
+ 2(-\lambda_1^2 x_{L1}^T M x_{R1} - \lambda_1 x_{L1}^T C x_{R1} - kx_{L1}^T M x_{R2} - kx_{L2}^T M x_{R1}
\left.
\right.
\]

\[
- \lambda_2^2 x_{L2}^T M x_{R2} - \lambda_2 x_{L2}^T C x_{R2})
\]

\[
- 2k(x_{L1}^T M x_{R1} - x_{L1}^T M x_{R2} - x_{L2}^T M x_{R1} + x_{L2}^T M x_{R2})
\]

\[
+ 2(\lambda_1 x_{L1}^T C x_{R1} - \lambda_2 x_{L1}^T C x_{R2} - \lambda_1 x_{L2}^T C x_{R1} + \lambda_2 x_{L2}^T C x_{R2})
\right).
\]

(4.9.22)

Finally using (4.9.3)–(4.9.5) we have

\[
2(f_L^T z_L)g_{R2} = \mu \left( cx_{L1}^T Q'(\lambda_1) x_{R1} - cx_{L1}^T Q'(\lambda_2) x_{R2} - cx_{L2}^T Q'(\lambda_1) x_{R1} + cx_{L2}^T Q'(\lambda_2) x_{R2}
\right.
\]

\[
= \mu (\xi_1 + \xi_2 - \xi_5 - \xi_6).
\]

(4.9.23)
For the final element $g_{R3}$, we first use (4.9.6)—(4.9.12),

$$
g_{R3} = d_T^R z^T_R \frac{1}{2} \alpha_C + h_T^R z^T_R \alpha_K + z^T_R K^T a_L
$$

$$
2(f^T_L z_L)g_{R3} = c p^T X^T_L K X_R p + 2 p^T A^T X^T_R K^T X_L p - 2 k p^T X^T_L C X_R p
$$

(4.9.24)

applying (4.9.14) and (4.9.16) yields

$$
= \mu \left( - (\lambda_1 + \lambda_2)(x^T_{L1} K x_{R1} + x^T_{L2} K x_{R2} - x^T_{L2} K x_{R1} - x^T_{L1} K x_{R2}) 
+ 2(\lambda_1 x^T_{L1} K x_{R1} + \lambda_2 x^T_{L2} K x_{R2} - \lambda_2 x^T_{L1} K x_{R2} - \lambda_1 x^T_{L2} K x_{R1}) 
- 2\lambda_1 \lambda_2 (x^T_{L1} C x_{R1} + x^T_{L2} C x_{R2} - x^T_{L2} C x_{R1} - x^T_{L1} C x_{R2}) \right)
$$

$$
2(f^T_L z_L)g_{R3} = \mu \left( -2\lambda_2 x^T_{L1} K x_{R1} + 2\lambda_1 x^T_{L1} K x_{R2} + 2\lambda_2 x^T_{L2} K x_{R1} - 2\lambda_1 x^T_{L2} K x_{R2} 
- \lambda_1 \lambda_2 (x^T_{L1} C x_{R1} + x^T_{L2} C x_{R2} - x^T_{L2} C x_{R1} - x^T_{L1} C x_{R2}) \right).
$$

(4.9.25)

Next we use the relations (4.9.26)—(4.9.27) below

$$
-x^T_{L1} K x_{R1} = \lambda_1^2 x^T_{L1} M x_{R1} + \lambda_1 x^T_{L1} C x_{R1}, \quad -x^T_{L2} K x_{R2} = \lambda_2^2 x^T_{L2} M x_{R2} + \lambda_1 x^T_{L2} C x_{R2};
$$

(4.9.26)

$$
-x^T_{L1} K x_{R2} = \lambda_2^2 x^T_{L1} M x_{R2} + \lambda_2 x^T_{L1} C x_{R2}, \quad -x^T_{L2} K x_{R1} = \lambda_2^2 x^T_{L2} M x_{R1} + \lambda_2 x^T_{L2} C x_{R1}.
$$

(4.9.27)
to obtain

\[ 2(f^T_L z_L)g_{R3} = \mu \left( 2\lambda_2 (\lambda_1^2 x_{L1}^T M x_{R1} + \lambda_1 x_{L1}^T C x_{R1}) - 2\lambda_2 (\lambda_1^2 x_{L2}^T M x_{R1} + \lambda_1 x_{L2}^T C x_{R1}) \\
- 2\lambda_1 (\lambda_2^2 x_{L1}^T M x_{R2} + \lambda_2 x_{L1}^T C x_{R2}) 2\lambda_1 (\lambda_2^2 x_{L2}^T M x_{R2} + \lambda_2 x_{L2}^T C x_{R2}) \\
- \lambda_1 \lambda_2 (x_{L1}^T C x_{R1} - x_{L1}^T C x_{R2} - x_{L2}^T C x_{R1} + x_{L2}^T C x_{R2}) \right) \\
= \lambda_1 \lambda_2 \mu \left( x_{L1}^T (2\lambda_1 M + C)x_{R1} + x_{L2}^T (2\lambda_2 M + C)x_{R2} \\
- x_{L2}^T (2\lambda_1 M + C)x_{R1} - x_{L1}^T (2\lambda_2 M + C)x_{R2} \right) \]

\[ 2(f^T_L z_L)g_{R3} = k \mu (\xi_1 + \xi_2 - \xi_5 - \xi_6). \quad (4.9.28) \]

For the complex nonsymmetric case the same idea applies, but we substitute the modified expressions (4.9.17)—(4.9.18), thus

\[ g_{R1} = b_R^T z_R \alpha_M + \frac{1}{2} \alpha_C f_R^T z_R + z^T M^T a_L \]

\[ 2(f^T_L z_L)g_{R1} = p_L^T X_L^T C X_R p_R + 2p_L^T X_L^T M X_R A p_R \]

note that \((x = x_{R1}, \bar{x} = x_{R2}, \text{ and } y = x_{L1}, \bar{y} = x_{L2})\) then applying (4.9.14) and (4.9.16)

\[ 2(f^T_L z_L)g_{R1} = \mu \left( (2i y^T C x + 2y^T C \bar{x} + 2\bar{y}^T C \bar{x} - 2i \bar{y}^T C \bar{x}) \\
+ 2(i2\lambda y^T M x + 2\bar{\lambda} y^T M \bar{x} + 2\lambda \bar{y}^T M \bar{x} - i2\lambda \bar{y}^T M \bar{x}) \right) \\
= \mu \left( iy^T Q'(\lambda)x - iy^T Q'(\bar{\lambda})\bar{x} + y^T Q'(\bar{\lambda})\bar{x} + \bar{y}^T Q'(\lambda)x \right) \\
= \mu \left( ix_{L1}^T Q'(\lambda_1)x_{R1} - ix_{L1}^T Q'(\lambda_2)x_{R2} \\
+ x_{L2}^T Q'(\lambda_2)x_{R1} + x_{L2}^T Q'(\lambda_1)x_{R2} \right) \]

\[ 2(f^T_L z_L)g_{R1} = \mu (i \xi_1 - i \xi_2 + \xi_5 + \xi_6). \quad (4.9.29) \]

\[ g_{R2} \text{ and } g_{R3} \] are obtained in a similar manner to the real case, we omit the details.
Chapter 5

Computational Electromagnetics
and the Eddy Current
Approximation to Maxwell’s Equations

The second main theme of this thesis is structured matrix problems arising in electromagnetics applications in the area of unexploded ordnance (UXO) detection. In Chapter 6 we investigate the hypothesis that the response of a metal detector system to a conducting object can be modelled as $\delta V = H_{tx}^T M(\omega) H_{rx}$, where $\delta V$ is the change in voltage from the detector coil as a result of the introduction of an object, and $H_{tx}$ and $H_{rx}$ are the magnetic field strengths at the location of the threat object produced by unit current flowing in the transmitter and detector coils respectively. $M(\omega)$ is a frequency dependent symmetric tensor, with $\omega$ the coil excitation frequency. The tensor is independent of position and orientation, since information about the position and orientation is contained in the $H$-fields $H_{tx}$ and $H_{rx}$.
In this chapter, we first give a brief explanation of the equations used to model the problem (the eddy current approximation to Maxwell’s equations) and then provide background information for Chapter 6 explaining how these equations are solved using a finite element code for scanning a test object over a receive and transmit coil pair.

5.1 Maxwell’s Equations

The behavior of electromagnetic fields is governed by Maxwell’s equations. Although theoretically we could attempt to solve Maxwell’s equations, under certain assumptions (which are valid in the application we consider), they can be simplified to obtain the eddy current approximation. The eddy current problem is less complicated than the full set of Maxwell’s equations which results in a reduction in the computational cost when solving the problem using a finite element code.

We start by outlining Maxwell’s equations which are

\[
\begin{align*}
\text{curl } H &= J + \frac{\partial D}{\partial t}, & \text{Ampère’s circuital law} \quad (5.1.1) \\
\text{curl } E &= -\frac{\partial B}{\partial t}, & \text{Maxwell-Faraday equation} \quad (5.1.2) \\
\text{div } D &= \rho, & \text{Gauss’s law} \quad (5.1.3) \\
\text{div } B &= 0, & \text{Gauss’s law for magnetism} \quad (5.1.4)
\end{align*}
\]
where

\[ H \] is the magnetic field intensity,
\[ B \] is the magnetic flux density,
\[ E \] is the electric field intensity,
\[ J \] is the current density,
\[ \rho_f \] is the free charge density. \( (5.1.5) \)

We have \( B = \mu H \), or \( H = \nu B \), \( \nu = 1/\mu \) for conducting \( (\Omega_c) \) and nonconducting regions \( (\Omega_n) \) and \( J = \sigma E \) or \( E = \rho J \) in conducting regions only.

For linear (isotropic) materials, we have that \( D = \varepsilon E \) and \( B = \mu H \), where \( \varepsilon \) is the permittivity of the material and \( \mu \) the permeability of the object.

When we formulate the problem using full Maxwell’s equations, the time derivative of the magnetic flux is assumed negligible, \( \frac{\partial B}{\partial t} = 0 \), but the displacement current is taken into account, \( \frac{\partial D}{\partial t} \neq 0 \).

We look for time-harmonic solutions of the form \( E(x,t) = \text{Re}(E(x)e^{i\omega t}) \) and \( H(x,t) = \text{Re}(H(x)e^{i\omega t}) \), then \( \partial / \partial t = i\omega \). We have the set of equations

\[
\text{curl } H = J + \frac{\partial D}{\partial t}, \tag{5.1.6}
\]
\[
\text{curl } E = -\frac{\partial B}{\partial t} = 0, \tag{5.1.7}
\]
\[
\text{div } D = \rho, \tag{5.1.8}
\]
\[
\text{div } B = 0. \tag{5.1.9}
\]

We can now rewrite (5.1.6) as \( \text{curl } H = J + i\omega D \). Using \( J = \sigma E \), \( E = -i\omega A \),
\( H = \frac{1}{\mu} B \) and \( B = \text{curl} A \) we rewrite this further as

\[
\text{curl} \left( \frac{1}{\mu} \text{curl} A \right) = -i\omega \sigma A + i\omega D,
\]

since \( D = \varepsilon E \), this simplifies to

\[
\text{curl} \left( \frac{1}{\mu} \text{curl} A \right) + (i\omega \sigma - \varepsilon \omega^2) A = 0. \tag{5.1.10}
\]

### 5.2 Eddy Current Approximation

Formulations of the eddy current problem in finite elements using edge elements, including the formulation used in the finite element package Ansoft Maxwell, are described in [13]. There are two ways of considering the link between the eddy current problem and Maxwell’s equations. One approach is to rewrite Maxwell’s equations under the assumption that the displacement current is negligible, and form a simplified set of equations to solve which yields the eddy current problem. Alternatively the eddy current problem can be seen as a special case of Maxwell’s equations. That is, as shown in [2], an asymptotic expansion of Maxwell’s equations can be taken and under certain assumptions, (including working at power frequencies), just the first one or two terms of the expansion can be taken. Whether only the first term is sufficient, depends on the geometry, for example if the current source is wrapped around so as to be capacitively coupled, the displacement is not negligible and the second term would then be required. With this view the eddy current problem is an asymptotic expansion of Maxwell’s equations, in which higher order terms are neglected under certain conditions.

We will show how the eddy current problem can be derived as an approximation
to the full system of Maxwell’s equations, where we neglect the displacement current, as well as the time derivative of the magnetic flux, thus \( \frac{\partial D}{\partial t} = 0 \) and \( \frac{\partial B}{\partial t} = 0 \). Hence, we rule out wave propagation/wave like solutions.

With the above assumptions, Maxwell’s equations (5.1.1)–(5.1.4) reduce to

\[
\text{curl } H = J, \tag{5.2.1}
\]
\[
\text{curl } E = -\frac{\partial B}{\partial t} = 0, \tag{5.2.2}
\]
\[
\text{div } D = \rho_f, \tag{5.2.3}
\]
\[
\text{div } B = 0. \tag{5.2.4}
\]

On substituting \( H = \nu B \) and \( J = \sigma E \), (5.2.1) becomes \( \text{curl } \nu B = \sigma E \), and on noting that \( B = \text{curl } A \) and \( E = -i\omega A \) we further obtain

\[
\text{curl} \left( \frac{1}{\mu} \text{curl } A \right) + i\omega \sigma A = 0, \tag{5.2.5}
\]

this is also obtained by setting \( \varepsilon = 0 \) in (5.1.10).

### 5.3 Computational Electromagnetics in Eddy Current Problems

Ansoft Maxwell [5] is a commercial finite element package designed specifically for solving problems arising from electromagnetics applications. In this section we describe how this finite element package can be used to solve the eddy current approximation to Maxwell’s equations in the application of UXO detection. Figure 6.3 on page 135 shows a typical UXO metal detector with a receive (two ‘D’ loops) and a transmit coil (ellipse) coils (top figure), and the same coils with
a cylindrical conducting test object, modeling a piece of ordnance, (bottom figure). Metal detectors work by passing an alternating current (we use the frequency 12.5kHz) through the transmit coil and measuring the voltage, if any, induced between the transmit and receive coils by whatever is present in the ground (for example unexploded ordnance).

Full details of the simulations and geometry are contained in Chapter 6, but we give a brief outline here before explaining the necessary background regarding the finite element model. In our simulations a test object is moved (scanned) in the direction of the y-axis. At each position, the eddy current approximation to Maxwell’s equations is solved and the voltage induced between the transmit and receive coils by the test object computed. Since this is a computationally intensive three-dimensional finite element model, the code needs to be as computationally efficient as possible and be capable of running without human interaction for long periods (days) of time. To increase efficiency, the model has been implemented as a two parameter model with mesh reuse when possible, which we later describe.

5.3.1 Model Geometry

The actual UXO rig (as seen in Figure 6.2 on page 132) is formed by winding an insulated copper wire to form the shape of the coils, for the receive and transmit coil (in the actual model the receive coil is a single figure eight shaped coil). The coils are in reality single copper wires with plastic insulation wrapped around the copper wire. Although theoretically we could model them as individual wires coated with plastic insulation, for a finite element model this would be too computationally demanding, and result in an extremely (and unnecessarily) fine mesh around the receive and transmit coils. Thus, we simplify the geometry by modeling the receive coil as two ‘D’ shaped coils as an approximation for the figure eight shaped coil.
The wound single wires defining the transmit and receive coils are modelled by solid copper cylinders the same diameter as that of the bunched actual wrapped wire coils. Since the plastic insulation is nonconductive we can neglect it in the finite element model.

Figure 5.1: Finite element model mesh seeding with scaled copies of test object

5.3.2 Fully Parametric Implementation

As previously mentioned, we would like to have a code that is able to run continuously without human interaction. To achieve this there are two parameters needed, the first parameter specifies the direction in the $y$-axis of the test object
(the object scanned over the coils). The purpose of this parameter, $y_{\text{param}}$, is to scan the test object over the detector, and it takes values -150mm to 0mm in steps of 10mm, where we exploit the symmetry of the model. The second parameter, $\sigma_{\text{param}}$ is used to set the conductivity of the test object in order to use a differential approach and offset the high mesh fineness requirements. We are interested in computing the change in voltage induced in the coils due to the presence of the test object. When working with finite elements we have the additional effect of the discretization of the problem. Rather than using an extremely fine mesh to get the required accuracy, we solve two problems on the same slightly coarser mesh. Given the conducting test object in a position in the $y$-axis $y_0$, the geometry is discretized, and we solve to obtain the voltage $V_{\text{cond}}$. The conductivity of the object is then set to zero and the problem resolved for voltage $V_{\text{vac}}$ (using the same mesh since the geometry is equivalent). The change in voltage as a result of the test object is computed as $\delta V = V_{\text{cond}} - V_{\text{vac}}$.

Ideally we would obtain $V_{\text{vac}}$ from the solution of a magnetostatics problem since there are only sources present, and no other conducting objects. However, the software does not allow the model to alternate between eddy current and magnetostatics using the parametric solver. Hence, we compute $V_{\text{vac}}$ using the eddy current approximation.

Theoretically, we want to compute the voltage induced by a vacuum test object to offset the meshing effect and reduce the need for a very fine mesh. However, we cannot let the parameter $\sigma_{\text{param}}$ have the value zero since the eddy current approximation does not apply, and the parametrized approach above would not be suitable. Hence, we multiply the conductivity by the values of $\sigma_{\text{param}}$ listed in Table 5.1 for the different materials. The conductivity of the vacuum approximation is less than 1% that of the corresponding conductor. The eddy current approximation is still valid and in finite precision the object will have properties similar to that
Table 5.1: Conductivity of test objects and vacuum approximation.

<table>
<thead>
<tr>
<th>Material</th>
<th>Conductivity</th>
<th>$\sigma_{\text{param}}$</th>
<th>Conductivity of Vacuum Approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>$3.8 \times 10^7$ S/m</td>
<td>$1 \times 10^{-8}$</td>
<td>0.38 S/m</td>
</tr>
<tr>
<td>Brass</td>
<td>$1.5 \times 10^7$ S/m</td>
<td>$1 \times 10^{-6}$</td>
<td>1.5 S/m</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>$1.1 \times 10^6$ S/m</td>
<td>$1 \times 10^{-7}$</td>
<td>0.11 S/m</td>
</tr>
</tbody>
</table>

of a vacuum object with zero conductivity. Thus, the process can be written in pseudocode as:

```
for number of y positions
    set object position in y-axis
    use adaptive solver to mesh domain using adaptive mesh refinement
    solve discretized problem for test object set to conductor
    solve discretized problem for test object set to vacuum approximation
end
```

In practice, Ansoft Maxwell implements an adaptive solver to carry out mesh refinement, and solve the problem. Details regarding the number of refinement steps are specified by the user. A difficulty with the adaptive solver is that the routine will tend to use a finer mesh around areas with higher current density which in this case would lead to the transmit and receive coils being meshed rather than the object of interest. To offset this we use a mesh seeding approach of layering additional scaled copies of the test object with suitable conductivity to ensure that there is a sufficiently fine mesh around the area of interest: the test object, this is illustrated in Figure 5.1.

In order to compute the voltage induced in the receive coil as a result of the test object being placed in a magnetic field, we compute the mutual inductance
matrix.

Given three coils (a transmit coil and two receive coils) numbered 1, 2, and 3, all of which have a current passing through them for the model (despite two being receive coils with no coil passed through it in reality), the corresponding mutual inductance matrix $\mathcal{I}$ is a three by three symmetric matrix with possibly complex entries of the form

$$\mathcal{I} = \begin{pmatrix} I_{11} & I_{12} & I_{13} \\ I_{21} & I_{22} & I_{23} \\ I_{31} & I_{32} & I_{33} \end{pmatrix}$$  \tag{5.3.1}

The $I_{jk}$ element gives the mutual inductance between coils $j$ and $k$. The mutual inductance or voltage between the coils as setup in our problem is given by: $V = I_{23} - I_{12}$.

In the actual model, for each position we solve two problems, one with the object set to conductor, and another with the object set to vacuum. As a result we have two mutual inductance matrices $\mathcal{I}_{\text{cond}}$ and $\mathcal{I}_{\text{vac}}$ and we calculate the induced voltages by subtracting the voltages obtained from the matrix $\mathcal{I}_{\text{cond}} - \mathcal{I}_{\text{vac}}$. 
Chapter 6

Characterizing the Forward Problem for UXO Landmine Detection

The detection and removal of buried land mines and unexploded ordnance (UXO) is an inherently dangerous job that requires rigorous operating protocols in order to minimize the associated risks. A fundamental part of these protocols is a clear understanding of the limitations of the detection equipment and the application of the equipment in specific situations. In many cases, inductive metal detection systems are a key element in the operating protocols. Recently, dual modal systems have been introduced, which combine metal detection and ground penetrating radar (GPR). However, inductive metal detection is likely to remain an indispensable part of the toolkit of techniques used in the field by demining organizations.

In this chapter we use numerical simulations and measurements to validate the hypothesis that the change in voltage ($\delta V$) from the detector coil as a result of the
introduction of the conducting object can be modelled as

$$
\delta V = a H^T_{tx} M H_{rx},
$$

(6.0.1)

where \( M(\omega) \) is a frequency dependent, symmetric tensor, and \( H_{tx} \) and \( H_{rx} \) are the magnetic field strengths at the location of the threat object produced by unit current flowing in the transmitter and detector coils respectively. \( a \) is a constant which will depend on the size of the object (for example, for a spherical object it is the radius), in the rest of this work we absorb it into the matrix \( M \) (essentially setting \( a = 1 \)), for clarity. The hypothesis (6.0.1) is widely accepted in UXO literature, for example [64, 10], although it is not proven.

For full Maxwell’s equations, it is shown in [3] that changes in voltage due to the introduction of conducting objects can be written as an asymptotic expansion involving both magnetic and electric fields \( H \) and \( E \), and that it is not generally sufficient to take only the term \( H^T_{tx} M(\omega) H_{rx} \). However, the hypothesis 6.0.1 does not contradict this work, since [3] considers full Maxwell’s equations, not the eddy current approximation, and assumes that the coils are large numbers of wavelengths away from the test object, which is not the case in UXO applications. Also, the analogous term to \( H^T_{tx} M(\omega) H_{rx} \) in the asymptotic series involving the electric field \( E \), is divided by the wavelength, here the wavelength is large and it can be argued this term is therefore negligible.

In this chapter, the response of a metal detector system with a coil geometry similar to devices used in the field is studied. The transmit coil is excited with sinusoidal signals at frequencies in the low kilohertz range. The system has been modelled using a finite element model (FEM) which is compared with the measurements from the experimental setup for an array of test objects. Objects are scanned through a static coil array with both experimental and theoretical results.
presented as plots of system response versus object displacement.

The feasibility for such a detection system to attempt to measure $M(\omega)$ assuming $H$-field and signal data are known, is investigated using $H$-fields and measured signal responses. Then, the extent to which the computed $M(\omega)$ predicts the voltage change, and the accuracy with which measured and simulated signal responses agree with the hypothesis $\delta V = H_{tx}^T MH_{rx}$ is considered.

We conclude with a discussion regarding the potential of using the forward response described by the tensor model to improve discrimination or supplement the data produced by dual mode induction/GPR systems and thus minimize wasted time in excavation following any false-positive indications.

### 6.1 Unexploded Landmine and Ordnance Detection

The UN estimates that more than 110 million active landmines have been laid in 70 countries worldwide, and that each year an estimated 24,000 people are killed or injured by them. Most of these casualties are civilians who are maimed or killed long after hostilities have ended [70], as many mines remain active for decades after a conflict, and are located in countries ill-equipped to handle their clearance. It costs an estimated $3$ to $30$ US dollars to plant a mine and often the devices are planted in their thousands at times of crisis, with little thought to the cost and effort involved to remove them. The cost of disabling each land mine is estimated to be in the region of $300$ to $1000$ to the international community, meaning that the total cost of removing all 110 million mines is thought to be in the region of $33,000$ million [6].
Detection and neutralization of unexploded land mines is a dangerous, time-consuming task where accidents can occur at a rate of one for every 1-2,000 mines cleared. It currently takes a skilled worker an entire day to clear an area of 20-50 square metres. At the current rate of extraction (assuming no further mines are planted) it is estimated that mine clearance will not be completed for 1,100 years. The long clearance time is partly a result of the necessary safety margins built into the risk management protocols and also partly due to the limitations of the mine detection equipment. For example, some types of mines, such as, *minimum metal mines* are constructed with the minimum amount of metal necessary for the mine to function and are difficult to detect with metal detectors. Metal detection is widely used, however, the detectors can be triggered from sources of clutter such as discarded metallic waste, for example shrapnel and ammunition casing, found in post-conflict sites. Consequently, metal detectors are considered to have an incredibly high false alarm rate. Each positive identification of a metallic object in a minefield requires full excavation and investigation. Recently, dual modality metal detector and ground penetrating radar (GPR) systems have emerged for field use, with the GPR system being used to reduce the number of false negatives [15]. Two reviews of recent developments in mine clearance and detector technology are provided in [29, 32]. Despite these developments, a better understanding of the metal detector signal may provide a route to improve discrimination and reduce false positive indications. The aim of this chapter is to study the response of a typical metal detector system and compare the theoretical response from the magnetic tensor model with finite element method (FEM) simulations.
6.2 Background

The operation of a metal detection-based system involves the generation of an alternating current (AC) magnetic field using an excitation coil. This field is detected in either a separate (receive) coil, or by the switching of the same transmit coil to act as a detector. Under normal conditions (when no objects are present in the field) the field induced into the receive coil will have a constant phase relationship with that of the excitation field. When an object interacts with this field, for example a metallic mine or detonation system, the phase relationship between the transmit and receive signals is varied. The magnitude of the phase shift and the individual contributions to both real and imaginary components of the signal can be used to classify basic properties of a metallic object. Through modeling the fields in this array, the hypothesis says that it is possible to predict the response of the system to a particular object at a specified point in space through the relation of transmitter and receiver $H$-fields ($H_{tx}$ and $H_{rx}$) by a complex 3-by-3 frequency dependent symmetric tensor $M(\omega)$, by $\delta V = H_{tx}^T M(\omega) H_{rx}$. This relationship can be used to gain more information about a particular threat object’s orientation, shape, or metallic composition, in order to aid classification of unexploded landmines. When fully developed, tested and understood, this may prove to reduce the number of false alarms and unnecessary excavations in the field, consequently reducing the time taken to clear a mine field without compromise on safety or costs.

6.3 Theory

A coil array has been designed based upon a standard elliptical shape of dimensions typically used in conventional mine detection. This system consists of one transmit and one receive coil placed completely overlapping one another so as to enclose
exactly the same overall ellipse-shaped area. The transmit coil is a standard ellipse of height 16cm and width 24cm, and the receive coil is based on a similar design, but with a 1cm crossover so as to effectively enclose zero area, hence inducing no voltage from the transmit coil under background operating conditions. The coils are represented below in Figure 6.1.

Figure 6.1: Transmit (back, ellipse coil) and receive (front, figure of eight coil) coil geometries

This coil geometry has also been modelled, both in MATLAB using a Biot-Savart approach and in the FEM-based modeling package Ansoft Maxwell [5] to form a basis for comparison of results. The Biot-Savart application uses the following equation to calculate transmit and receive coil $H$-fields at specified points
Figure 6.2: Photograph of UXO metal detector used to obtain measurements
in space by summing up the differential components:

\[
dH = \frac{1}{4\pi \rho} (\sin \alpha_2 - \sin \alpha_1) \hat{a}_k \ dl
\]

around the path of the line \( l \) representing the coil. With this approach, the coil is approximated as a union of straight lines. Here, \( \rho \) is the Euclidean distance between the conductor and the point in space, \( \alpha_1 \) and \( \alpha_2 \) are the angles subtended to the point, and \( \hat{a}_k \) is a unit vector pointing in the direction orthogonal to the plane formed by the conductor and the point in space.

In both methods the \( H \)-fields for the transmit and receive coils are calculated using a 3D grid resolution of 1cm, and the magnitude of the overall sensitivity map is calculated by performing the dot product of these two fields in all points in space \( H_{tx} \cdot H_{rx} \). This is also true for the individual components of the fields, that is, if \( H_{tx}(x) \) denotes the \( x \)-component of the \( H \)-field then sensitivity in the \( x \)-direction can be obtained from \( H_{tx}(x) \cdot H_{rx}(x) \).

Generally, this can be summarized by saying that the sensitivity to a particular object is related to the \( H \)-fields \( H_{tx}, H_{rx} \) and the magnetic polarizability tensor \( M(\omega) [10] \) which is used to govern contributions from each \( H \)-field’s orthogonal components (aligned with the \( x, y \) and \( z \) axes).

The magnitude of the system can be calculated by using a normalized spherical test object—an object with equal contributions in each axis. Substituting \( M(\omega) := I_3 \) (\( I_3 \) is the identity matrix) into \( (M(\omega)H_{tx}) \cdot H_{rx} = H_{tx} \cdot H_{rx} \) leads back to \( H_{tx} \cdot H_{rx} \).

By setting the components of \( M(\omega) \) it is possible to vary the contributions from each of the \( x, y \) and \( z \) components of the transmitter and receiver, and hence predict the system response to any arbitrary object, be it directional, planar, spherical etc. Given the reciprocity of the coil array, theoretically this is a symmetric matrix containing up to 6 unique complex elements.
6.4 Experimental

The array in Figure 6.2 was produced on a medium-density fibreboard (MDF) mount by forming 20 turns of wire around stainless steel screws as a guide for each coil. Once the conductors were in place the coils were bound with nylon ties greatly reducing movement. Glue was then soaked into the cavities formed where the conductors bunched to prevent any conductor movement. The coils were then glued to the MDF mount and the screws removed. Once construction was complete the coils were the only metallic components present in the array and its casing.

A current of 0.42A RMS (root mean square) was passed through the transmit coil at a frequency of 12.5 kHz and the phase shift between transmitted and received waveforms recorded. The system output was by means of comparison of the received waveform’s phase relationship with the transmit signal (in-phase component I), and also with a signal at exactly 90 degrees to that of the reference signal (quadrature component Q). Two scans were made at each height and the responses averaged, and measured data is returned at a precision of two significant figures.

Ellipsoids with directional components (cylindrical dimensions $1 \times 1 \times 5$ cm) made from aluminium, brass and austenitic stainless steel were used to test the directional components of the sensitivity map. These test items were each aligned with their dominant directional component aligned with the $x$-axis as a point of reference and swept through all $y$-positions from -0.15m to 0.15m for each scan. The test was carried out at displacements of 0.05 and 0.1 m in the $z$-direction (away from the plane of the coil) and the results from the two heights were compared. The trajectory of each scan is shown below in Figure 6.3.

This process was modelled using a parametric finite element model in Ansoft Maxwell, at the same frequency solving the eddy current approximation to Maxwell’s equations. The test objects were swept through half the range (from
Figure 6.3: Direction of test object scanning in relation to coil geometry (top figure) and finite element model of test object and coils (bottom figure)
-0.15m to 0m in steps of 0.01m to reduce the computational cost by exploiting symmetry in the model). The model uses a differential approach where the test object is first set to be a conductor and the voltage computed for the position, then the object is set to vacuum, and the process repeated at the next position. To use a parametric model an object with very low conductivity is used as an approximation to a vacuum, ensuring the eddy current approximation still holds, see Table 5.1 on page 124.

Results for the components of the mutual inductance matrix were calculated after subtracting the two quantities, thus leaving the change in voltage due to the introduction of the object. Since Ansoft Maxwell uses an adaptive solver, mesh seeding was used to refine and focus the mesh on the test object (see Figure 5.1). Additional scaled conducting and vacuum copies of the test object were included to increase the number of elements around the test object.

The adaptive solver was implemented to balance accuracy of solution and reasonable computation time. The maximum number of passes/mesh refinement stages was six, and this typically resulted in 300,000 tetrahedra. Table 6.1 contains information on the error returned by Maxwell when modeling a brass test object at a height of 100mm (object set to conducting object, with y coordinate -150mm). Maxwell computes an energy value based on the error in the solution and returns it as a percentage of the total energy in the system. Theoretically the total energy should be zero, for example in the magnetostatics mode, the measurement for total energy is based on using curl $H$ to compute the current density and subtract all input currents and other sources [5]. The percentage change in energy after an additional mesh refinement (pass) is also calculated.
Table 6.1: Tetrahedra and error information for finite element model, modeling brass test object at 100mm height (position −150mm), six passes of adaptive solver.

<table>
<thead>
<tr>
<th>Pass</th>
<th># Tetrahedra</th>
<th>Total Energy (J)</th>
<th>Energy Error (%)</th>
<th>Delta Energy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>182796</td>
<td>3.1622e-007</td>
<td>108.06</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>201395</td>
<td>2.4887e-007</td>
<td>54.753</td>
<td>21.296</td>
</tr>
<tr>
<td>3</td>
<td>221880</td>
<td>2.136e-007</td>
<td>14.359</td>
<td>14.172</td>
</tr>
<tr>
<td>4</td>
<td>244448</td>
<td>1.9725e-007</td>
<td>6.3654</td>
<td>7.6565</td>
</tr>
<tr>
<td>5</td>
<td>269311</td>
<td>1.9067e-007</td>
<td>2.5176</td>
<td>3.3337</td>
</tr>
<tr>
<td>6</td>
<td>296706</td>
<td>1.8797e-007</td>
<td>1.1369</td>
<td>1.4196</td>
</tr>
</tbody>
</table>

6.5 Recovery of Polarizability Tensor

In this section, an attempt is made to recover the polarizability tensor, using measured and finite element model signal responses, and Biot-Savart $H$-fields and finite element $H$-fields. A single frequency of 12.5kHz was used, so to simplify the equations $\omega$ is omitted from $M(\omega)$ and the tensor is now referred to as $M$.

Assuming that the $i$th measured (or simulated) voltage change is $\delta V_i$ and the associated transmit and receive $H$-fields are $H_{rxi}$ and $H_{txi}$, the hypothesis we are trying to validate says that

$$H_{rxxi}^T M H_{txi} = \delta V_i.$$  \hspace{1cm} (6.5.1)

Where the transmit and receive $H$-fields are assumed to be uniform through the object $H_{txi},H_{rxi} \in \mathbb{C}^3$, $\delta V_i \in \mathbb{C}$, $M \in \mathbb{C}^{3 \times 3}$. We can use the identity $AXB = C \iff (B^T \otimes A) \vec(X) = \vec(C)$ to rewrite (6.5.1) as

$$(H_{txi}^T \otimes H_{rxi}^T) \vec(M) = \delta V_i,$$

where $\vec(M)$ is a 9 element vector formed by stacking columns of $M$. (Note that this is a stringent test since we do not assume that $M$ is symmetric.)

This extends to $n$ measurements, with $\Delta V \in \mathbb{C}^n$ a vector of voltage changes,
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the $i$th element of which is associated to the $H$-fields $H_{txi}, H_{rxi}$:

\[
\begin{bmatrix}
H_{tx1}^T \otimes H_{rx1}^T \\
\vdots \\
H_{txn}^T \otimes H_{rxn}^T
\end{bmatrix}
\begin{bmatrix}
\text{vec}(M)
\end{bmatrix}
= 
\begin{bmatrix}
\Delta V_1 \\
\vdots \\
\Delta V_n
\end{bmatrix}
\]  

(6.5.2)

Equation (6.5.2) gives a system of $9$ equations in $n$ unknowns, however, it is possible to obtain a more explicit form of the coefficient matrix. Equation (6.5.2) can be rewritten in the form

$$\mathcal{H} \text{vec}(M) = \Delta V$$

where $\mathcal{H} = \mathcal{H}_R \otimes \mathcal{H}_T$ with $\mathcal{H}_R = E_{1,3} \otimes [H_{rx1}, \ldots, H_{rxn}]^T$, and $\mathcal{H}_T = [H_{tx1}, \ldots, H_{txn}]^T \otimes E_{1,3}$.

Here, $\otimes$ is the Hadamard product (componentwise multiplication), that is the $i, j$th entry of $A \otimes B$ satisfies $[A \otimes B]_{ij} = A_{ij}B_{ij}$ and $E_{p,q}$ is a $p$-by-$q$ matrix of ones.

For more than nine measurements ($n > 9$), $\mathcal{H} \text{vec}(M) = \Delta V$ is an overdetermined system of equations with no unique solution. One possible solution is given by using the Moore-Penrose pseudoinverse of $\mathcal{H}$, $\mathcal{H}^\dagger$ to determine $M$ by $\text{vec}(M) = \mathcal{H}^\dagger \Delta V$, and we then look at the inconsistency.

6.6 Discussion of Results

The results presented in Figures 6.4–6.4 are now summarized below:

- Figures 6.4 on page 143 and 6.5 on page 144 show 50mm and 100mm height transmit and receive coil $H$-fields, along the line the test object is scanned. Comparing normalized $y$ and $z$ components for Biot-Savart and FEM $H$-fields we see there is good qualitative agreement, although there is a slight offset
as the distance from the origin increases. This is likely to be due to the Biot-Savart model assuming filamentary coils, whereas the finite element model uses a solid copper cylinder with diameter 1cm (the approximate diameter of the bunch of wires in the actual coil).

- Figures 6.6, 6.7 and 6.8 show phase plots of the imaginary and real component of the measured and modelled signal responses. There is good qualitative agreement between the phase angles for aluminium and brass, for stainless steel there is a visible difference in the phase angles. However, there is considerable variation in the types of stainless steel, and the finite element model does not take into account properties of the steel which depend for example on how it has been heated and stressed during production. Table 6.2 compares the gradients of a straight line fitting the imaginary component as a linear function of the real part, the most consistent gradient (and therefore phase angle) is given by the FEM model.

- Figure 6.9 gives a comparison of measured and FEM signal responses, each set of signal responses (for measured and FEM data) is multiplied by a single scaling factor so both the measured and FEM data have unit maximum. The results for both heights give reasonable qualitative agreement, although the FEM signals at the 50mm height exhibit some flattening, which could be attributed to using scaled test object copies, which influences the solution due to increased sensitivity closer to the coils.

- Figures 6.10–6.12 give a visualization of the results of fitting a matrix $M$ to the measured and finite element signals. Three combinations of $H$-fields and signals are used:

  1. FEM signals and $H$-fields (Figure 6.10)
2. FEM signals and Biot-Savart $H$-fields (Figure 6.11)

3. Measured signals and Biot-Savart $H$-fields (Figure 6.12)

For each of the combinations, a matrix $M$ is computed using the Moore-Penrose pseudoinverse to solve the system of equations. $H_{rx}^T M H_{tx}$ is then computed and plotted against $\delta V$, thus illustrating how well the change in voltage can be predicted. We note that $H$-fields computed using FEM will be less accurate than the associated signal data since there is no extension of the differential approach used for computing the change in voltages to computing $H$-fields.

The reconstructed signal response using FEM $H$-fields and FEM signals (Figure 6.10) would appear to be poorer than measured and FEM signal responses with Biot-Savart $H$-fields (Figures 6.11, and 6.12). This could be attributed to the non-uniformity of the $x$ component of the FEM $H$-fields when compared to the same component of the Biot-Savart $H$-fields. Although the signals are symmetric the reconstructed signal using the $H$-fields and the computed moment tensor are not, however the computed solution $M$ using the Moore-Penrose pseudoinverse is only one solution, which may not be symmetric, also the formulation of the problem in 6.5.2 does not impose symmetry on $M$.

- Table 6.4 contains the residual $\|H_{rx}^T M H_{tx} - \delta V\|_\infty$ after fitting a matrix for each height to the combination of data/ $H$-fields. It can be seen that the maximum error using FEM decreases as the height increases, possibly due to the reduced effect of mesh seeding, since the signal response is weaker at the 100mm height. For the measured signals, the maximum error increases as height increases, this may be due to the effect of noise and weaker signal response at 100mm height, close to the level of the background noise.
The measured signals will already include noise, but for the FEM signal responses simulated noise can be added, so that we solve the system \( \mathcal{H} \text{ vec } M = \Delta V + E \) where \( E = 1e-3 \times \text{rand} \). Table 6.5 shows that it is still possible to observe the dominant eigenvalue when finite element signals and \( H \)-fields are used to recover the polarizibility tensor \( M \). Table 6.6 shows that the maximum error when reconstructing the signal using the \( M \) matrix is generally smaller when the object is further from the coils.

We briefly discuss the lack of symmetry of computed \( M \) matrices, focussing on simulations and measurements to explain the behaviour. In the next section, we discuss another explanation based on the applicability of the asymptotic expansion approach. Figure 6.13 on page 152, contains plots of the singular values of the matrix \( \mathcal{H} \) used to compute the \( M \) matrices. The first row of figures show the singular values for \( \mathcal{H} \) assembled using the FEM \( H \)-fields, and the second, assembled with Biot-Savart \( H \)-fields. It can be seen that when Biot-Savart \( H \)-fields are used, the last three singular values are close to the machine precision, which suggests that there are 6 unknowns (not 9), and hence \( M \) is symmetric. When FEM \( H \)-fields are used to assemble \( \mathcal{H} \) the smallest singular value is of the order \( 10^{-3} \) which is not close to the machine precision, indicating FEM does not preserve symmetry.

We might expect the Biot-Savart formulation to give a symmetric \( M \), however, this is not quite the case. For a brass test object at a height of 50mm using Biot-Savart \( H \)-fields and measured data, we have

\[
\begin{bmatrix}
-4.43e-03 & 3.70e-10 & 1.65e-03 \\
8.26e+01 & 4.40e-14 & -1.41e+01 \\
1.59e-03 & -1.23e-10 & -3.59e-03
\end{bmatrix}
\]
It can be seen that $\hat{M}$ is not symmetric, however, we can see that $\hat{M}_{13} \approx \hat{M}_{31}$ suggesting we have captured some symmetry. Using measured data there are a number of reasons for this behaviour, for example, there may be background noise present in measured data, which is only recorded to two significant figures. There is also very poor sensitivity of the magnetic field in the $x$ direction with the type of coils used in this experiment, which makes it difficult to gain information about the test object in this direction. The Biot-Savart approach only gives an approximate magnetic field for the coils which are in reality wrapped around a coil former (the difference can be seen in comparing Figures 6.2 on page 132 and 6.3 on page 135), hence there is some mismatch between the $H$-fields used to compute $M$ and the actual magnetic field present in the experiment.

For the finite element formulation there are a number of reasons that symmetry is lost. Firstly, finite elements may not respect power conservation laws, and secondly, by solving a weak variational problem, we may lose properties crucial for computing $M$, hence it may be necessary to solve an exact problem to maintain the symmetry.
Figure 6.4: $y$ and $z$ $H$-field components as function of position when transmit coil (left column) and receive coil (right column) are excited. Position follows direction of object scanned at height 50mm ($x = 0$ and $y = -150$mm to $y = 150$mm—cf. Figure 6.1), FEM (green ’--’) and Biot-Savart (blue ’—’). Note that for comparison each component is normalized to have unit maximum, except the $x$ component which is negligible. Vertical axis is $H$-field component and horizontal axis position.
Figure 6.5: $y$ and $z$ $H$-field components as function of position when transmit coil (left column) and receive coil (right column) are excited. Position follows direction of object scanned at height 100mm ($x = 0$ and $y = -150\text{mm}$ to $y = 150\text{mm}$—cf. Figure 6.1), FEM (green ‘--’) and Biot-Savart (blue ‘-’). Note that for comparison each component is normalized to have unit maximum, except the $x$ component which is negligible. Vertical axis is $H$-field component and horizontal axis position.
Figure 6.6: Phase plot (real versus imaginary component of voltage) for measured and simulated signal responses (blue 'x'), stainless steel test object, and linear model fitting data using least squares (green '—').
Figure 6.7: Phase plot (real versus imaginary component of voltage) for measured and simulated signal responses (blue ‘x’), brass test object, and linear model fitting data using least squares (green ‘-’).
Figure 6.8: Phase plot (real versus imaginary component of voltage) for measured and simulated signal responses (blue ‘x’), aluminium test object, and linear model fitting data using least squares (green ‘-’).
Figure 6.9: Simulated (blue ‘-o’) and measured (green ‘-’) signal responses, horizontal axis is position, vertical axis is magnitude.
Figure 6.10: Predicted signal response from $M$ matrix computed from FEM signal response and FEM $H$-fields (green ‘--’), and FEM signal response (blue ‘-’).
Figure 6.11: Predicted signal response from $M$ matrix computed from FEM signal response and Biot-Savart $H$-fields (green ’--’), and FEM signal response (blue ‘-’).
Figure 6.12: Predicted signal response from $M$ matrix computed from measured signal response and Biot-Savart $H$-fields (green ‘--’), and measured signal response (blue ‘-’).
Figure 6.13: Singular values of $\mathcal{H}$
6.7 Conclusions

In this work we have presented measured and simulated signal responses for test objects of different materials at two measurement heights 50 and 100mm, and associated magnetic fields when exciting the receive and transmit coils separately with no test object present. In addition to a comparison of the signals, we also investigated the extent to which measured and simulated data fit with \( \delta V = H_{rzi}^T M H_{txi} \) and computation of the \( M \) matrix.

The phase angles are consistent between FEM signals, for the measured signal the phase angle is less consistent, which is expected due to the issues with making physical measurements.

The FEM signals and measured signals exhibit reasonable agreement, the apparent differences at both heights may be attributed to simplifications in the finite element model, as discussed in the previous section. It may be more accurate to model the coils as individual wires, to better match the physical model; however, it is important to note that solving parametric finite element models is extremely computationally expensive, and further increasing the complexity of the model could lead to an unreasonable solution time. The model \( \delta V = H_{rzi}^T M H_{txi} \) assumes that receive and transmit \( H \)-fields are uniform over the volume of the object (for example if a Helmholtz coil pair was used), it can be seen in Figures 6.4—6.5 that the \( H \)-fields are only approximately uniform over the volume of the test object for the geometry used in this experiment.

There is consistency when comparing eigenvalues of normalized computed moment tensors \( \hat{M} \), and it can be seen that using the FEM signal and FEM \( H \)-fields it is possible to reconstruct a moment tensor with a dominant direction, which is expected from the nature of the test object. This may be due to the FEM model using a solid tube rather than filamentary coils, and hence there is a contribution
of $H$-field in the $x$ direction. The $x$ $H$-field component, and therefore sensitivity of the actual coil system in the $x$ direction could be improved if two such units were put side by side. The dominant eigenvalue is not observed when computing the moment tensor from measured signal responses and Biot-Savart $H$-fields.

There are two possible explanations for the lack of symmetry in computed $M$ matrices. Firstly, error in measurements or simulations (discussed in the last section), and secondly the hypothesis that it is possible to describe the change in voltage by taking the first term of an asymptotic series.

The work in [3] describes sensitivity to changes in permeability $\mu$ (which we are interested in) as an asymptotic series involving an $H^TH$ term which we consider. Changes in conductivity $\sigma$ and permittivity $\epsilon$ are described by $E^TE$ which is divided by wavelength, which in our case is essentially infinite, so the term can be considered negligible. We might proceed by investigating the third term in the asymptotic expansion, again involving $H^TH$, and the effect on the symmetry of $M$ and degree to which the change in voltage can be predicted knowing the $H$-fields. We could also consider varying the length scales of the problem so that the magnetic field is approximately uniform over the test object, as assumed in the hypothesis.

Table 6.2: Gradient of straight line fitting the phase data using least squares (cf. Figures 6.6–6.8).

<table>
<thead>
<tr>
<th>Material</th>
<th>50mm</th>
<th>100mm</th>
<th>Measured</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>50mm</td>
<td></td>
<td>-2.41e-01</td>
<td>-2.75e-01</td>
</tr>
<tr>
<td></td>
<td>100mm</td>
<td></td>
<td>-3.44e-01</td>
<td>-2.74e-01</td>
</tr>
<tr>
<td>Brass</td>
<td>50mm</td>
<td></td>
<td>-1.90e-01</td>
<td>-1.60e-01</td>
</tr>
<tr>
<td></td>
<td>100mm</td>
<td></td>
<td>-1.69e-01</td>
<td>-1.59e-01</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>50mm</td>
<td></td>
<td>-9.93e-01</td>
<td>-2.33e+00</td>
</tr>
<tr>
<td></td>
<td>100mm</td>
<td></td>
<td>-9.51e-01</td>
<td>-2.29e+00</td>
</tr>
</tbody>
</table>
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Table 6.3: Eigenvalues of normalized computed $M$ matrices (scaled to have unit two norm).

FSFH = finite element signal response, finite element $H$-fields
FSBH = finite element signal response, Biot-Savart $H$-fields
MSBH = measured signal response, Biot-Savart $H$-fields

<table>
<thead>
<tr>
<th></th>
<th>50mm height</th>
<th>100mm height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSFH</td>
<td>FSBH</td>
</tr>
<tr>
<td>Aluminium</td>
<td>-1.0e+00</td>
<td>-6.8e-05</td>
</tr>
<tr>
<td></td>
<td>-3.5e-04</td>
<td>-3.8e-05</td>
</tr>
<tr>
<td></td>
<td>7.4e-05</td>
<td>3.4e-09</td>
</tr>
<tr>
<td>Brass</td>
<td>-1.0e+00</td>
<td>-6.7e-05</td>
</tr>
<tr>
<td></td>
<td>-3.6e-04</td>
<td>-3.8e-05</td>
</tr>
<tr>
<td></td>
<td>4.7e-05</td>
<td>3.2e-09</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>-1.0e+00</td>
<td>-6.7e-05</td>
</tr>
<tr>
<td></td>
<td>-3.6e-04</td>
<td>-3.7e-05</td>
</tr>
<tr>
<td></td>
<td>6.5e-05</td>
<td>3.4e-09</td>
</tr>
</tbody>
</table>

Table 6.4: $\|\Delta V - S\|_\infty$ where $\Delta V$ is signal and $S$ is signal predicted by computed $M$ matrix $\hat{M}$ at each position (using $H_{rx}^T\hat{M}H_{tx} = S_i$).

FSFH = finite element signal response, finite element $H$-fields
FSBH = finite element signal response, Biot-Savart $H$-fields
MSBH = measured signal response, Biot-Savart $H$-fields

<table>
<thead>
<tr>
<th></th>
<th>50mm height</th>
<th>100mm height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSFH</td>
<td>FSBH</td>
</tr>
<tr>
<td>Aluminium</td>
<td>4.8e-01</td>
<td>1.6e-01</td>
</tr>
<tr>
<td>Brass</td>
<td>4.3e-01</td>
<td>1.5e-01</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>1.6e-01</td>
<td>5.7e-02</td>
</tr>
</tbody>
</table>
Table 6.5: Eigenvalues of normalized computed $M$ matrices (scaled to have unit two norm), $1.0e-03 \times \text{rand}$ noise added to finite element signal response.

<table>
<thead>
<tr>
<th></th>
<th>50mm height</th>
<th>100mm height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSFH</td>
<td>FSBH</td>
</tr>
<tr>
<td>Aluminium</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.0e+00</td>
<td>-6.8e-05</td>
<td>-9.0e-01</td>
</tr>
<tr>
<td>-3.5e-04</td>
<td>-3.8e-05</td>
<td>-2.8e-02</td>
</tr>
<tr>
<td>7.1e-05</td>
<td>3.4e-09</td>
<td>-1.3e-02</td>
</tr>
<tr>
<td>Brass</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.0e+00</td>
<td>-6.7e-05</td>
<td>9.9e-01</td>
</tr>
<tr>
<td>-3.0e-04</td>
<td>-3.8e-05</td>
<td>2.9e-03</td>
</tr>
<tr>
<td>4.8e-05</td>
<td>3.2e-09</td>
<td>-2.2e-03</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-1.0e+00</td>
<td>-6.8e-05</td>
<td>8.0e-01</td>
</tr>
<tr>
<td>-3.7e-04</td>
<td>-3.7e-05</td>
<td>7.5e-02</td>
</tr>
<tr>
<td>6.7e-05</td>
<td>3.4e-09</td>
<td>-1.4e-02</td>
</tr>
</tbody>
</table>

Table 6.6: $||\Delta V - S||_\infty$ where $\Delta V$ is signal (with $1.0e-03 \times \text{rand}$ noise added) and $S$ is signal predicted by computed $M$ matrix $\hat{M}$ at each position (using $H_{rxi}^T \hat{M} H_{txi} = S_i$).

<table>
<thead>
<tr>
<th></th>
<th>50mm height</th>
<th>100mm height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FSFH</td>
<td>FSBH</td>
</tr>
<tr>
<td>Aluminium</td>
<td>4.7e-01</td>
<td>1.6e-01</td>
</tr>
<tr>
<td>Brass</td>
<td>4.3e-01</td>
<td>1.5e-01</td>
</tr>
<tr>
<td>Stainless Steel</td>
<td>1.7e-01</td>
<td>5.7e-02</td>
</tr>
</tbody>
</table>
Chapter 7

Conclusions

Polynomial eigenvalue problems, considered in the first half of this thesis, are an important class of nonlinear eigenproblems that are less routinely solved than the standard eigenvalue problem \((A - \lambda I)x = 0\) or generalized eigenvalue problem \((A - \lambda B)x = 0\). Quadratic, and more generally, polynomial eigenvalue problems are usually converted to a degree one problem of larger dimension—the process of linearization.

In Chapters 1—2 we explained the linearization process, solution of the linear problem, and recovery of the solution of the polynomial problem from that of the linear problem. By considering a numerical example, we saw that appropriate handling of the problem is essential to returning accurate solutions, when extracting solutions of the polynomial problem from those of the linear problem.

In Chapter 3 we presented a general purpose eigensolver for dense QEPs, which incorporates recent contributions on the numerical solution of polynomial eigenvalue problems, namely a scaling of the eigenvalue parameter prior to the computation, [11], [21] and a choice of linearization with favourable conditioning and backward stability properties [39], [41], [42]. Our algorithm includes a preprocessing step that reveals the zero and infinite eigenvalues contributed by singular
leading and trailing matrix coefficients and deflates them. The preprocessing step may also detect nonregularity (although this is not guaranteed), indeed robustly detecting nonregularity of a quadratic is nontrivial and therefore future work. Our algorithm takes advantage of the block structure of the chosen linearization. Implemented as a MATLAB [59] function called quadeig, it makes use of functions from the NAG Toolbox for MATLAB [63]. Our eigensolver can in principle be extended to matrix polynomials of degree higher than two. The preprocessing step can easily be extended using the same type of linearization, merely of a higher degree matrix polynomial. For scaling of the eigenvalue parameter prior to the computation we can use the method described in Section 2.3.1 on page 47 [11], which extends the Fan, Lin and Van Dooren scaling for matrix polynomials of degree two.

Numerical examples were presented, illustrating the improved performance of this new algorithm quadeig, with the existing MATLAB routine polyeig, both in terms of accuracy and stability and reduced computational cost.

In Chapter 4 we described a structure preserving deflation procedure for quadratic matrix polynomials, that given two eigentriples \((\lambda_j, x_j, y_j), j = 1, 2\) satisfying appropriate conditions, decouples \(Q(\lambda)\) into a quadratic \(Q_d(\lambda) = \lambda^2 M_d + \lambda C_d + K_d\) of dimension \(n - 1\) and a scalar quadratic \(q(\lambda) = \lambda^2 m + \lambda c + k = m(\lambda - \lambda_1)(\lambda - \lambda_2)\) such that (a)

\[
\Lambda(Q) = \Lambda(Q_d) \cup \{\lambda_1, \lambda_2\},
\]

where \(\Lambda(Q)\) denotes the spectrum of \(Q\) and (b) there exist well-defined relations between the eigenvectors of \(Q(\lambda)\) and those of the decoupled quadratic

\[
\tilde{Q}(\lambda) = \begin{bmatrix} Q_d(\lambda) & 0 \\ 0 & q(\lambda) \end{bmatrix}.
\] (7.0.1)

This procedure applies to symmetric and nonsymmetric quadratics, and when the
Numerical examples that illustrate our deflation procedure were also presented. To the best of our knowledge, this work is the first attempt at constructing a family of nontrivial elementary SPTs that have a specific action of practical use: that of “mapping” two linearly independent eigenvectors to a set of linearly dependent eigenvectors.

This structure preserving deflation method has application in the area of model updating. Model updating is the modification of an existing inaccurate model with measured data. The eigenvalue embedding problem is a special instance of model updating and can be defined as follows: consider a quadratic matrix polynomial

\[ Q(\lambda) = \lambda^2 M + \lambda C + K \]

resulting from a second-order dynamical system with a few known eigenvalues \( \lambda_j \), \( j = 1: k \). Now suppose that new eigenvalues \( \hat{\lambda}_j \), \( j = 1: k \) have been measured. There are several types of eigenvalue embedding problems but one of them consists of updating the quadratic \( Q(\lambda) \) to a new quadratic \( \hat{Q}(\lambda) \) with eigenvalues \( \hat{\lambda}_j \), \( j = 1: k \) replacing the eigenvalues \( \lambda_j \), \( j = 1: k \) of \( Q(\lambda) \) while the remaining \( 2n - k \) eigenvalues of \( \hat{Q}(\lambda) \) are kept the same as those of the original problem \( Q(\lambda) \). This is sometimes referred to as eigenvalue updating with no spill-over.

A number of solutions to this problem has been proposed often with additional constraints such as preservation of the symmetry of the coefficient matrices and preservation of the positive definiteness of the mass and stiffness matrices.

The deflation procedure in Chapter 4 can be used to update eigenvalues of a quadratic matrix polynomial. Further work involves investigating the potential of this process for updating systems, its reliability and performance in finite precision arithmetic, and comparison with existing techniques.
CHAPTER 7. CONCLUSIONS

The second half of this thesis, focussed on electromagnetics problems, in Chapter 6 we presented numerical simulations and measured results to validate the hypothesis that the change in voltage ($\delta V$) from the detector coil as a result of the introduction of a conducting object can be modelled as

$$\delta V = H_{tx}^T M(\omega) H_{rx},$$

where $M(\omega)$ is a frequency dependent, symmetric tensor, and $H_{tx}$ and $H_{rx}$ are the magnetic field strengths at the location of the threat object produced by unit current flowing in the transmitter and detector coils respectively. $M(\omega)$ is independent of orientation and position, with the information about position of the object contained within the $H$-fields $H_{tx}$ and $H_{rx}$. Measured and simulated results for ellipsoidal test objects of the same dimension but different materials were considered. When looking at the eigenvalues of the computed moment tensor $M$ given known voltage changes $\delta V$ and $H$-fields, it was possible to observe the dominant direction of the test object when using FEM signal responses and $H$-fields; however this was not true for the measured signal responses with Biot-Savart $H$-fields, or FEM signal responses with Biot-Savart $H$-fields. This may be attributed to the poor sensitivity of the actual coils in the $x$ direction, which use filamentary coils. This sensitivity may be improved by using two coil rigs set side by side in the $x$ axis, which might make it possible to observe the test object’s dominant direction.
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