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Ionicity and covalency are not each other's opposite. Secondly, bond electron correlation can be destabilising (i.e. positive).
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ABSTRACT: The Interacting Quantum Atoms (IQA) method is used to analyze the correlated part of the Møller-Plesset (MP) perturbation theory two-particle density-matrix. Such an analysis determines the effects of electron correlation within atoms and between atoms, which covers both bonds and non-bonded through-space atom-atom interactions. Electron correlation lowers the energy of the atoms at either end of a bond, but for the bond itself, it can be stabilizing or destabilizing. Bonds are described in a two-dimensional world of exchange and charge transfer, where covalency is not the opposite of ionicity.

In the traditional view, electron correlation energy is the vitally important component of both inter-atomic and inter-molecular energy that binds chemical systems together in the condensed phase. In the case of liquid and solid inert gases it is the only energy binding the atoms together. However, the literature rarely contains a consideration of the intra-molecular energy component of correlation energy. This energy contribution is pivotal for computational methods to improve the description of atoms and bonds within a molecule. Our ultimate interest in correlation energy is to provide the dispersion part of a next generation force field for describing large bio-molecules. However, it is important that we understand how electron correlation affects all aspects of molecules and molecular complexes, not just the through-space long-range parts, if we are to develop an accurate force field for describing matter and its interactions.

Dispersion energy (one component of van der Waals interactions) is often a major energy component arising from electron correlation energy. Oddly, the intra-molecular dispersion energy has received little attention in the literature compared to its long-range inter-molecular counterpart. While intra-molecular dispersion energy is included in Møller-Plesset (MP) perturbation calculations, it has not been regularly determined. A commonly applied theoretical tool to obtain through-space non-covalent (dispersive) interactions between two separate molecules is Symmetry Adapted Perturbation Theory (SAPT). Non-covalent interactions within SAPT are only defined between these fragments as opposed to additionally within a fragment. Hence, a SAPT model of the dispersion interaction between the two termini of a U-shaped chain-like molecule would experience a severe conceptual problem. In this not uncommon case, there is no obvious way to split a single covalently bound molecule (i.e. the chain) into two fragments such that SAPT would be able to...
calculate the dispersion interaction. However, if one
abandons SAPT, as we do here, then the conceptual
distinction between intra- and inter-molecular interaction
disappears. In the current contribution, we will work with
topological atoms\(^4\), which naturally appear in the electron
density, and we will calculate their dispersion interaction,
wherever they reside. This means that both inter-molecular
and intra-molecular dispersion is determined.

Topological atoms are defined by the Quantum Theory
of Atoms in Molecules (QTAIM)\(^5\). They are obtained in a
parameter-free way and arise naturally out of the electron
density: a set of trajectories traced by the gradient of the
electron density divide a molecule or molecular complex
into topological atoms. All approaches that use the central
idea of partitioning a quantum mechanical property density
into a set of finite-volume fragments in real 3D space are
bundled under the name Quantum Chemical Topology
(QCT)\(^6\).\(^10\).

The inclusion of dispersion energy, which is missing or
only partially included in Kohn-Sham DFT, is an active
area of research for the DFT community.\(^11\)\(\text{-}\)\(^13\). A popular
approach to include dispersion energy in a tractable QM
method is to augment DFT with empirical dispersion
corrections\(^14\)\(\text{-}\)\(^16\). While many useful studies have been
carried out\(^17\)\(\text{-}\)\(^18\) with such methods, many of which suffer
from the problem of needing a damping function to stop the
atoms close to each other returning unrealistically large
dispersion energies. In the current work, the need for
damping functions is completely eliminated due to the use
topological atoms, which are space-filling\(^2\). Our
approach is to obtain dispersion interactions of topological
atoms from the Møller-Plesset perturbation
theory (MPx) correction to the Hartree-Fock
wavefunction\(^19\), and thus circumvent the drawbacks that
damping functions pose. An additional strength of our
approach is that it is not limited to long-range, indeed, the
interaction of an atom with itself or an atom directly
bonded to it can be calculated. Put more precisely, the
electron correlation between electrons within the same
(topological) atom is accessible. The resulting values
constitute the atomic self-energy, which also includes the
atomic kinetic energy, the intra-atomic Coulomb and
exchange energy. The proposed method involves the
correlated part of the two-particle density-matrix (2PDM),
arising from a second order wavefunction (MP2), being
partitioned via the Interacting Quantum Atoms (IQA)
approach\(^20\). This gives the correlation energy contributions
for the intra-atomic (i.e. a single atom) case and inter-
atomic (i.e. atom-atom) case, where the atoms may or may
not be bonded. Thus it is possible to determine the
dispersion energy between two non-bonded atoms, and
more remarkably, between two bonded atoms. To try and
understand the nature of these effects for bonded and non-
bonded atoms we have undertaken the current work.

In our approach we take the correlated part of the
2PDM as generated from an MP2 wavefunction by
GAUSSIAN09 (G09)\(^21\) (Link1111 and associated routines)
and transform it to the primitive basis. This information is
then passed to a locally written program called MORPHY
along with the geometry and orbitals (via the standard G09
written WFN file). The IQA analysis defines each atom
from the topology of the electron density and then calculates the energy of each of these atoms and the
interaction between them. The details of our approach have
been given elsewhere\(^19\), but here we repeat one key
equation (eq.1),

\[
V_{\text{ex,corr}}^{AB} = \sum_{j \neq i} \sum_{l=1}^{N_j} r_{ji} \sum_{k=1}^{N_l} r_{ki} k_{jlk12} \omega_{jlk12} \times
\left[ \int_{\Omega_1} d \mathbf{r}_1 G_{j\alpha}(\mathbf{r}_1 - \mathbf{R}_j) \int_{\Omega_2} d \mathbf{r}_2 \frac{1}{r_{12}} G_{l\beta}(\mathbf{r}_2 - \mathbf{R}_l) \right]
\]

where \(N_G\) is the number of primitive Gaussian basis
functions (“primitives” in short) and \(\Omega\) is the volume of a
topological atom. Note that the two 3D volume integrals in
eq (1) are coupled because the inter-electronic distance \(r_{12}\)
depends both on \(\mathbf{r}_1\) and \(\mathbf{r}_2\). The interaction energy \(V\) of
each atom with itself (A=B) or with one of the other atoms
(A\neq B) is obtained from the 2PDM \((d)\) via a 6D integration.

As MP2 only correlates electron-electron interactions
the one-electron terms have their unperturbed Hartree-Fock
values. For nearly all cases considered here we used a grid
that reproduced the G09-determined correlation energy to
about 4 KJmol\(^{-1}\). Any exceptions to this will be noted in the
tabulated errors given for all systems in the Supporting
Information (SI). The basis set employed to determine the
energy and geometry was typically 6-31G(d,p), with the
exceptions given in the Tables S1 and S2 of the SI. A total
56 molecular systems are reported here, covering covalent
and ionic bonds, as well as hydrogen bonds, van der Waals
complexes, radicals and ions.

The first case we discuss is that of water. The
breakdown of the energy contributions of each atom and
between pairs of atoms is given diagrammatically in Fig. 1. Note that the log scale is the log of the absolute value multiplied by the sign of the original energy value. The kinetic energy is positive for each atom, but the corresponding Coulomb, exchange and correlation energies are negative. We next consider the inter-atomic terms (i.e. O-H and H-H) and note that they are smaller, not unexpectedly, than the intra-atomic ones. Kinetic energy is manifestly mono-atomic and hence strictly intra-atomic in nature. Note that the correlation energy of the O-H bond is positive. Our previous publication also noted that H₂ had a positive bond correlation energy. This positive sign is perhaps surprising given the generally stabilizing (and hence negative) nature of correlation, which is the case for the atoms at either end of the O-H bond. It seems that Hartree-Fock theory overestimates the bond energy, a deficiency that is corrected by electron correlation.

![Image](image-url)

**FIG 1.** The complete IQA fingerprint of the water molecule. The error of the total energy reconstruction is 1.9 kJmol⁻¹. Negative correlation energies appear on the left; for example, oxygen’s Coulomb energy is about 316,000 ≈ -10⁻⁵ kJmol⁻¹.

Thus one’s preconceived ideas of correlation are overall correct, but detailed analysis has thrown up a surprise. The last interaction (Fig. 1) is the through-space H-H interaction, which is dominated by a positive Coulomb term. For this interaction the correlation correction is larger than the exchange contribution. In this case the correlation energy is negative. In summary, the energy of a molecule mainly consists of the energy of its constituent atoms and inter-atomic correlation energy can be positive or negative.

All the information described above is very clearly summarized in just one image (Fig. 1), which is a complete description of the stability of the water molecule. The full IQA description is unique for each molecule, like a fingerprint. Even though a few common patterns can be observed in similar molecules, some drastic changes can be seen when two molecular fingerprints (such as water and methane) are put side by side. These differences can be seen in the fingerprints of several molecules, presented in the SI (Figures). Thirdly, all A-H Coulomb energies are stabilizing except for C-H in methane (Fig.S5). Fourthly, the only other energy contribution that can be destabilizing is A-H interatomic Coulomb energy is always destabilizing in all AHₙ systems studied here, not just the subset in the SI Figures). Thirdly, all A-H Coulomb energies are stabilizing except for C-H in methane (Fig.S5). Fourthly, the only other energy contribution that can be destabilizing is A-H correlation, but only in the case of A=C, N or O. Fifthly, lithium’s atomic correlation basically vanishes in LiH, which has a very small Li-H bond correlation. However, sodium has a reasonably large atomic correlation in NaH, but its Na-H bond correlation is basically zero. Final observations focus on the BH₃ / BH₄⁺ (Fig. S4) comparison and the NH₃ / NH₄⁺ comparison (Fig. S8). Energy differences can range from a few kJmol⁻¹ to a few hundred and their patterns are unfortunately too complex to summarize.

Next we considered a wide variety of systems with the aim to understand the nature of bond correlation energies. These systems include radicals and ions with atoms from the 1ˢᵗ, 2ⁿᵈ, 3ʳᵈ and even 4ᵗʰ period. The chosen systems include many H-X bonds but also encompass diatomic species and oxides. We have also considered systems such as He₂ and the H₂ dimer as they are bonded by dispersion and, in the case of the H₂ dimer, an additional quadrupole−quadrupole interaction. Molecular complexes such as HF…F₂, the H₂O dimer, the HF dimer, H₂O…NH₃ and HF…H₂O were studied as examples of halogen and
hydrogen bonds. Thus these systems offer a variety of bonding scenarios with which to gain insight into bond correlation energies. The results for these systems are given diagrammatically in Figures 2, 3 and 4. Note that Figures S13 and S14 provide 3D plots of internuclear distance versus $|V_c|$ and $|V_e|$ for single molecules and complexes, respectively.

Figure 2 plots the absolute value of bond correlation energy against the absolute value of bond exchange energy. The negative bond correlation energies are marked in purple. There is a reasonable correlation between bond correlation and exchange, with a $r^2$ value of 0.82. This correlation expresses itself as a continuous diagonal broad band involving all data points. The same broad correlation can be seen in Figure S12, which focuses on molecular complexes. The points are not randomly distributed in Fig.2 because all ionic molecules are located in the bottom left quadrant, and the apolar covalent molecules are only found in the upper right quadrant. Therefore Fig. 2 can be seen as a diagram in which molecules are distributed according to bond polarity. The central part of the graph is occupied by highly polar covalent bonds such as H$_2$O, HF and NH$_3$. Note that species such as PH$_3$, BH$_3$ and SiH$_4$ are found the middle of Fig 2. Chemical intuition would refer to those species as covalent with a low bond polarity. However, bonds such as POH, BOH and SiOH are actually more polar than chemical intuition or an electronegativity argument imply.

FIG. 2 Absolute value of bond correlation energy versus absolute value of bond exchange energy. Negative values for bond correlation are marked in purple.
Figure 3a plots the absolute value of the bond correlation energy against bond length. The first point to be addressed in Fig. 3a is that bond correlation can be either negative or positive. The latter part of the second row of elements has positive bond correlation energies. The crossover point between negative and positive bond correlation energies is between boron and carbon. A careful comparison between compounds containing either element sheds light on the nature of this cross-over. If one considers BH$_4^-$, which is iso-electronic with methane and also has the same number of atoms, the bond correlation is still negative unlike that of methane. If we give BH$_4^-$ the geometry and basis set of CH$_4$ we still find a negative bond correlation. Moreover, it is enticing to assume that the negative bond correlation energy is a characteristic of hydrides, as all species in that group possess this property.

Figure 3a also reinforces how bond correlation correlates with bond polarity as the upper left quadrant of Fig. 3a is heavily populated by low polarity covalent bonds while the lower right quadrant exclusively consists of ionic species. Thus we see that homonuclear molecules, such as N$_2$ and O$_2$, have a very large bond correlation, and very small and even negative energies are seen in very polar or ionic bonds.

Furthermore, the extreme upper left part of Figure 3a is occupied by a group of molecules with unsaturated bonds. In fact, atoms bonded by two or more electron pairs exhibit bond correlation values greater than 40 kJmol$^{-1}$. It is clear that bond correlation energy increases with bond order.

Therefore, bond order and bond polarity explain the somewhat odd position of the metallic oxides MgO and CaO. The intermediary position that these molecules occupy in Fig. 3a are a consequence of the large polarity of the M=O bond having been counteracted by the double bond.

Figure 3b plots the interatomic correlation energy against internuclear distance for molecular complexes. Most points in Fig. 3b fall close to the red line, which marks zero correlation energy. However, there are three distinct clusters that stand out: (i) H…H intramolecular interactions, (ii) hydrogen bonds (H…A, A=O, N, F) and a halogen bond (F…F), and (iii) O…O, F…F, O…N and F…O intermolecular interactions. These interatomic correlation energies are negative for the first two clusters, but positive for the third cluster. It is important to highlight that the interactions involved in the hydrogen bond (D-H…A), both H…A and D…A, are as strong as the H…H intramolecular interactions in H$_2$O and NH$_3$. In this context one could regard the hydrogen bond as an intramolecular interaction. The third cluster also encompasses strong interactions despite of the positive values. These interactions are abnormal as they display rather large correlation energies. These interactions have been reported to be very important to the stabilization of hydrogen bonds, as observed in ref.$^{24}$, pointing to the hydrogen bond as being actually a three-atom system.
It is fruitful to introduce a measure of ionicity into the overall discussion. A simple proposal is to calculate the charge transfer between atoms according to QTAIM net atomic charges. In diatomics this measure unambiguously gauges ionic character. In general polyatomic molecules a given (net) atomic charge does not reveal how its original charge is redistributed in the molecule after its formation from the free atoms. However, symmetry in the molecule allows one to proceed. For example, in MgF$_2$ the more electropositive magnesium has lost electronic charge to the two fluorine atoms in equal measure. Hence, one can unambiguously deduce the degree of charge transfer (and hence ionicity) from the atomic charges: a simple division by two of the Mg charge suffices in this case.

Figures 4a and 4b plot the QTAIM charge transfer against (a) absolute values for bond correlation and (b) absolute values for bond exchange. The QTAIM charge transfers were obtained from the absolute charge on the central atom being divided by the number of ligands attached to it. The similarities between Figs. 4a and 4b are expected given the reasonable correlation between bond correlation and exchange observed in Fig. 2. It is important to realise that bond exchange energy and charge transfer are two, in principle, independent measures. Indeed, charge transfer measures ionicity, the opposite of which is called non-ionicity, rather than covalency. Covalency is measured by bond exchange, which again presents a sliding scale from (very) covalent (high value of bond exchange energy) to non-covalent. Again, in this two-dimensional world of ionicity and covalency, the opposite of covalency is not ionicity. Indeed, it is perfectly possible to have a bond that is both covalent and ionic: a polar bond. A burning question is then why simple explanations of valence bond theory, and indeed a wider undergraduate education, leaves one with the impression that ionicity and covalency are opposites in a one-dimensional world.

The answer lies in the continuous red arch appearing in Fig. 4b (and actually also in Fig. 4a because of the strong correlation between exchange and correlation energy). The arch goes from NaCl, an unarguably ionic molecule, to F$_2$, which is purely covalent. Near the center of this arch one finds the polar bonds. All molecules that fall outside this arch are bound by multiple bonds. In fact one could argue that these molecules form two new arches of decreasing bond polarity, one arch for double bonds and one for triple bonds.

In conclusion, we find that correlation energy is not always stabilizing in nature as is commonly asserted. For most molecules considered here, bond correlation is actually positive and therefore repulsive. The few exceptions are all hydrides in which the negative charge of the hydrogens induces a negative bond correlation. Secondly, the bond correlation energy is statistically correlated to the bond exchange energy. Thirdly, bonds can be characterized in a two-dimensional description by the independent measures of ionicity (via charge transfer) and covalency (via interatomic exchange energy). Hence, in principle, ionicity is not the opposite of covalency, unless
one travels along a one-dimensional arc in this two-dimensional world.
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