Abstract

This paper reviews currently available methods to calculate drag coefficients of spacecraft traveling in low Earth orbits (LEO). Aerodynamic analysis of satellites is necessary to predict the drag force perturbation to their orbital trajectory, which for LEO orbits is the second in magnitude after the gravitational disturbance due to the Earth’s oblateness. Historically, accurate determination of the spacecraft drag coefficient \( C_D \) was rarely required. This fact was justified by the low fidelity of upper atmospheric models together with the lack of experimental validation of the theory. Therefore, the calculation effort was \textit{a priori} not justified. However, advances on the field, such as new atmospheric models of improved precision, have allowed for a better characterization of the drag force. They have also addressed the importance of using physically consistent drag coefficients when performing aerodynamic calculations to improve analysis and validate theories. We review the most common approaches to predict these coefficients.
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1. Introduction

The study of the upper atmosphere is a key issue on the determination and prediction of spacecraft trajectories. The drag force resulting from the interchange of momentum between the upper atmosphere and spacecraft reduces the orbital energy. The result is a change of the eccentricity towards a more circular orbit, together with a reduction of the semi major axis until the eventual re-entry of the spacecraft.
Although it is known that in LEO orbits the drag force is the biggest source of perturbation after the $J_2$ coefficient of the gravitational potential function of the Earth, an accurate prediction and determination of its magnitude is still challenging. A common approach to calculate the drag acceleration experienced by a body is:

$$a_{\text{drag}} = \frac{1}{2} \rho V^2 C_D \frac{S}{m}$$

(1)

Where $\rho$ represents the atmospheric density, $V$ is the relative velocity of the vehicle with respect to the atmosphere, $C_D$ is the drag coefficient, $S$ is the reference surface area and $m$ the mass of the body. A good estimation of $a_{\text{drag}}$ is often difficult to obtain. This is due to the large uncertainties associated with three of the above parameters: density, drag coefficient and velocity of the body with respect to the atmosphere:

- Neutral density of the upper atmosphere, $\rho$, is the major source of error in the determination of the drag force. The atmosphere is a moving mass of air, and its density varies with time, altitude and geographical location. The main driver of these changes at satellite altitudes is the varying extreme ultraviolet (EUV) radiation from the sun since temperature and hence density are affected by the amount of energy absorbed in the upper atmosphere. The result is a long term trend related to the 11 years solar cycle together with more transient and localised effects due to diurnal, seasonal, longitudinal, and latitudinal variations in atmospheric conditions. Also geomagnetic fluctuations caused by solar storms, which take place more frequently during periods of peak solar activity, have been shown to increase thermospheric density several factors [14]. Historically few data have been available and, as a consequence, upper atmosphere neutral density models are not precise. Its current accuracy is lies between 10% and 15% in mean activity conditions [38], however it can go up to 100% for short term and local variations [1]. The early upper atmospheric models
were derived from orbit tracking of different satellites, with the density computed assuming a constant $C_D$ and neglecting winds [22]. For a good review of available atmospheric models and atmospheric modelling issues refer to [11, 16, 17, 22, 38].

- Relative velocity, $V$. A common assumption to calculate relative velocity is to consider that the atmosphere rotates with the Earth. The presence of wind adds uncertainty to the problem. In-track winds can either increase or decrease the drag force depending on the blowing direction. It has been demonstrated that strong winds of several hundred meters per second can take place in the upper atmosphere (specially at high latitudes) and very little prediction capability is available to date [12, 20].

- Drag coefficient, $C_D$. It has been a common practice to assume a constant $C_D$ equal to 2.2 for low earth orbit flying satellites. Due to the lack of precision of existing atmospheric density models, any modelling effort to refine the drag coefficient was normally considered of little advantage, since it does not compensate for the imprecise density model. Nowadays, it is widely accepted that the drag coefficient is not constant and can present very different values depending on the spacecraft shape and the atmospheric temperature and composition at the flying altitude. Note that atmospheric density models obtained from satellite observations, directly incorporate any error on the drag coefficient as density biases.

Despite the described difficulties, in recent times there has been an increased interest in spacecraft drag modelling. We have entered the 21st century inside a Golden Age of Satellite Drag [17] mainly due to new dedicated space missions together with more and more available data and a better understanding of the solar phenomena. Many research groups have become interested in the topic in the last few years, and even more interest is foreseen in the future. Any improvement on the knowledge of this disturbance will directly impact the accuracy of mission analysis and orbital predictions. This will result, for instance,
in better orbit determination and tracking of space objects (allowing for example optimum and precise collision avoidance manoeuvres), in more accurate determination of re-entry windows and debris footprints or in finer optimisation of fuel budgets. A comprehensive aerodynamic characterization of the spacecraft is also needed to study new mission concepts in which the aerodynamic force plays an active roll, such as drag compensation, sub-orbital flights, drag optimization, or trajectory and attitude control by means of aerodynamic forces and torques.

This paper is focused on the numerical and analytical calculation of $C_D$ (and associated aerodynamic coefficients) for bodies traveling in low Earth orbit.

2. Characterising the environment

The neutral atmospheric region of interest in the study of satellite aerodynamics is the thermosphere, a high-altitude layer that exist above around 85 km. The thermosphere absorbs the EUV energy from the Sun resulting in a temperature profile increasing rapidly with altitude at its lower part (below around 200 km). In its upper region, the temperature increase reaches a limiting value (exospheric temperature) and remains constant with altitude due to the the infrequency of intermolecular collisions that occur as a result of the very low density. The temperature and neutral density vary with the amount of energy received by the the thermosphere. The main energy sources affecting its structure are the the solar flux and the geomagnetic activity.

The biggest variation in solar flux is due to the 11 years solar cycle, temperature and neutral density tend to follow the same trend. Variations in mean density profiles for low, mean, and high levels of solar and geomagnetic activities, as defined by [1], are illustrated in Fig. 1. Density variations increase with altitude; notice that for an altitude of 600 km, the atmospheric density varies by up to almost two orders of magnitude. This density increase during high solar activity periods is the dominant factor affecting spacecraft aerodynamic performance [41]. One well-known consequence of this variation is that during
these periods, satellites in low Earth orbit deorbit more quickly and have their operational lifetimes reduced as a result.

Two indices are generally used to measure the solar radiation and geomagnetic activity levels:

- **F10.7 index for solar flux**: It is a measure of the solar flux emitted at a wavelength of 10.7 cm. Since the EUV radiation is absorbed in the thermosphere it is difficult to obtain a measurement of the solar flux at these wavelengths using instruments at the Earth's surface. It has been found that the F10.7 index presents a good correlation with solar activity [36]. Currently it is used as a proxy for EUV radiation in atmospheric models.

- **Ap index for geomagnetic activity**: This index is a measure of the general level of geomagnetic activity on the Earth for a given day. It is obtained from measurements of the magnetic field variations made at different lo-
At the considered altitudes, the composition of the atmospheric gas mixture varies with altitude, as illustrated in Fig. 2. Lighter molecules are faster, due to acquiring the same energy as heavier molecules on average from collisions. The faster molecules have a different scale height and are also lost to space more easily. In addition to these variations, atmospheric composition with altitude will fluctuate as the atmosphere expands and contracts under the influence of the solar cycle or geomagnetic activity.

Several models to predict atmospheric characteristics at spacecraft altitudes have been published since the 1960s. They provide values for neutral density and temperature as a function of the spacecraft position, solar radiation and geomagnetic activity. Two of the most modern models are briefly presented.
here: the NRLMSISE00 and the JB2006.

- **NRLMSISE00** [28]. This model provides temperature and gas species number densities (for $He, O, N_2, O_2, Ar, H$ and $N$) covering all the range from sea level up to the exosphere. Inputs to the model are altitude, latitude, longitude and the two indices $F_{10.7}$ and $Ap$. A component named "anomalous oxygen" is introduced in the model for drag estimation. It accounts for the contribution of non thermospheric species to the drag at high altitudes, such as $O^+$ and hot oxygen (energetic oxygen atoms resulting from photochemical processes in the upper atmosphere [42]).

- **JB2006** [6]. This models provides neutral density and temperature from 120 km to the exosphere. Input parameters are $F_{10.7}$ and $Ap$, however, it also incorporates new solar indices ($S_{10}$ and $Mg_{10}$) to obtain better density variation correlations with UV radiation together with a model of the semi annual density variation [4]. A further improvement in the modeling and results is the JB2008 version [5].

According to the ECSS standard on Space environment [1], the NRLMSISE00 model shall be used for calculating neutral temperature, detailed composition and total density below 120 km, whereas the JB2006 model shall be used for calculating the total density above 120 km. It is worth mentioning that atmospheric models up to date only predict slow time variations and large scales.

2.1. Free Molecular Flow

The highly rarefied atmosphere of low Earth orbit requires a different approach to aerodynamics than that employed in the continuum regime that exists at aircraft flight altitudes. Due to the low density, the flow regime of low Earth orbit spaceflight is commonly described as free molecular. This means that the mean-free path (the mean distance between consecutive collisions, which is illustrated in Fig. 3) is many times greater than the characteristic dimension of a body immersed in the flow. Therefore, collisions between molecules
are extremely rare in the flow field around the body, such that the flow can be assumed collisionless and it cannot be considered as a continuum medium anymore. Instead it is particulate in nature.

To quantify the validity of the collisionless assumption a non-dimensional parameter known as Knudsen number is used.

\[
Kn = \frac{\lambda}{l_{ref}}
\]  

The term \( l_{ref} \) is the characteristic dimension of the spacecraft and \( \lambda \) is the mean free path. A high \( Kn \) indicates that the flow is particulate in nature (i.e. free molecular) and that the collisionless Boltzmann equation should be employed, a low \( Kn \) indicates that the flow is continuum in nature and should be analysed using the Navier-Stokes equations. It is generally assumed in most rarefied gas dynamics literature that the free molecular flow assumption is valid for \( Kn \geq 10 \) [25]. Fig. 4 shows the Knudsen number variation with altitude and Fig. 5 illustrates how Knudsen number can be used to describe rarefied flow regimes.

Another important parameter in free molecular flow is the molecular speed
Figure 4: Knudsen number variation with altitude for low, moderate and high solar and geomagnetic activities using NRLMSISE-00, and a characteristic dimension of 1 m

Figure 5: Classification of flow regimes using Knudsen number. Reproduced from [2]
Where \( V_a \) is the thermal speed, which defines temperature as a measure of the most probable molecular speed of a gas (moving in a reference frame with the gas at its bulk velocity, \( V \)). It can be shown, using the kinetic theory of gases and the Boltzmann equation, that for an equilibrium gas, with a Maxwellian distribution of velocities, the most probable molecular speed of the gas is given by Eq. (4) \[2\].

\[
V_a = \sqrt{2R_{sp}T} \tag{4}
\]

The term \( R_{sp} \) is the specific gas constant in J kg\(^{-1}\) K\(^{-1}\) and \( T \) is the temperature in K. The molecular speed ratio \( s \) provides an indication of the extent to which the flow behaves like a collimated beam of molecules (hyperthermal flow) where the bulk velocity of the gas is many times greater than the thermal velocity of the gas, (Fig. 6 top), or a chaotic drifting Maxwellian flow (hypothermal flow), where the high random thermal motion of the atmospheric gas constituents means that the free stream gas flow cannot be treated as collimated beam of molecules anymore (Fig. 6 bottom).

At higher altitudes, the thermal velocity of the atmosphere increases with temperature towards the thermopause, and then continues to increase with altitude through the exosphere as mean molar mass decreases. In this scenario, thermal speed increases such that the molecular speed ratio decreases (\( s << \infty \)) and the flow may be described as hypothermal.

For practical implementations, it is generally assumed in most texts that the hyperthermal flow assumption is valid for \( s > 5 \), such that the molecular Mach angle is less than 11 deg (see, for example, \[8\]).

In hypothermal flow (\( s < 5 \)), all surfaces may be impinged by molecules due...
Figure 6: Hyperthermal ($s \to \infty$) and hypothermal ($s << \infty$) flows

Figure 7: Impact on parallel surface due to random thermal motion of the flow molecules

to their random thermal motion regardless of whether they are forward facing or not. In practice, most molecules arrive at forward facing surfaces (shown in dark in Fig. 7), and a smaller amount of momentum is imparted to aft facing surfaces and surfaces parallel to the flow due to the random thermal motion of molecules. This is particularly important for slender bodies.
3. Interaction between the body and the flow

As it was mentioned previously, in the free molecular flow regime, collisions between molecules are extremely rare, even between incident and reflected particles. Consequently, reflected particles will have a negligible influence on the incident flow. The gas particles impact the surface transferring energy and momentum to the body. Therefore, free molecular flow is dominated by the nature of the Gas-Surface Interactions (GSIs) that takes place.

Assuming gas-surface interaction only, the force on the surface is equal to the rate of change of momentum of the gas (incident − reflected). For a convex body the force per unit area is related to the incident and reflected momentum fluxes as follows (Fig. 8):

\[
\frac{d\vec{f}}{dA} = (p_i + p_r) \vec{n} + (\tau_i - \tau_r) \vec{t}
\]  \hspace{1cm} (5)

Normal momentum flux is represented by \( p \) and tangential momentum flux by \( \tau \).
The subscripts \( i \) and \( r \) refer to incident and reflected flux respectively. Normal and tangential incident momentum fluxes \( (p_i, \tau_i) \) depend on the incident velocity and the mass flux \((dQ)\). The reflected momentum flux is \(-p_r \vec{n} + \tau_r \vec{t}'\).

The mathematical description of the incident fluxes, even in hypothermal flow, is a well-known and solved problem [30, 33, 2]. In the case of hyperthermal flow assumption (i.e. no thermal motion of the molecules) \( p_i = V \cos \delta dQ \) and \( \tau_i = V \sin \delta dQ \), where \( dQ = \rho V \cos \delta \). The most common solution for the hypothermal case considers a Maxwellian flow, where the thermal velocities of the molecules of the gas are specified by the Maxwellian velocity distribution function. Representing the thermal velocity of the molecules in the cartesian system defined in Fig. 8 by \( \vec{u} = (u_1, u_2, u_3) \), the incident momentum fluxes are given by:

\[
p_i = \int_0^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty m u_1^2 F(\vec{u}) du_1 du_2 du_3 \tag{6}
\]

\[
\tau_i = \int_0^\infty \int_{-\infty}^\infty \int_{-\infty}^\infty m u_1 u_2 F(\vec{u}) du_1 du_2 du_3 \tag{7}
\]

Where \( m \) is the mass of a single gas molecule and \( F(\vec{u}) \) is a Maxwellian distribution function given by [30]:

\[
F(\vec{u}) = n (2\pi RT)^{3/2} \exp \left\{ -\left[ (u_1 - V \cos \delta)^2 + (u_2 + V \sin \delta)^2 + u_3^2 \right] / 2RT \right\} \tag{8}
\]

Integrating Eqs. (6) and (7) the incident fluxes are:

\[
p_i = \frac{1}{2} \rho \frac{V_i^2}{s^2} \Gamma_1(s \cos \delta) \tag{9}
\]

\[
\tau_i = \frac{1}{2} \rho \frac{V_i^2}{s} \sin \delta \Gamma_2(s \cos \delta) \tag{10}
\]

Where:

\[
\Gamma_1(x) = \frac{1}{\sqrt{\pi}} \left[ x \exp(-x^2) + \frac{\sqrt{\pi}}{2} (1 + 2x^2)(1 + \operatorname{erf} x) \right] \tag{11}
\]
\[ \Gamma_2(x) = \frac{1}{\sqrt{\pi}} \left[ \exp(-x^2) + \sqrt{\pi}x(1 + \text{erf} x) \right] \quad (12) \]

\[ \text{erf} x = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \quad (13) \]

Having solved the incident fluxes, the key point of the problem is to determine the reflected fluxes. This is a very difficult problem. The gas-surface interaction that takes place is driven by extremely complex phenomena that are not yet well understood. Therefore, the different analyses methods available for calculating aerodynamic quantities in rarefied flow rely upon simplified mathematical models of gas-surface interactions (GSIMs).

In simple terms, the challenge of developing a successful GSIM is to model the exchange of energy and momentum between molecules and surfaces due to impact and reemission. In practice, this means that in rarefied flow at satellite speeds a number of factors must be considered, including:

- Gas properties (chemical composition, molar mass, ratio of specific heats, number of degrees of freedom, density, temperature, bulk speed).
- Surface properties (chemical composition, roughness, cleanliness, and temperature).
- Angle of incidence between the flow vector and the surface.

Several GSIMs have been published in the literature with different levels of complexity, some reviews can be found in [34, 27]. We present hereafter the most simple and widely used: Maxwell, Schamberg and Schaaf and Chambre. Notice that the first two models describe the scattering geometry of the reflected molecules, while the Schaaf and Chambre model does not provide (or need) such characterization.

3.1. Maxwell Model

The Maxwellian model is the most popular gas-surface interaction model for analysing spacecraft in the free molecular flow regime [40]. It is the reduction
of the highly complex gas-surface interaction to apparently simple parameters that underpins the popularity of the Maxwellian model in the fields of both theoretical analysis and experiment. It is presented in various forms in [19, 29, 18] and elsewhere. In 1879 Maxwell developed a GSIM in which he postulated that a portion $f$ of every unit area of surface reflects molecules diffusely, and a portion $(1 - f)$ specularly, as illustrated in Fig. 9.

In specular reemission, the angle of the reemitted particle equals the angle of incidence, whereas in diffuse reemission the molecule is reflected with a random distribution of speed and a direction which follows the Knudsen cosine law distribution (the number of molecules emitted between the angles $\theta$ and $\theta + \delta\theta$ from the normal to the surface is proportional to $\cos \theta \delta \theta$).

According to Maxwell whereas the specular portion perfectly reflects the molecules, in the case of diffuse reflection the surface absorbs all the incident molecules allowing them to evaporate afterwards with velocities corresponding to a gas at the temperature of the surface. In other words, the diffuse reflected molecules are completely accommodated to the surface temperature before being reemitted. The average velocity of the diffuse reflected molecules is offered in Eq. (14), calculated by means of the Maxwell-Boltzman speed distribution function [34].
\[ V_w = \sqrt{\frac{\pi RT_w}{2}} \] (14)

Where \( R \) is the gas constant, and \( T_w \) the surface temperature.

A further step in the model is the concept of incomplete thermal accommodation, in which the reflected molecule has a different average velocity with respect to the accommodated case [39]. The extent of energy transfer to a surface by an incident molecular flux can be described by the energy accommodation coefficient \( \alpha \), given by Eq. (15).

\[ \alpha = \frac{E_i - E_r}{E_i - E_w} \] (15)

The terms \( E_i \) and \( E_r \) are the incident and reflected energy fluxes respectively. The term \( E_w \) is the energy flux that would be carried away if all the molecules were reemitted diffusely in thermal equilibrium with the surface, such that they have the same temperature as the surface \( T_w \). Complete thermal accommodation implies \( \alpha = 1 \), whereas no energy exchange implies \( \alpha = 0 \). Diffuse reflection without complete thermal accommodation is sometimes referred as quasi-diffuse and specular reflection with \( \alpha > 0 \) as quasi-specular. Notice that the magnitude of the average reflected velocity depends on the amount of energy transferred and thus on the value of the accommodation coefficient.

3.2. Schamberg Model

Schamberg [32] proposes a more general model of gas-surface interaction. After striking the surface the molecules are reemitted with the scattering pattern of a half cone, obeying the reflected angles the Knudsen cosine distribution (Fig. 10), \( V_i \) and \( \theta_i \) are the incident velocity and angle of incidence and \( V_r \) and \( \theta_r \) are the reemitted velocity and the angle of the mean reemitted beam. The shape of the beam is characterized by the function \( \Phi (\phi_0) \) given by Eq. (16) for a conical beam. Incident and reflected angles are related by the parameter \( \nu \) (Eq. (17)).
Φ(ϕ₀) = \frac{1 - (2ϕ₀/\pi)^2}{1 - 4(2ϕ₀/\pi)^2} \cdot \frac{1}{2} \sin 2ϕ₀ - \frac{2ϕ₀}{\pi} \sin ϕ₀ - \frac{2ϕ₀}{\pi} (16)

\cos θ_r = (\cos θ_i)^\nu (17)

Specular reflection is obtained when ν = 1 and ϕ₀ = 0 (Φ(0) = 0) , for diffuse reflection ν = ∞ and ϕ₀ = π/2 (Φ(π/2) = 3/2) . Schamberg’s model assumes uniform reemission speed for all directions.

3.3. Schaaf and Chambre model

A slightly different approach to the problem was proposed by Schaaf and Chambre [30]. They introduced two coefficients to describe the extent of normal and tangential momentum transfer to the surface. Their phenomenological coefficients, provided by Eqs. (18 - 19), separate the effects of incomplete normal and tangential momentum transfer. These coefficients allow for a characterisation of the force on the surface, which can be obtained by experiments without any assumption on the scattering of the reflected molecules.

\[ σ_N = \frac{p_i - p_r}{p_i - p_w} \] (18)

\[ σ_T = \frac{\tau_i - \tau_r}{\tau_i - \tau_w} = \frac{\tau_i - \tau_r}{\tau_i}; (\tau_w = 0) \] (19)
The term $\sigma_N$ is usually referred to as the normal momentum accommodation coefficient and $\sigma_T$ as the tangential momentum accommodation coefficient, $p_w$ is the accommodated normal momentum which only depends on surface temperature. By definition of diffuse reflection $\tau_w = 0$, since the speed distribution is symmetrical around the surface normal. Consequently, for complete specular reflection with no energy exchange (elastic collision) $\sigma_N = \sigma_T = 0$. Whereas, for complete diffuse reflection, in which the energy of the molecules completely accommodates to the surface $\sigma_N = \sigma_T = 1$. Diffuse reflection only implies $\sigma_T = 0$, while $\sigma_N$ remains unspecified.

### 3.4. Angular Distribution and Accommodation Coefficient in Space Environment

In the space environment the angular distribution of reemitted molecules and the accommodation are mainly affected by the molar mass of the incident gas and a process known as adsorption. Adsorption describes the process by which satellite surfaces in low Earth orbit become covered by atmospheric molecules that are trapped close to the surface. Due to the surface contamination caused by adsorption more energy is lost to the surface by incident molecules on impact. Therefore, the effects of adsorption are a broader angular distribution of reemitted molecules, which is closer to the diffuse case, and a higher accommodation of the incident molecules to the surface [22]. Also, while for clean surfaces the accommodation coefficient is strongly dependent on surface material, laboratory experiments had shown that the accommodation coefficient for contaminated surfaces is almost constant regardless of the material [23].

Angular distribution and accommodation coefficient vary with altitude due to changes in atmospheric composition and, in the case of adsorption, changes in density (Fig. 11). Adsorption is more pronounced at some altitudes since some atmospheric constituents are more likely to be adsorbed than others. The prime case of this is atomic oxygen [37], which is prevalent at altitudes between approximately 200 and 700 km in mean solar conditions.
Figure 11: Schematic of the main environmental factors affecting accommodation coefficient and angular distribution in low earth orbit

Due to these factors, it is widely accepted that the satellite surfaces are contaminated in LEO orbits. Therefore, two common assumption when calculating drag coefficients for LEO orbit are:

- Angular distribution of the molecules is close to the diffuse case.
- Accommodation coefficient is close to one and independent of the surface material.

However, both assumptions become less valid as the altitude increases. Satellite surfaces are less contaminated and the uncertainty on both the distribution of reflected particles and the accommodation coefficient increases. An estimation of the uncertainty caused by the increasing fraction of specular reflection on the drag coefficient of an sphere as the altitude increases was calculated by Moe et al. [22] and reproduced in Fig. 12.
4. Solving the problem

4.1. Analytical Methods

Two common approaches are presented here, Schamberg [32] and Schaaf and Chambre [30]. They represent two different ways of obtaining analytical expressions for the drag and lift coefficients of convex bodies in FMF. To some extent, almost all the derivations and applications of spacecraft aerodynamic modelling in the literature are based on one of these two models.

4.1.1. Schamberg’s derivation

Schamberg [32] derives analytical expressions for the drag coefficient for different elementary shapes in hyperthermal flow based on his GSIM (presented in section 3.2). The resulting expressions are complex and depend upon the GSIM coefficients. The resulting reflected fluxes for a flat plate can be obtained with the help of Fig. 10:

\[
p_r = \rho V_i^2 \sin^2 \theta_i \Phi(\phi_0) \frac{V_r}{V_i} \sin \theta_r \sin \theta_i
\]

(20)

\[
\tau_r = \rho V_i^2 \sin \theta_i \cos \theta_i \Phi(\phi_0) \frac{V_r}{V_i} \sin \theta_r \sin \theta_i
\]

(21)

Figure 12: Uncertainties in drag coefficient caused by quasi-specular remission. Reproduced from [22]
Eq. (22) presents the general form of Schamberg’s hyperthermal drag coefficient for all shapes based on projected area.

\[
C_D = 2 \left[ 1 + \Phi(\phi_0) \frac{V_r}{V_i} f(\nu, \text{shape}) \right] \tag{22}
\]

The parameters \(\nu\) and \(\Phi(\phi_0)\) are the same ones defined in section 3.2. The ratio \(V_r/V_i\) (reflected and incident molecule velocities) can be related with the accommodation coefficient as follows [26] (notice the constant reflected velocity assumption):

\[
\alpha = \frac{E_i - E_r}{E_i - E_w} = \frac{\frac{1}{2}mV_i^2 - \frac{1}{2}mV_r^2}{\frac{1}{2}mV_i^2 - E_w} \tag{23}
\]

Assuming that the ratio \(E_w/(1/2mV_i^2)\) is numerically negligible we can relate the velocity ratio \((r)\) and the accommodation coefficient:

\[
r = \frac{V_r}{V_i} = \sqrt{1 - \alpha} \tag{24}
\]

Generally, for practical applications, the definition of \(\nu\) and \(\phi_0\) is difficult and some further simplifications are needed. We can fix these values to their diffuse and specular extremes resulting in two different expressions for quasi-specular and quasi-diffuse reflections, since they will still depend on the accommodation coefficient. Shamberg’s quasi-diffuse model based on the hyperthermal assumption has been very popular. Cook [8] used this model in what has become a key reference to calculate satellite drag coefficients. He calculates \(r\) in a slightly different way:

\[
r = \frac{V_r}{V_i} = \left( \frac{E_r}{E_i} \right)^{1/2} = \left( 1 + \alpha \left( \frac{E_w}{E_i} - 1 \right) \right)^{1/2} \tag{25}
\]

\[
\frac{E_w}{E_i} = \frac{T_w}{T_{k,i}} \tag{26}
\]

Where \(T_w\) is the already defined wall temperature and \(T_{k,i} = 1/(3R)\) is
the kinetic temperature. Fig. 13 offers drag coefficients for different shapes for quasi-diffuse and quasi-specular reflections under hyperthermal conditions. Notice that this model provides with a description of the angular distribution of the reflected particles. Schamberg’s model is a very adaptive model capable of describing a wide range of different scattering patterns. However, besides the two extreme cases, diffuse and specular, it is not straightforward to define the parameters of the model when trying to predict real satellite conditions, moreover it assumes a constant speed distribution. Therefore, calculations of satellite drag using this model are restricted to one of the two limiting cases, and although intuitive, the validity of such an assumption is not clear [26]. Some practical applications of the Schamberg’s model can be found in [35] and [21].

4.1.2. Schaaf and Chambre derivation

From Eqs. (18) and (19) we can obtain the reflected fluxes by means of the momentum accommodation coefficients as follows:

\[ p_r = (1 - \sigma_N)p_i + \sigma_N p_w \]  \hspace{1cm} (27)

\[ \tau_r = (1 - \sigma_T)\tau_i \]  \hspace{1cm} (28)

Using the above relations together with Eqs. (9 - 10) it is possible to derive a general expression for the pressure and shear stress coefficients for a flat plate
with one side exposed to the flow. For the complete derivation, including the calculation of $p_w$ refer to [30]. The coefficients are given by (the reference area is the total area of the plate):

$$C_p = \frac{1}{s^2} \left\{ (2 - \sigma_N) \Gamma_1(s \cos \delta) + \frac{\sigma_N}{2} \left( \frac{T_w}{T_{\text{inf}}} \right)^{1/2} \sqrt{\pi} \Gamma_2(s \cos \delta) \right\}$$  \hspace{1cm} (29)

$$C_\tau = \frac{\sigma_T \sin \delta}{s} \Gamma_2(s \cos \delta)$$  \hspace{1cm} (30)

Where $T_w$ is the surface temperature and $T_{\text{inf}}$ the ambient temperature, the $\Gamma$ functions are the ones defined in Eqs. (11 - 12). Notice that there is no restriction on the angle of incidence $\delta$ therefore it may take values greater than 90 deg. In this scenario, the surface is aft facing. However, it may still be impacted by molecules that have large lateral thermal velocities in comparison to the bulk velocity vector.

Eqs. (29) and (30) depend on the two momentum accommodation coefficients ($\sigma_N, \sigma_T$). They are meant to be determined by experiments, however, this approach is also far from being perfect: orbital conditions are hard to reproduce on earth facilities and orbital experiments are expensive and difficult to carry out. The reality is that little data have been gathered in representative conditions and a number of assumptions have to be made in order to give values to the coefficients. For a review of some experimental and theoretical approaches to determine these coefficients for different gases, surfaces and angles of incidence refer to [12, 13] . Two practical cases, the determination of the CHAMP and ANS-1 aerodynamic databases, and the assumptions made to calculate the accommodation coefficients can be found in [26] and [18].

Alternative expressions for the force coefficients can be found in the literature. Storch [34] provides a very clear and easy to follow derivation of these equations, Sentman [33] assumes diffuse reflection and uses the temperature of the reflected molecules ($T_r$) to account for incomplete thermal accommodation. Moe et al [24] modify Sentman’s expressions to include the thermal accommodation coefficient instead of $T_r$. The different analytical formulations in the
literature cannot always be reconciled. Care must be taken since it is critical to understand the basic assumptions under each of the formulas prior to producing any result. Some mistakes have been reported in the calculation of drag coefficients: confusion of kinetic and atmospheric temperatures in Cook’s formula or incorrect hyperthermal assumption for certain flight conditions and body shapes [15].

Whereas the pressure coefficient has a unique definition, the drag and lift coefficients depend on the reference area chosen for the calculation. It is a common practice to use the projected area that varies with the incidence angle instead of a fixed area (however, the product $SC_D$ and hence the drag force are still the same regardless of the reference area chosen). A fixed reference area is preferred when building aerodynamic databases for dynamic simulations since it simplifies the calculation to retrieve the force. A projected reference area gives a better idea of the aerodynamic performance since it excludes the variation of projected area from $C_D$. It allows the comparison of $C_D$ for different vehicles or configurations.

An important comment is that different accommodation coefficients are associated with different gas-species, since different gas-surface interaction is expected depending on the molecular characteristics of the gas. The atmosphere is a mixture of gases, and the drag coefficient is different for each constituent. Therefore, the drag force should be calculated taking into account a different drag coefficient for each species [12]. In practice, a different drag coefficient for each gas species introduces further uncertainties in the problem, a common approach being to use the mean molecular mass at the altitude of interest.

Besides the simple flat plate formula, it is also possible to derive analytical solutions of the force coefficients for some simple geometric shapes. The derivation consists on integrating the coefficients equations for an element of area over the surface of the body; see [34, 33, 31]. The analytical solutions are therefore limited to simple convex bodies such as spheres, cones, cylinders, etc.
4.2. Numerical Methods

For more complex bodies, the aerodynamic coefficients have to be calculated by means of numeric methods. There are four main computational methods for analysing the aerodynamics of a body in free molecular flow:

- Panel Method
- Ray-Tracing Panel Method (RTP)
- Test-Particle Monte Carlo (TPMC)
- Direct Simulation Monte Carlo (DSMC)

They are compared in Fig. 14, along with the Computational Fluid Dynamics (CFD) method that is used in continuum flow. The right-hand axes of Fig. 14 represent both the free stream molecular speed ratio $s$ and free stream Knudsen number $K_n$. The Knudsen number is based on a spacecraft with a characteristic dimension of 5 m. The different regimes of rarefied flow are indicated using the Knudsen number scale.

4.2.1. Panel Method

A body may be idealised as being made up of a number of discrete panels that can each be modelled as a flat plate with one side exposed to the flow. The pressure and shear stress for each panel can then be calculated using any of the available forms of the expressions for $C_P$ and $C_\tau$ for a flat plate in FMF. Then, adding the contributions of the $n$ panels all together it is possible to calculate the body force coefficient [29]:

$$C_F = \sum_{i=1}^{n} \left\{ C_{P_i} (-\vec{n}_i) + C_{\tau_i} \left[ \vec{n}_i \times \left( \frac{\vec{V}}{|\vec{V}|} \times \vec{n}_i \right) \right] \right\} \frac{A_i}{A_{ref}}$$

(31)

In hyperthermal flow only forward facing panels ($0 \leq \delta \leq \pi/2$) contribute to the body force coefficients. In contrast in hypothermal flow all panels may be impacted regardless of whether they are forward facing or not ($0 \leq \delta \leq \pi$). This
Figure 2-16 - Comparison of Existing Computational Approaches to Spacecraft Aerodynamics in low earth orbit.
is because the molecules move with a velocity composed of their random thermal motion plus the bulk flow velocity. However, in practice, very few molecules will arrive at aft facing surfaces. Notice that it is possible to define more than one surface material in a certain mesh by defining groups of panels with different accommodation coefficients.

The panel method is only applicable for convex shapes. More complex shapes that have regions of concavity, or areas that are shielded to the flow (e.g. as shown in Fig. 15) cannot be modelled realistically.

4.2.2. RTP Method

The Ray-Tracing Panel (RTP) method improves upon the panel method described in the previous section because it considers the shielding of spacecraft surfaces from the incident free stream flow by upstream components of the body. It can therefore be used to analyse more complex geometrical configurations.

The method assumes that the free stream flow behaves as a collimated beam of particles. This beam is analogous to a beam of light, such that areas shielded to the incident free stream flow (i.e. in shadow) can be determined using ray-tracing techniques. The next step is to remove these shadowed panels from the calculation and proceed with the non-shadowed ones in the same way as the
panel method described above.

This method is only generally valid under hypothermal conditions ($s > 5$). When modelling convex bodies with no shielded surfaces in hypothermal flow the random thermal motion of molecules is accounted for at the panel level in the GSIM. However, when modelling complex bodies with shielded surfaces, these are identified and removed from the calculation. Such a simplification assumption is no longer valid in hypothermal flow, so this method loses accuracy in this regime.

4.2.3. TPMC Method

The Test-Particle Monte Carlo (TPMC) is a step further with respect to panel methods. It was first proposed by Davis in 1961 [10]. In TPMC, the model is surrounded by a control tube into which a number of representative particles are sequentially fired. Each particle represents many thousands of real molecules. These test-particles, or simulated molecules, can be emitted from all sides of the control tube to mimic the characteristics of the real flow. Therefore, TPMC can be used to model the effects of multiple reflections and different flow conditions. The particles can reflect off the surfaces of the model, but do not interact with one another. Notice that this method needs a model of the scattering pattern of the reflected molecules (such as the ones developed by Maxwell or Schamberg).

The consequences of neglecting the effects of multiple reflections can be visualised with the help of Fig. 16; using the Panel or the RTP methods, the calculation of the force exerted on Surface A would yield the same result as the calculation of the force exerted on Surface B (assuming equivalent surface areas). Yet, in reality, the force exerted on Surface B would be less than the force exerted on Surface A because the surfaces of Surface A would be impacted by reflected flow in addition to free stream flow.
4.2.4. DSMC Method

The Direct Simulation Monte Carlo (DSMC) was originally proposed by Graeme Bird [2]. The DSMC method directly simulates molecules. Each simulated molecule represents $10^{12}$ to $10^{20}$ real molecules. Unlike in TPMC, the simulated molecules can collide with one another. Collision samples and collision pairs are determined in a probabilistic manner. However, the movements of the molecules are deterministic and uncoupled from the collisions. Gas-surface interactions are handled using GSIMs and the body is typically represented by a surface mesh.

The simulation time period depends on the gas relaxation rate (the rate at which the gas returns to equilibrium conditions after a disturbance), and hence Knudsen number. Macroscopic quantities, such as temperature and pressure, can be calculated at each time step and then averaged to determine steady-state values. It has become the de facto method for modelling rarefied flow in the transition regime where the intermolecular collisions start to be of importance, such as re-entry flows. Excellent comparison between flight data and simulations results has been reported in many studies [7].

DSMC simulation results have also been proven to converge towards the
Boltzmann equation [3]. Therefore, in theory, DSMC could be used to model flow in the continuum regime too. However, its computational load is directly proportional to the density of the gas. In the lower transition regime and continuum regime, this makes it prohibitively expensive in computational terms at the current time, especially for complex three dimensional bodies.

5. Conclusion

Although more than 60 years have passed since the first satellite was put in orbit, the drag force prediction of an orbiting spacecraft is still a challenging problem. There is still a requirement to improve our knowledge of the upper atmosphere environment and our understanding of the gas-surface interaction phenomena. An increase on the interest in the topic is noticeable in recent years, both in the number of scientific missions with dedicated payloads and the number of published papers. Different methods of different complexity and accuracy have been reviewed in this paper to predict drag coefficients. Although they all depend on the accuracy of the gas-surface interaction model which is not always known, a comprehensive aerodynamic analysis of the spacecraft is of indubitable value to analyse and interpret gathered experimental data, as well as to study new ideas and proposals.


33


List of Figures

1  Variation of the mean atmospheric density with altitude for low, moderate and high solar and geomagnetic activities as defined by JB2006 model. Reproduced from [1] ................. 5
2  Variation of the Earth’s atmospheric composition with altitude as defined by NRLMSISE00 model. Reproduced from [1] ........... 6
3  Molecular Mean Free Path ($\lambda$) ........................................ 8
4  Knudsen number variation with altitude for low, moderate and high solar and geomagnetic activities using NRLMSISE-00, and a characteristic dimension of 1 m ......................... 9
6  Hyperthermal ($s \to \infty$) and hypothermal ($s << \infty$) flows ...... 11
7  Impact on parallel surface due to random thermal motion of the flow molecules ....................................................... 11
8  Incident and reflected fluxes on a convex element of area ...... 12
9  Specular and diffuse reflected fluxes ................................. 15
10 Schamberg’s GSIM .............................................................. 17
11 Schematic of the main environmental factors affecting accommodation coefficient and angular distribution in low earth orbit .... 19
12 Uncertainties in drag coefficient caused by quasi-specular remission. Reproduced from [22] ............................... 20
13 Schamberg’s quasi-specular and quasi diffuse drag coefficients for simple geometries (based on projected area). Reproduced from [8] 22
14 Comparison of existing computational approaches to spacecraft aerodynamics in low earth orbit ......................... 26
15 Surface Shielding .............................................................. 27
16 The importance of multiple reflections. If reflected molecules are ignored both surfaces will have the same force acting upon them. In reality, surface B will have less force exerted on it .......... 29