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High Performance Computing on SpiNNaker Neuromorphic Platform:
a Case Study for Energy Ef�cient Image Processing
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Oxford Road, Manchester, United Kingdom, M13 9PL
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Abstract�This paper presents an ef�cient strategy to imple-
ment parallel and distributed computing for image processing
on a neuromorphic platform. We use SpiNNaker, a many-
core neuromorphic platform inspired by neural connectivity
in the brain, to achieve fast response and low power consump-
tion. Our proposed method is based on fault-tolerant �ne-
grained parallelism that uses SpiNNaker resources optimally
for process pipelining and decoupling. We demonstrate that
our method can achieve a performance of up to 49.7 MP/J for
Sobel edge detector, and can process 1600 x 1200 pixel images
at 697 fps. Using simulated Canny edge detector, our method
can achieve a performance of up to 21.4 MP/J. Moreover, the
framework can be extended further by using larger SpiNNaker
machines. This will be very useful for applications such as
energy-aware and time-critical-mission robotics as well as very
high resolution computer vision systems.

1. Introduction

In the last decade there has been a growing interest
in bringing green technology into the high-performance
computing (HPC) domain. The Top500 Project report shows
that supercomputer performance is approximately doubling
every year, whilst power consumption is also rising [1]. The
energy ef�ciency of those supercomputers has increased,
but at a slower rate than performance. On the other hand,
the emergence of neuromorphic technology, i.e., computing
platforms inspired by the brain, offers a new paradigm
of computation. This technology differs from conventional
computer technology not only in its architectural descrip-
tion, but also in that it offers the interesting feature of lower
power consumption.

SpiNNaker (Spiking Neural Network Architecture) is
a neuromorphic computing system that was built with the
motivation to appreciate the marvelous work of the brain.
None of the human-made computing technologies can beat
the performance of a human brain in terms of communica-
tion+computing power. Even Sunway Taihulight, currently
the fastest supercomputer in the world [2], has an inferior
performance, when measured using the TEPS (Traversed
Edges Per Second) metric [3]. SpiNNaker, in contrast, aims
to provide relatively less computational power but highly-
ef�cient interconnectivity, similar to the brain itself.

Although initially intended for neuromorphic applica-
tions, SpiNNaker has also attracted attention from �elds
such as robotics, due to its low power consumption. The
SpiNNaker chip is designed around an ARM968 proces-
sor, the primary market for which is low-power embedded
microcontroller applications. A SpiNNaker chip is able to
deliver 3600 MOPS (million operations per second) at only
1 Watt in 130nm UMC technology. However, the SpiNNaker
chip was designed to be optimal for spiking neural network
simulation, with little regard for applications outside of this
limited space. Consequently, common functionality that one
might expect to �nd on an general purpose CPU, such as
�oating point hardware and memory management, are not
present. Despite this lack of focus outside of the neural
space, the unusual communications fabric and power ef�-
ciency of SpiNNaker suggest that it could be an interesting
platform on which to evaluate other classes of algorithm. For
example, we foresee potential applications of SpiNNaker in
computer vision and robotics.

To begin our exploration in this �eld, in this paper we
propose an energy-ef�cient, high-performance approach to
image processing, and evaluate how SpiNNaker performs in
this domain. As exemplars that address different aspects of
image processing, we demonstrate three algorithms: Sobel
edge detector, image smoothing using Gaussian �ltering, and
image sharpening using histogram equalization.

Our contributions can be summarized as follows:

1) We propose an ef�cient implementation of funda-
mental image processing algorithms on a neuromor-
phic computing platform.

2) We evaluate the ef�ciency of a scalable, parallel
and distributed algorithm running on SpiNNaker.

3) We provide a new benchmark for performance eval-
uation of many-core neuromorphic platforms.

The rest of this paper is structured as follows: In
Section 2 the SpiNNaker architecture and communication
network are introduced. In Section 3, we describe our novel
method to achieve scalable and ef�cient image processing
using SpiNNaker. Section 4 presents our evaluation of the
proposed method. The paper closes with the Conclusions
section.
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