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Abstract
In this paper, we apply importance sampling to Heston’s stochastic volatility model and Bates’s stochastic volatility model with jumps. We propose an effective numerical scheme that dramatically improves the speed of importance sampling. We show how the Greeks can be computed using the Likelihood Ratio Method based on characteristic function, and how combining it with importance sampling leads to a significant variance reduction for the Greeks. All results are illustrated using European and barrier options.
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1 Introduction

This paper extends the application of importance sampling to derivative pricing with price dynamics that have stochastic volatility and jumps. Our contributions are as follows. First, we apply the importance sampling scheme introduced in Fouque and Tullie (2002) to price derivatives under the Heston and the Bates models. To accommodate the jumps in the Bates model, we add a modification so that the effect of jump is captured by the change in volatility of the stock price. Consequently, it is possible to apply importance sampling to the Bates model. Next, we introduce an effective numerical scheme based on a 2-dimensional lookup table that dramatically improves the speed of importance sampling scheme. Finally, we demonstrate how the Likelihood Ratio Method for calculating the Greeks can be made more efficient by importance sampling.

It is well known that the error rate in Monte Carlo estimator decreases with $\sqrt{n}$ where $n$ is the number of sample paths. This has an important implication on the speed of the simulation. For example, to reduce the error by a factor of 10, Monte Carlo simulation requires 100 times more samples and thus 100 times more computational effort. Many techniques have been suggested to improve the efficiency of Monte Carlo simulation including: antithetic variates, control variate, importance sampling, and stratified sampling. Here, we focus on the variance reduction through importance sampling. The main idea behind importance sampling is to focus the simulation effort on the event of major concern. In option pricing, this amounts to simulating only sample paths that will lead to a non-zero payoff. This is done by changing the drift of the simulated sample paths and then rescaling the payoff by the likelihood ratio to obtain the actual probability. From the mathematical point of view, this likelihood ratio is the Radon-Nikodym derivative of the original probability measure with respect to the importance sampling measure. It is important to note here that the variance reduction achieved through importance sampling critically depends on the change of drift.

The rest of the paper is organized as follows. In Section 2, we discuss how this paper is set in context with the previous literature. In Section 3, we follow Fouque and Tullie (2002) to derive the optimal change of drift for the Heston model. Next, we recall the approximations to European option prices obtained using small noise and fast mean-reversion expansions. Small noise expansion was introduced in Fournie, Lebuchoux and Touzi (1997) and is obtained by regular perturbation of the pricing partial differential equation. Fast mean-reversion expansion was introduced in Fouque and Tullie (2002) and is obtained by singular perturbation of the pricing partial differential equa-
tion. We then use these expansions together with the optimal change of drift and apply them to European and barrier options. This results in two approximations to the optimal change of drift. The first approximation to the optimal change of drift is based on the small noise expansion, whereas the second one is based on the fast mean-reversion expansion. Finally, we discuss how to improve the speed of both small noise and fast mean-reversion importance sampling schemes by using a 2-dimensional lookup table. In Section 4, we extend the results in Section 3 and derive the optimal change of measure for the Bates model. In Section 5, we show how the Greeks can be computed using the Likelihood Ratio Method. We then improve the computational efficiency by using the importance sampling schemes, and demonstrate their performance using European and barrier options in both Heston and Bates models. Finally, Section 6 concludes the paper. Throughout this paper we use a European call and a down-and-out put as examples.

2 Literature Review

Importance sampling is a popular variance reduction technique. Much research has been devoted to importance sampling and the choice of drift that maximizes the variance reduction. One of the areas where importance sampling finds fruitful applications is credit risk, because it is able to capture the rare but large losses that are very important in credit risk. For example, Merino and Nyfeler (2004) apply importance sampling in the estimation of individual risk contributions of the obligors to the expected shortfall of the credit portfolio. Glasserman (2005) also uses importance sampling to estimate marginal risk contributions to the portfolio expected shortfall and value-at-risk. Glasserman (2005) notes that individual risk contributions can be thought of as marginal risk contributions and calculated as expected losses conditioned on a tail event. Since calculating these conditional expectations requires the simulation of rare events, importance sampling focuses the simulation effort on these rare events thereby dramatically increases the convergence of the Monte Carlo estimator.

the benefit of using importance sampling for calculating economic capital.

In credit derivatives, Joshi and Kainth (2004) introduce an importance sampling procedure for the pricing of n-th to default swaps. Chen and Glasserman (2008) improve their method by changing the default probabilities and use it for the pricing of basket default swaps. Joshi (2004) shows that importance sampling can be applied to the pricing of single tranche CDOs. In case of default swaps and CDOs the advantage of importance sampling is the concentration of the simulation effort in regions where defaults are most likely.

In option pricing, Vázquez-Abad and Dufresne (1998) introduce a variance reduction method that combines importance sampling and control variate for Asian options in the Black-Scholes model. Glasserman et al. (1999a) propose a variance reduction method for path-dependent options that is based on importance sampling with deterministic change of drift and stratified sampling. They show that the variance of the Monte Carlo estimator can be approximated using the Laplace method for integrals. Based on that, they identify the asymptotically optimal change of drift as a solution to a deterministic optimization problem in discrete time. In a subsequent paper, Glasserman et al. (1999b) apply this method in the Heath-Jarrow-Morton framework. Étoré and Jourdain (2010) improve the method of Glasserman et al. (1999a) by using stratified sampling with adaptive allocation. Guasoni and Robertson (2008) generalize the importance sampling result of Glasserman et al. (1999a) to continuous time. The asymptotically optimal change of drift is defined as a solution to a variational problem that reduces to an Euler-Lagrange equation. Vázquez-Abad and Dufresne (1998), Su and Fu (1999), as well as Arouna (2004) use stochastic approximation methods to determine the optimal change of drift. In the least squares importance sampling of Caprotti (2008), the change of drift is formulated in terms of least squares minimization problem. As shown in Caprotti (2007), least squares importance sampling can be also used for LIBOR market model. The common feature of these studies is that the optimal change of drift is obtained by solving an optimization problem.

Fouque and Tullie (2002) develop a variance reduction method based on importance sampling with a stochastic change of drift for pricing options under stochastic volatility. The change of drift is based on the approximation of the option price obtained by either fast mean-reversion or small noise expansions. Fast mean-reversion expansion is the approximation to the option price given by the Black-Scholes price with long-run average volatility in the leading term. Small noise expansion is another approximation to the option price given by the Black-Scholes price with constant volatility. Fast mean-reversion expansion works well for mean-reversion rate being large and small noise expansion works well for mean-reversion rate being small. Fouque and Tullie (2002) apply importance sampling using fast mean-reversion and small noise expansion for
European option in the Scott’s stochastic volatility model and Tullie (2002) also to American and barrier options. Importance sampling for pricing barrier options under the Black-Scholes model and LIBOR market model was used by Glasserman and Staum (2001). Joshi and Leung (2007) also apply importance sampling to speed up pricing of barrier options in the Merton jump-diffusion model. Fouque and Han (2004) apply importance sampling to European as well as Asian options in a 2-factor stochastic volatility model. Robertson (2010) considers the Heston model and uses Sample Path Large Deviation Principles to identify an asymptotically optimal change of drift that is deterministic. It is defined as a solution to a 2-dimensional variational problem that reduces to an Euler-Lagrange equation. This is very much in the spirit of Guasoni and Robertson (2008), with the difference that the variational problem is 2-dimensional and the corresponding Euler-Lagrange equation is more complicated.

3 Heston with Importance Sampling

The dynamics of the Heston model under the risk neutral measure $\mathbb{Q}$ is given by

\begin{align}
    dS_t &= rS_t dt + \sqrt{v_t} S_t dW^S_t \\
    dv_t &= \kappa(\theta - v_t) dt + \xi \sqrt{v_t} dW^v_t 
\end{align}

where $\langle dW^S_t, dW^v_t \rangle = \rho dt$. $S_t$ is the stock price, $r$ is the risk-free interest rate, $v_t$ is the variance, $\kappa$ is the mean-reversion rate, $\theta$ is the long-term variance, $\xi$ is the volatility of volatility, and $\rho$ is the correlation between stock returns and changes in the variance.

In matrix notation, the dynamics in (1) and (2) can be represented as

\begin{equation}
    dX_t = b(X_t) dt + a(X_t) d\eta_t
\end{equation}

where $\eta_t$ is a 2-dimensional $\mathbb{Q}$-Brownian motion and

\begin{align*}
    dX_t &= \begin{pmatrix}
        S_t \\
        v_t
    \end{pmatrix} \\
    b(x) &= \begin{pmatrix}
        rs \\
        \kappa(\theta - v)
    \end{pmatrix}
\end{align*}
\[
\begin{align*}
a(x) &= \begin{pmatrix} \sqrt{\sigma} s & 0 \\ \xi \sqrt{\rho} & \xi \sqrt{\nu (1 - \rho^2)} \end{pmatrix} \\
\eta_t &= \begin{pmatrix} W_t^S \\ W_t^v \end{pmatrix}
\end{align*}
\]

In this setup, the price \( P(t, X_t) \) of a European option at time \( t \) is given by
\[
P(t, x) = \mathbb{E} \left[ e^{-r(T-t)} \max (S_T - K) \mid X_t = x \right]
\]

Here \( T \) is the option maturity, \( r \) is the risk-free interest rate, \( K \) is the strike price, and \( S_T \) is the price of the underlying asset at \( T \).

### 3.1 Changing Measure

Following Fouque and Tullie (2002), we derive the optimal change of measure for the Heston model. First, we introduce the martingale
\[
H_t = \exp \left( \int_0^T h^\top (s, X_s) \, d\eta_s + \frac{1}{2} \int_0^T \| h (s, X_s) \|^2 \, ds \right)
\]

where \( h^\top \) denotes the transpose of \( h \). Next, we define a new probability measure denoted by \( \tilde{\mathbb{Q}} \) which is equivalent to \( \mathbb{Q} \) by its Radon-Nikodym derivative
\[
\frac{d\tilde{\mathbb{Q}}}{d\mathbb{Q}} = (H_T)^{-1}
\]

By the Girsanov theorem, the process
\[
\tilde{\eta}_t = \eta_t + \int_0^t h (s, X_s) \, d\eta_s
\]
is a 2-dimensional \( \tilde{\mathbb{Q}} \)-Brownian motion. Using \( \tilde{\eta}_t \), (3) and (4) can be written as
\[
\begin{align*}
dX_t &= (b(X_t) - a(X_t) h (t, X_t)) \, dt + a (X_t) \, d\tilde{\eta}_t \\
H_t &= \exp \left( \int_0^T h^\top (s, X_s) \, d\tilde{\eta}_t - \frac{1}{2} \int_0^T \| h (s, X_s) \|^2 \, ds \right)
\end{align*}
\]
With respect to the new measure, the price of a European option becomes

\[ P(t, x) = \hat{E} \left[ e^{-r(T-t)} \max(S_T - K) H_T | X_t = x \right] \]  

(5)

Next, we apply Ito’s lemma to \( P(t, X_t)H_t \) and use Kolmogorov backward equation for \( P(t, X_t) \)

\[
\begin{align*}
    d\left( P(t, X_t)H_t \right) &= P(t, X_t)dH_t + H_t dP(t, X_t) + H_t h^\top a \nabla P dt \\
    &= PH_t h^\top d\tilde{n_t} + H_t \left( \frac{\partial P}{\partial t} dt + \nabla P^\top dX + \frac{1}{2} \text{tr}(\nabla^2 P \cdot aa^\top) dt \right) + \\
    &\quad + H_t h^\top a \nabla P dt \\
    &= PH_t h^\top d\tilde{n_t} + H_t \frac{\partial P}{\partial t} dt + H_t \nabla P^\top [(b - ah) dt + a d\tilde{n_t}] + \\
    &\quad + \frac{1}{2} H_t \text{tr}(\nabla^2 P \cdot aa^\top) dt + H_t h^\top a \nabla P dt \\
    &= PH_t h^\top d\tilde{n_t} + H_t \frac{\partial P}{\partial t} dt + H_t \nabla P^\top b dt + H_t \nabla P^\top a d\tilde{n_t} + \\
    &\quad + \frac{1}{2} H_t \text{tr}(\nabla^2 P \cdot aa^\top) dt \\
    &= PH_t h^\top d\tilde{n_t} + H_t \nabla P^\top a d\tilde{n_t} \\
    &= H_t \left( \nabla P^\top a + Ph^\top \right) d\tilde{n_t}
\end{align*}
\]

where \( \nabla P \) is the gradient of \( P \) with respect to the state variable \( x \). Integrating \( d\left( P(t, X_t)H_t \right) \) from 0 to \( T \) yields

\[
P(T, X_T)H_T = P(0, X_0)H_0 + \int_0^T H_t \left( P(t, X_t)h(t, X_t)^\top + \nabla P(t, X_t)^\top a(t, X_t) \right) d\tilde{n_t}
\]

which reduces to

\[
\phi(X_T)H_T = P(0, x) + \int_0^T H_t \left( P(t, X_t)h(t, X_t)^\top + \nabla P(t, X_t)^\top a(t, X_t) \right) d\tilde{n_t}
\]

where \( \phi(X_T) \) is the option payoff at maturity. Therefore, the variances of Monte Carlo estimators under \( \hat{Q} \) and \( Q \) respectively are given by

\[
\begin{align*}
    \text{Var}_{\hat{Q}} (\phi(X_T)H_T) &= \hat{E} \left[ \int_0^T H_t^2 \left| \left| P(t, X_t)h(t, X_t)^\top + \nabla P(t, X_t)^\top a(t, X_t) \right| \right|^2 dt \right] \\
    \text{Var}_Q (\phi(X_T)) &= E \left[ \int_0^T \left| \nabla P(t, X_t)^\top a(t, X_t) \right|^2 dt \right]
\end{align*}
\]
and the optimal choice of $h$ for which the variance of $\phi(X_T)H_T$ under $\tilde{Q}$ is minimized is

$$h(t, X_t) = -\frac{1}{P(t, X_t)} a(t, X_t)^T \nabla P(t, X_t)$$ (6)

The difficulty with (6) is that $P(t, X_t)$ and $\nabla P(t, X_t)$ are not known. Indeed, the whole purpose of the simulation is to find $P(t, X_t)$. Hence, the Black-Scholes equivalents of $P(t, X_t)$ and $\nabla P(t, X_t)$ will be used instead. In what follows, we study the conditions under which the Heston model can be approximated by the Black-Scholes model.

Following Fouque, Papanicolaou and Sircar (2011), small noise expansion is obtained by setting $\kappa = \delta$ and $\xi = m\sqrt{2}\delta$. The dynamics of the Heston model becomes

$$dS_t = rS_t dt + \sqrt{v_t} S_t dW_t^S$$
$$dv_t = \delta (\theta - v_t) dt + m\sqrt{2}\delta v_t dW_t^v$$

where $\langle dW_t^S, dW_t^v \rangle = \rho dt$, $\delta$ is a small positive parameter and the Feller condition, $m^2 < \theta$, ensures that $v_t$ is always positive.

This leads to the following fundamental partial differential equation for pricing derivatives

$$0 = \frac{\partial P}{\partial t} + \frac{1}{2} v S^2 \frac{\partial^2 P}{\partial S^2} + \rho m \sqrt{2} \sigma S \frac{\partial^2 P}{\partial S \partial v} + m^2 \delta v \frac{\partial^2 P}{\partial v^2} + r \left( S \frac{\partial P}{\partial S} - P \right) + \left[ \delta (\theta - v) - \lambda v \right] \frac{\partial P}{\partial v}$$

which can be written as

$$\left( \delta \mathcal{M}_0 + \sqrt{\delta} \mathcal{M}_1 + \mathcal{M}_2 \right) P = 0$$ (7)

with differential operators

$$\mathcal{M}_0 = m^2 v \frac{\partial^2}{\partial v^2} + (\theta - v) \frac{\partial}{\partial v}$$
$$\mathcal{M}_1 = \rho m \sqrt{2} \sigma S \frac{\partial^2}{\partial S \partial v}$$
$$\mathcal{M}_2 = \frac{\partial}{\partial t} + \frac{1}{2} v S^2 \frac{\partial^2}{\partial S^2} + r \left( S \frac{\partial}{\partial S} - \cdot \right) - \lambda v \frac{\partial}{\partial v}$$

When the market price of volatility risk $\lambda$ is 0, $\mathcal{M}_2$ is the Black-Scholes operator with volatility $\sqrt{v}$. If $\delta = 0$, (7) becomes

$$\mathcal{M}_2 P = 0$$

Therefore, the approximation $P_{SNE}$ of $P(t, X_t)$ is given by the Black-Scholes formula with volatility $\sqrt{v}$. If $\delta = 0$, (7) becomes
\( \sqrt{v} \). When volatility is slowly varying, that is when \( \kappa \to 0 \), volatility is stuck at its initial level. In that case, the approximation \( P_{SNE} \) of \( P(t, X_t) \) is given by the Black-Scholes formula with volatility \( \sqrt{v_0} \).

As an alternative expansion, the fast mean-reversion is obtained by setting \( \kappa = \frac{1}{\varepsilon} \) and \( \zeta = \frac{m \sqrt{2}}{\varepsilon} \).

The dynamics of the Heston model becomes

\[
\begin{align*}
\frac{dS_t}{S_t} &= r dt + \sqrt{v_t} S_t dW^S_t \\
\frac{dv_t}{v_t} &= \frac{1}{\varepsilon} (\theta - v_t) dt + \frac{m}{\sqrt{\varepsilon}} \sqrt{2v_t} dW^v_t
\end{align*}
\]

where \( \langle dW^S_t, dW^v_t \rangle = \rho dt \), \( \varepsilon \) is a small positive parameter and the Feller condition, \( m^2 < \theta \), ensures that \( v_t \) is always positive.

Similarly, the fundamental partial differential equation for pricing derivatives is

\[
0 = \frac{\partial P}{\partial t} + \frac{1}{2} \frac{\partial^2 P}{\partial S^2} + \frac{m \sqrt{2}}{\varepsilon} \frac{\partial^2 P}{\partial S \partial v} + \frac{m^2}{\varepsilon} \frac{\partial^2 P}{\partial v^2}
+ r \left( \frac{s}{\partial S} - P \right) + \left[ \frac{1}{\varepsilon} (\theta - v) - \lambda v \right] \frac{\partial P}{\partial v}
\]

which can be written as

\[
\left( \frac{1}{\varepsilon} \mathcal{L}_0 + \frac{1}{\sqrt{\varepsilon}} \mathcal{L}_1 + \mathcal{L}_2 \right) P = 0 \quad (8)
\]

with differential operators

\[
\begin{align*}
\mathcal{L}_0 &= m^2 v \frac{\partial^2}{\partial v^2} + (\theta - v) \frac{\partial}{\partial v} \\
\mathcal{L}_1 &= \rho m \sqrt{2vS} \frac{\partial^2}{\partial S \partial v} \\
\mathcal{L}_2 &= \frac{\partial}{\partial t} + \frac{1}{2} v S^2 \frac{\partial^2}{\partial S^2} + r \left( S \frac{\partial}{\partial S} - \lambda v \right) - \lambda v \frac{\partial}{\partial v}
\end{align*}
\]

Expanding \( P \) in powers of \( \sqrt{\varepsilon} \), we get

\[
P = P_0 + \sqrt{\varepsilon} P_1 + \ldots
\]
Substituting this into (8) yields

\[
\frac{1}{\varepsilon} \mathcal{L}_0 P_0 + \frac{1}{\sqrt{\varepsilon}} (\mathcal{L}_0 P_1 + \mathcal{L}_1 P_0) + (\mathcal{L}_2 P_0 + \mathcal{L}_1 P_1) + \sqrt{\varepsilon} \mathcal{L}_2 P_1 + \cdots = 0
\]

We eliminate terms of order \(\frac{1}{\varepsilon}, \frac{1}{\sqrt{\varepsilon}}, \sqrt{\varepsilon}\) by equating them to 0. This leads to

\[
(\mathcal{L}_2 P_0 + \mathcal{L}_1 P_1) = 0
\]

Since the operator \(\mathcal{L}_1\) takes derivatives with respect to \(\nu\) and \(P_1\) must be constant with respect to \(\nu\), we must have \(\mathcal{L}_1 P_1 = 0\). Finally, we have

\[
\mathcal{L}_2 P_0 = 0
\]

When the market price of volatility risk \(\lambda\) is 0, \(\mathcal{L}_2\) is the Black-Scholes operator with constant volatility. As shown in Fouque, Papanicolaou and Sircar (2011), \(P_0 = P_{BS(\sigma)}\) where \(\sigma\) is the constant volatility \(\sigma = \sqrt{\bar{\sigma}}\). Therefore, the approximation \(P_{FMR}\) of \(P(t, X_t)\) is given by the Black-Scholes formula with volatility \(\sqrt{\bar{\sigma}}\).

From (6), under the small noise expansion, \(h\) is given by

\[
h = -\frac{1}{P_{SNE}} \begin{pmatrix} s\sqrt{\nu} \frac{\partial P_{SNE}}{\partial s} \\ 0 \end{pmatrix}
\]

where \(P_{SNE}\) is the option price under the classic geometric Brownian motion dynamics with volatility \(\sqrt{\nu_0}\). Similarly, under the fast mean-reversion expansion, \(h\) is given by

\[
h = -\frac{1}{P_{FMR}} \begin{pmatrix} s\sqrt{\nu} \frac{\partial P_{FMR}}{\partial s} \\ 0 \end{pmatrix}
\]

where \(P_{FMR}\) is the option price under the classic geometric Brownian motion dynamics with volatility \(\sqrt{\bar{\sigma}}\).
To simulate the Heston model using importance sampling we use the following discretization

\[ S_{i+1} = S_i \exp \left( \left( r - \frac{\nu_0}{2} - \sqrt{\nu_0} h (i, S_i, v_i) \right) \Delta t + \sqrt{\nu_0} \Delta t W_{i+1}^S \right) \]

\[ v_{i+1} = v_i + (\kappa (\theta - v_i) - \sqrt{\nu_0} \xi \rho h (i, S_i, v_i)) \Delta t + \xi \sqrt{\nu_0} \Delta t \left( \rho W_{i+1}^S + \sqrt{1 - \rho^2} W_{i+1}^v \right) \]

where \( \Delta t = t_{i+1} - t_i \), \( W_{i+1}^S \) and \( W_{i+1}^v \) are standard normal random variables. Then from (5) the option payoff is multiplied by the Radon-Nikodym derivative of the risk neutral probability measure with respect to the importance sampling measure

\[ H_T = \exp \left( \sum_{i=1}^{M} h (i, S_i, v_i) \sqrt{\Delta t} W_{i+1}^S - \frac{1}{2} \sum_{i=1}^{M} h (i, S_i, v_i)^2 \Delta t \right) \]

where \( M \) is the number of time steps.

### 3.2 Numerical Examples

In this section, we present the numerical results for a European call, where a semi-analytical solution exists, and for a down-and-out put, where an analytical solution is not available. Here, we set \( \rho = -0.4 \), \( \xi = 0.4 \), \( \nu_0 = 0.04 \), \( \theta = 0.09 \), \( S_0 = 100 \), \( r = 5\% \), and \( T = 1 \) year. The barrier for the down-and-out put is set at 50. Initial variance of 0.04 corresponds to volatility of 0.2, whereas long-run variance of 0.09 corresponds to volatility of 0.3. We tested four rates of mean reversion, \( \kappa \): 0.5, 2, 5, 10 and five strikes, \( K \): 60, 80, 100, 120, 140. As benchmarks, we compared option prices simulated under the importance sampling (Small Noise Expansion, SNE, and Fast Mean-Reversion, FMR) against the basic Monte Carlo (MC), control variate (CV), and semi-analytical solution (H). All simulations are performed using the same sequence of pseudo-random numbers. We simulate 10,000 sample paths. For the European call we use a time-increment of 0.001, whereas for the down-and-out put we use a time-increment of 1/252, which corresponds to one business day. As the control variate, we use the classic geometric Brownian motion dynamics with a volatility of 30% which is the long-run mean of volatility used for the Heston model.

Table 1 presents the price, variance, and relative error of the European call. The relative error is measured against the semi-analytical solution. Table 2 presents the price and variance for the down-and-out put option, where analytical solution is not available. For the European call, the importance sampling strongly outperforms the basic MC in terms of variance reduction and price accuracy. Variance reduction for SNE is up to 105 times compared to MC. For FMR, this is up to 880 times, whereas for CV this is up to 35 times. The amount of variance reduction
depends on mean-reversion rate and strike. Greater variance reduction is achieved with higher mean-reversion rate and the more the option is in-the-money. For the European call, CV has comparable performance as the importance sampling; it is more efficient than SNE but inferior to FMR. However, for the barrier option, the superiority of the importance sampling continues, but CV starts to deteriorate especially for in-the-money put option. Note that as we do not have the analytical solution for the barrier option price under the Heston model, we are not able to conclude on accuracy. Between the two importance sampling schemes, FMR is more efficient than SNE even for cases when mean-reversion speed is slow. Fouque and Tullie (2002) report a similar finding for the Scott’s model.

So far, we show that importance sampling outperformed both MC and CV in terms of variance reduction especially for barrier option. However, SNE and FMR are computationally expensive, as the change of the drift depends on option price and delta in the Black-Scholes model at every time step. For example, if each sample path is simulated using 1,000 time steps and there are 10,000 sample paths, one has to calculate 10,000,000 Black-Scholes prices and deltas. There is no such calculation in MC, whereas CV requires the simulation of 10,000 sample paths to obtain the Monte Carlo estimate of the option price used as a control variate. Table 3 reports price, variance of price, and computational time for an at-the-money European call option, when the mean-reversion is 0.5. Variance reduction ratio and speed are measured against the basic Monte Carlo. Effective performance is defined as variance reduction ratio over speed. Speed itself is defined as the ratio of computational time of the importance sampling to computational time of the basic Monte Carlo.

We note from Table 3 that FMR reduces the variance almost 10 times compared to MC, but it is 120 times slower. SNE reduces the variance 6 times compared to MC, but it is also 120 times slower. Therefore, the effective performance of both FMR and SNE is far worse than that of MC. On the other hand, the effective performance of CV is almost 2 times better than MC.

To improve the effective performance of FMR and SNE, we propose the use of a lookup table. As mentioned before, when calculating the drift in the simulation we repeatedly re-calculate the Black-Scholes price and delta at every time step for different pairs of stock price and time to maturity. Therefore, it is possible to construct a 2-dimensional lookup table using the range of possible values of the stock price and the time to maturity according to the time step used in the simulation. This way the number of times Black-Scholes prices and deltas are calculated is significantly reduced.
<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Price</th>
<th>Variance</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MC</td>
<td>SNE</td>
<td>FMR</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>43.07</td>
<td>43.09</td>
<td>43.16</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>25.40</td>
<td>25.23</td>
<td>25.41</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>10.92</td>
<td>10.63</td>
<td>10.88</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>2.99</td>
<td>2.79</td>
<td>2.99</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>0.75</td>
<td>0.64</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>43.15</td>
<td>43.16</td>
<td>43.20</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>25.94</td>
<td>25.74</td>
<td>25.92</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>13.59</td>
<td>12.27</td>
<td>12.55</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>4.73</td>
<td>4.51</td>
<td>4.77</td>
</tr>
<tr>
<td>2</td>
<td>140</td>
<td>1.46</td>
<td>1.35</td>
<td>1.50</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>43.18</td>
<td>43.18</td>
<td>43.22</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>26.29</td>
<td>26.13</td>
<td>26.27</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>13.56</td>
<td>13.27</td>
<td>13.52</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>5.86</td>
<td>5.66</td>
<td>5.91</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>2.21</td>
<td>2.10</td>
<td>2.26</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>43.20</td>
<td>43.19</td>
<td>43.21</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>26.42</td>
<td>26.28</td>
<td>26.38</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>13.95</td>
<td>13.69</td>
<td>13.89</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>6.36</td>
<td>6.19</td>
<td>6.40</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>2.61</td>
<td>2.51</td>
<td>2.65</td>
</tr>
</tbody>
</table>

Table 1: Basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), and Control Variate (CV) price, variance of price, and relative error for a European call under the Heston model with different mean-reversion rates ($\kappa$) and strikes ($K$). Relative error is measured against the semi-analytical solution (H).
Table 2: Basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), and Control Variate (CV) price and variance of price for a down-and-out put under the Heston model with different mean-reversion rates ($\kappa$) and strikes ($K$).

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Price</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MC</td>
<td>SNE</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.06</td>
<td>0.02</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>1.04</td>
<td>0.81</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>5.15</td>
<td>4.87</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>15.89</td>
<td>15.56</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>32.26</td>
<td>31.98</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>1.47</td>
<td>1.25</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>6.70</td>
<td>6.42</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>17.56</td>
<td>17.25</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>32.89</td>
<td>32.57</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>1.80</td>
<td>1.63</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>7.70</td>
<td>7.45</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>18.76</td>
<td>18.45</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>33.76</td>
<td>33.37</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.09</td>
<td>0.06</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>1.95</td>
<td>1.80</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>8.17</td>
<td>7.91</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>19.37</td>
<td>19.05</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>34.32</td>
<td>33.96</td>
</tr>
</tbody>
</table>

To demonstrate the performance of this numerical scheme, we used a 2-dimensional lookup table with 451 stock prices [50, 51, ..., 500] and 1000 times to maturity [1, 0.999, ..., 0.001], which corresponds to the 1,000 time steps in the Monte Carlo simulation. Table 3 shows that using the lookup table slightly increased the variance of SNE and FMR. As reported in Table 3, the use of a lookup table speeds up SNE and FMR by 60 times. Note that the computational time reported in Table 3 for SNE and FMR with a lookup table includes time needed to generate the lookup table. It is clear that the lookup table improves the effective performance of SNE and FMR to the point that not only they significantly outperform MC but also CV.

4 Adding Jumps

Here, we demonstrate how the importance sampling can still be used when a jump process is added to the dynamics in (1). To this end, we follow the stochastic volatility with jump dynamics in Bates (1996). The dynamics of the Bates model under the risk neutral measure denoted by $Q$ is...
Table 3: Performance measures for basic Monte Carlo (MC), Control Variate (CV), Small Noise Expansion (SNE), and Fast Mean-Reversion (FMR).

<table>
<thead>
<tr>
<th>Method</th>
<th>Price</th>
<th>Variance</th>
<th>Time (sec)</th>
<th>Variance reduction ratio</th>
<th>Speed</th>
<th>Effective performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC</td>
<td>10.92</td>
<td>206.48</td>
<td>0.51</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>CV</td>
<td>10.88</td>
<td>77.83</td>
<td>0.71</td>
<td>2.65</td>
<td>1.39</td>
<td>1.91</td>
</tr>
<tr>
<td>SNE</td>
<td>10.63</td>
<td>33.42</td>
<td>62.62</td>
<td>6.18</td>
<td>123.05</td>
<td>0.05</td>
</tr>
<tr>
<td>FMR</td>
<td>10.88</td>
<td>20.99</td>
<td>62.27</td>
<td>9.84</td>
<td>122.36</td>
<td>0.08</td>
</tr>
<tr>
<td>SNE with lookup table</td>
<td>10.58</td>
<td>37.96</td>
<td>1.18</td>
<td>5.44</td>
<td>2.32</td>
<td>2.34</td>
</tr>
<tr>
<td>FMR with lookup table</td>
<td>10.86</td>
<td>21.8</td>
<td>1.23</td>
<td>9.47</td>
<td>2.41</td>
<td>3.93</td>
</tr>
</tbody>
</table>

\[
dS_t = S_t \left( r - \lambda \hat{k} \right) dt + S_t \sqrt{\nu_t} dW_t^S + S_t dZ_t
\] (9)

\[
dv_t = \kappa (\theta - v_t) dt + \xi \sqrt{\nu_t} dW_t^v
\] (10)

where \( \langle dW_t^S dW_t^v \rangle = \rho dt \). \( S_t \) is the stock price, \( r \) is the risk-free interest rate, \( \nu_t \) is the variance, \( \kappa \) is the mean-reversion rate, \( \theta \) is the long-term variance, \( \xi \) is the volatility of volatility, and \( \rho \) is the correlation between stock returns and changes in the variance. \( Z_t \) is a compound Poisson process with intensity \( \lambda \) and log-normal distribution of jump sizes such that if \( k \) is its jump size then \( \ln(1 + k) \sim N(\ln(1 + \hat{k}) - \frac{1}{2} \hat{s}^2, \hat{s}^2) \).

For the purpose of importance sampling, we will rewrite the model as follows

\[
dS_t = S_t \left( r - \lambda \hat{k} \right) dt + S_t \left( \sqrt{\nu_t} + \frac{dZ_t}{dW_t^S} \right) dW_t^S
\] (11)

\[
dv_t = \kappa (\theta - v_t) dt + \xi \sqrt{\nu_t} dW_t^v
\] (12)

Comparing (9) and (11), it is clear that the dynamics is the same.

In matrix notation the model dynamics is

\[
dX_t = b(X_t) dt + a(X_t) d\eta_t
\] (13)
where $\eta_t$ is a 2-dimensional $\mathbb{Q}$-Brownian motion and

$$
\begin{align*}
  dX_t &= \begin{pmatrix} S_t \\ v_t \end{pmatrix} \\
  b(x) &= \begin{pmatrix} s (r - \lambda \kappa) \\ \kappa (\theta - v) \end{pmatrix} \\
  a(x) &= \begin{pmatrix} s \left( \sqrt{v} + \frac{dZ_t}{\sqrt{v}W_t^S} \right) & 0 \\ \xi \sqrt{\nu} & \xi \sqrt{v (1 - \rho^2)} \end{pmatrix} \\
  \eta_t &= \begin{pmatrix} W_t^S \\ W_t^v \end{pmatrix}
\end{align*}
$$

### 4.1 Importance sampling

Using the analogous derivation to that presented in Section 3, the optimal choice of $h$ for which the variance is minimized has the same form as (6). With the Bates model in (13) and from (6), under the small noise expansion, $h$ is given by

$$

h = - \frac{1}{P_{SNE}} \left( s \left( \sqrt{v} + \frac{dZ_t}{\sqrt{v}W_t^S} \right) \frac{\partial P_{SNE}}{\partial s} \right)

$$

(14)

where $P_{SNE}$ is the option price under the classic geometric Brownian motion dynamics with volatility $\sqrt{v_0}$. Similarly, under the fast mean-reversion expansion, $h$ is given by

$$

h = - \frac{1}{P_{FMR}} \left( s \left( \sqrt{v} + \frac{dZ_t}{\sqrt{v}W_t^S} \right) \frac{\partial P_{FMR}}{\partial s} \right)

$$

(15)

where $P_{FMR}$ is the option price under the classic geometric Brownian motion dynamics with volatility $\sqrt{\theta}$.

To simulate the Bates model using importance sampling we use the following discretization

$$

\begin{align*}
  S_{i+1} &= S_i \exp \left( \mu \Delta t + \sqrt{v_i \Delta t W_{i+1}^S} + \sum_{j=1}^{N_i} k_j \right) \\
  \mu &= \left( r - \lambda \kappa - \frac{v_i}{2} - \sqrt{v_i} \left( h (i, S_i, v_i) + \sum_{j=1}^{N_i} k_j \sqrt{\Delta t W_{i+1}^S} \right) \right) \\
  v_{i+1} &= v_i + \left( \kappa (\theta - v_i) - \sqrt{v_i} \xi \rho h (i, S_i, v_i) \right) \Delta t \\
  &\quad + \xi \sqrt{v_i \Delta t} \left( \rho W_{i+1}^S + \sqrt{1 - \rho^2} W_{i+1}^v \right)
\end{align*}

$$
where $\Delta t = t_{i+1} - t_i$, $W^{S}_{i+1}$ and $W^{v}_{i+1}$ are standard normal random variables, $N_i$ is a Poisson random variable with mean $\Lambda \Delta t$, and $\ln (1 + k) \sim \mathcal{N} \left( \left( \ln (1 + k) - \frac{1}{2} \delta^2 \right), \delta^2 \right)$. If $W^{S}_{i+1}$ happens to be 0, we set $\sum_{j=1}^{N_i} k_j \Delta t W^{S}_{i+1}$ to 0, which means that we apply importance sampling only to the stochastic volatility component. Then from (5) the option payoff is multiplied by the Radon-Nikodym derivative of the risk neutral probability measure with respect to the importance sampling measure. Here $H_T$ has the same form as (6), but $h$ follows that in (14) for SNE scheme and (15) for FMR scheme.

4.2 Numerical Examples

As in the previous section, the price is obtained using five methods: basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), Control Variate (CV), and semi-analytical solution (B). We assume that the jump intensity is 1 jump per year, standard deviation of the jumps is 2%, and the mean jump size is -5%. All other parameters are the same as in the Heston model in Section 3.2. As the control variate, we use the classic geometric Brownian motion dynamics with a volatility of 30%.

Table 4 presents the price, variance, and relative error for the European call. Relative error is measured against the semi-analytical solution. Importance sampling outperforms CV in terms of both variance reduction and relative error. Variance reduction for SNE is up to 27 times compared to MC. For FMR, this is up to 60 times, whereas for CV this is up to 17 times. As before, the amount of variance reduction depends on mean-reversion rate and moneyness. As the mean-reversion rate increases and as the option becomes deeper in-the-money, so does the amount of variance reduction. FMR appears to be not only more efficient but also more accurate than than SNE.

Table 5 reports the price and variance for the down-and-out put option. The price is obtained using four methods: basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), and Control Variate (CV). There is no analytical solution for a barrier option price under the Bates model. The barrier is set at 50 and we use time increment of 1/252, which corresponds to one business day. All the other parameters are the same as those for the European call. Since we do not have the analytic solution, we are not able to conclude on price accuracy. However, it is clear from Table 5 that importance sampling outperforms CV in terms of variance reduction. Variance reduction for SNE is up to 11 times compared to MC. For FMR, this is up to 42 times, whereas for CV this is up to 6 times. As the mean-reversion rate increases and as the option becomes deeper in-the-money, so does the amount of variance reduction. For the barrier option, we noted that the performance of SNE starts to be less competitive especially for fast mean-reversion and deep in-the-money cases, whereas FMR continues to dominate CV.
5 Greeks

In this section, we show how the Greeks, or derivative hedge ratios, can be calculated by exploiting the importance sampling. Broadie and Kaya (2004) compute Greeks for affine models, including the Heston and the Bates models, using the Likelihood Ratio Method conditioned on the state variables. Glasserman and Liu (2010) also use the Likelihood Ratio Method to calculate the Greeks, but they calculate the likelihood ratio by inverting the Laplace transform of the distribution function using the Abate-Whitt (1992) algorithm. Here, we also use the Likelihood Ratio Method, but one that is based on the characteristic function obtained via Fourier inversion. For comparison, we calculated the Greeks according to the method of Benhamou (2002) which is based on the Malliavin calculus and implemented for the Heston model.

We begin with an option price under $Q$ defined as

$$P(t, x) = \int_0^\infty e^{-r(T-t)} \phi(S_T) f(x) dx$$

where $\phi(S_T)$ is the payoff function and $f(x)$ is the risk-neutral probability density function.

Next, consider delta, $\Delta$, the first derivative of the option price with respect to $S_0$

$$\Delta = \frac{\partial}{\partial S_0} \int_0^\infty e^{-r(T-t)} \phi(S_T) f(x) dx$$

$$= \int_0^\infty e^{-r(T-t)} \phi(S_T) \frac{\phi_f(x)}{f(x)} f(x) dx$$

where $\frac{\phi_f(x)}{f(x)}$ is the likelihood ratio. The probability density function is obtained from the characteristic function using the following inversion formula

$$Pr(S_T > x) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty Re \left[ \frac{\exp(-i\omega \ln(x)) \psi_T(\omega)}{i\omega} \right] d\omega$$

where $\psi$ is the characteristic function. We note that the characteristic functions for both the Heston and the Bates models are available in semi-closed form. Since the total probability mass is 1,

$$F(x) = Pr(S_T \leq x) = \frac{1}{2} - \frac{1}{\pi} \int_0^\infty Re \left[ \frac{\exp(-i\omega \ln(x)) \psi_T(\omega)}{i\omega} \right] d\omega$$

Then the integral in (17) can be calculated using the Gauss-Laguerre quadrature. Finally, to get
Table 4: Basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), and Control Variate (CV) price, variance of price, and relative error for a European call under the Bates model with different mean-reversion rates ($\kappa$) and strikes ($K$). Relative error is measured against the semi-analytical solution (B).
Table 5: Basic Monte Carlo (MC), Small Noise Expansion (SNE), Fast Mean-Reversion (FMR), and Control Variate (CV) price and variance of price for a down-and-out put under the Bates model with different mean-reversion rates ($\kappa$) and strikes ($K$).

the probability density function we use the following finite difference approximation

$$f(x) \approx \frac{Pr(S_T \leq x + \Delta x) - Pr(S_T \leq x)}{\Delta x}$$

To apply importance sampling, note that option price under $\tilde{Q}$ is

$$P(t, x) = \int_0^\infty e^{-r(T-t)} \phi(S_T) \frac{f(x)}{g(x)} g(x) dx$$

Delta of an option under the importance sampling measure will be obtained by multiplying the integrand of delta under the risk-neutral measure in (16) by $\frac{g(x)}{f(x)}$.

$$\Delta = \int_0^\infty e^{-r(T-t)} \phi(S_T) \frac{\partial f(x)}{\partial S} f(x) \frac{g(x)}{g(x)} dx$$

where $\frac{f(x)}{g(x)}$ is the Radon-Nikodym derivative. Similarly, delta of the down-and-out put option can
be calculated as

$$\Delta = \int_0^\infty e^{-r(T-t)} \phi(S_T) 1_{\min_{1 \leq i \leq m} S_i > B} \left[ \frac{\partial f(x)}{\partial S_i} \frac{f(x)}{g(x)} \right] g(x) dx$$

The same procedure as above can be followed to compute the other Greeks.

For comparison, we compute the Greeks using the Malliavin calculus, where the Greek is an expectation of the payoff times a Malliavin weight

$$Greek = \mathbb{E}[\phi(S_T) weight]$$

The Malliavin weights for delta, $\Delta$, and gamma, $\Gamma$, of European option are given by

$$weight_{\Delta} = \frac{1}{S_o T} \int_0^T \frac{dW^S_t}{\sqrt{\nu_t}}$$

$$weight_{\Gamma} = \frac{1}{S_o^2 T} \int_0^T \frac{dW^S_t}{\sqrt{\nu_t}} + \frac{1}{(S_o T)^2} \left( \left( \int_0^T \frac{dW^S_t}{\sqrt{\nu_t}} \right)^2 - \left( \int_0^T \frac{dt}{\nu_t} \right) \right)$$

5.1 Heston Greeks

In this section, we present delta, $\Delta$, and gamma, $\Gamma$, of the Heston model calculated using Malliavin weights (M), Likelihood Ratio Method (L), Likelihood Ratio Method combined with SNE or FMR importance sampling schemes and that calculated based on semi-analytical solution. Relative error is measured against the semi-analytical solution. Tables 6 and 7 present results for delta and gamma, respectively, of a European option under the Heston model. Tables 8 and 9 present the results for delta and gamma, respectively, of a barrier option under the Heston model.

It is clear from Table 6 that the Likelihood Ratio Method gives significantly lower relative error than the method of calculating the Greeks using the Malliavin weights. The importance sampling further enhance the efficiency with variance reduction for SNE of up to 23 times and FMR variance reduction of up to 130 times.

The superiority of the Likelihood Ratio Method carries on to the gamma calculation presented in Table 7. This time, the variance reduction for SNE is up to 30 times. For FMR, variance reduction is up to 60 times.
<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Delta</th>
<th>Variance</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>L</td>
<td>SNE</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.82</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>0.81</td>
<td>0.92</td>
<td>0.92</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>0.64</td>
<td>0.69</td>
<td>0.68</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>0.27</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>0.07</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>0.89</td>
<td>0.89</td>
<td>0.90</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.66</td>
<td>0.66</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>0.36</td>
<td>0.35</td>
<td>0.34</td>
</tr>
<tr>
<td>2</td>
<td>140</td>
<td>0.14</td>
<td>0.14</td>
<td>0.13</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.87</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0.38</td>
<td>0.38</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>0.18</td>
<td>0.18</td>
<td>0.17</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.98</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>0.86</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.63</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>0.20</td>
<td>0.20</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Note: $\kappa$ denotes mean-reversion rate, $K$ denotes strike. Relative error is measured against the semi-analytical solution (H).
<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Gamma</th>
<th></th>
<th>Variance</th>
<th></th>
<th>Relative error (%)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>L</td>
<td>SNE</td>
<td>FMR</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>-1.4230</td>
<td>-0.0055</td>
<td>0.0000</td>
<td>-0.0003</td>
<td>0.0008</td>
<td>8735.6</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>-0.7531</td>
<td>-0.0003</td>
<td>0.0028</td>
<td>0.0027</td>
<td>0.0048</td>
<td>2818.4</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>-0.1790</td>
<td>0.0137</td>
<td>0.0164</td>
<td>0.0162</td>
<td>0.0177</td>
<td>372.94</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>0.0206</td>
<td>0.0180</td>
<td>0.0185</td>
<td>0.0198</td>
<td>0.0211</td>
<td>7.9288</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>0.0194</td>
<td>0.0044</td>
<td>0.0053</td>
<td>0.0056</td>
<td>0.0071</td>
<td>0.4901</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.0034</td>
<td>0.003</td>
<td>0.0008</td>
<td>0.0009</td>
<td>0.0012</td>
<td>0.1358</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>0.0081</td>
<td>0.0056</td>
<td>0.0060</td>
<td>0.0060</td>
<td>0.0063</td>
<td>0.0828</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.0161</td>
<td>0.0142</td>
<td>0.0149</td>
<td>0.0149</td>
<td>0.0147</td>
<td>0.0463</td>
</tr>
<tr>
<td>2</td>
<td>120</td>
<td>0.0178</td>
<td>0.0164</td>
<td>0.0164</td>
<td>0.0162</td>
<td>0.0166</td>
<td>0.0299</td>
</tr>
<tr>
<td>2</td>
<td>140</td>
<td>0.0112</td>
<td>0.0103</td>
<td>0.0095</td>
<td>0.0103</td>
<td>0.0103</td>
<td>0.0096</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0.0016</td>
<td>0.0012</td>
<td>0.0013</td>
<td>0.0014</td>
<td>0.0015</td>
<td>0.0432</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.0071</td>
<td>0.0067</td>
<td>0.0069</td>
<td>0.0069</td>
<td>0.0070</td>
<td>0.0301</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.0136</td>
<td>0.0132</td>
<td>0.0136</td>
<td>0.0133</td>
<td>0.0134</td>
<td>0.0201</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0.0148</td>
<td>0.0144</td>
<td>0.0145</td>
<td>0.0143</td>
<td>0.0144</td>
<td>0.0127</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>0.0110</td>
<td>0.0104</td>
<td>0.0102</td>
<td>0.0104</td>
<td>0.0104</td>
<td>0.0075</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.0013</td>
<td>0.0016</td>
<td>0.0017</td>
<td>0.0017</td>
<td>0.0016</td>
<td>0.0312</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>0.0070</td>
<td>0.0073</td>
<td>0.0073</td>
<td>0.0073</td>
<td>0.0072</td>
<td>0.0225</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.0129</td>
<td>0.0130</td>
<td>0.0132</td>
<td>0.0130</td>
<td>0.0130</td>
<td>0.0156</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>0.0188</td>
<td>0.0137</td>
<td>0.0137</td>
<td>0.0135</td>
<td>0.0135</td>
<td>0.0104</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>0.0105</td>
<td>0.0103</td>
<td>0.0101</td>
<td>0.0101</td>
<td>0.0101</td>
<td>0.0066</td>
</tr>
</tbody>
</table>

Table 7: Malliavin (M), Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (gamma and variance of gamma) and relative error for a European call under the Heston model with different mean-reversion rates ($\kappa$) and strikes ($K$). Relative error is measured against the semi-analytical solution (H).
Table 8: Malliavin \((M)\), Likelihood Ratio Method \((L)\), Likelihood Ratio Method with Small Noise Expansion \((SNE)\), and Likelihood Ratio Method with Fast Mean-Reversion \((FMR)\) Greeks \((\Delta)\) and variance of \(\Delta\) for a down-and-out put under the Heston model with different mean-reversion rates \((\kappa)\) and strikes \((K)\).

For the delta of a down-and-out put, presented in Table 8, variance reduction for SNE is up to 12 times. For FMR, variance reduction is up to 68 times.

For the gamma of a down-and-out put, presented in Table 9, variance reduction for SNE is up to 6 times. For FMR, variance reduction is up to 70 times.

### 5.2 Bates Greeks

In this section, we present delta, \(\Delta\), and gamma, \(\Gamma\), of the Bates model calculated using Likelihood Ratio Method \((L)\) and Likelihood Ratio Method combined with SNE or FMR importance sampling schemes. Tables 10 and 11 present results for delta and gamma, respectively, of a European option under the Bates model. Tables 12 and 13 present the results for delta and gamma, respectively, of a barrier option under the Bates model.
<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Gamma</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>0.0002</td>
<td>0.0001</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>0.0031</td>
<td>0.0030</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>-0.0355</td>
<td>0.0146</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>-0.2221</td>
<td>0.0115</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>0.0036</td>
<td>0.0039</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.0104</td>
<td>0.0108</td>
</tr>
<tr>
<td>2</td>
<td>140</td>
<td>0.0107</td>
<td>0.0112</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.0038</td>
<td>0.0040</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.0083</td>
<td>0.0087</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0.0073</td>
<td>0.0080</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>0.0013</td>
<td>0.0022</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>0.0038</td>
<td>0.0041</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.0074</td>
<td>0.0079</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>0.0058</td>
<td>0.0066</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>0.0002</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

Table 9: Malliavin (M), Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (gamma and variance of gamma) for a down-and-out put under the Heston model with different mean-reversion rates ($\kappa$) and strikes ($K$).

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$K$</th>
<th>Delta</th>
<th>Variance</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>L</td>
<td>SNE</td>
<td>FMR</td>
</tr>
<tr>
<td>0.5</td>
<td>60</td>
<td>1.01</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>0.5</td>
<td>80</td>
<td>0.93</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>0.5</td>
<td>100</td>
<td>0.70</td>
<td>0.68</td>
<td>0.69</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>0.31</td>
<td>0.28</td>
<td>0.30</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>0.10</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>0.5</td>
<td>120</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>0.5</td>
<td>140</td>
<td>0.89</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>0.66</td>
<td>0.65</td>
<td>0.66</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>0.36</td>
<td>0.35</td>
<td>0.36</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>0.15</td>
<td>0.14</td>
<td>0.15</td>
</tr>
<tr>
<td>5</td>
<td>60</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>0.87</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>5</td>
<td>120</td>
<td>0.38</td>
<td>0.37</td>
<td>0.38</td>
</tr>
<tr>
<td>5</td>
<td>140</td>
<td>0.19</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>80</td>
<td>0.87</td>
<td>0.87</td>
<td>0.86</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.64</td>
<td>0.63</td>
<td>0.64</td>
</tr>
<tr>
<td>10</td>
<td>120</td>
<td>0.39</td>
<td>0.38</td>
<td>0.39</td>
</tr>
<tr>
<td>10</td>
<td>140</td>
<td>0.21</td>
<td>0.20</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 10: Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (delta and variance of delta) and relative error for a European call under the Bates model with different mean-reversion rates ($\kappa$) and strikes ($K$). Relative error is measured against the semi-analytical solution (B).
Table 11: Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (gamma and variance of gamma) and relative error for a European call under the Bates model with different mean-reversion rates ($\kappa$) and strikes ($K$). Relative error is measured against the semi-analytical solution (B).
Table 12: Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (delta and variance of delta) for a down-and-out put under the Bates model with different mean-reversion rates (\(\kappa\)) and strikes (\(K\)).

For the delta of European call, presented in Table 10, variance reduction of SNE is up to 19 times. For FMR, variance reduction is up to 76 times. For the gamma of European call, presented in Table 11, SNE gives up to 27 times variance reduction. For FMR, variance reduction is up to 50 times.

For the delta of a down-and-out put, presented in Table 12, SNE reduces variance up to 12 times, while FMR gives variance reduction of up to 44 times. For the gamma of a down-and-out put, presented in Table 13, SNE reduces variance up to 10 times, while FMR gives variance reduction of up to 46 times.

6 Conclusion

In this paper we provide strong evidence that importance sampling reduces the variance of European and barrier options and in most cases it clearly outperforms the control variate. We have
Table 13: Likelihood Ratio Method (L), Likelihood Ratio Method with Small Noise Expansion (SNE), and Likelihood Ratio Method with Fast Mean-Reversion (FMR) Greeks (gamma and variance of gamma) for a down-and-out put under the Bates model with different mean-reversion rates ($\kappa$) and strikes ($K$).

also introduced an effective numerical scheme that dramatically improves the speed of both Small Noise Expansion (SNE), Fast Mean-Reversion (FMR) importance sampling schemes. With an appropriately designed lookup table both SNE and FMR outperform the control variate, not only in terms of variance reduction, but also on speed. Finally, we have shown that Likelihood Ratio Method is an efficient way of obtaining the Greeks, and combining it with importance sampling leads to a significant variance reduction for the Greeks.
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