"NONLINEAR PULLBACKS" OF FUNCTIONS AND $L_\infty$-MORPHISMS
FOR HOMOTOPY POISSON STRUCTURES
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ABSTRACT. We introduce mappings between spaces of functions on (super)manifolds that
generalize pullbacks with respect to smooth maps but are, in general, nonlinear (actually,
formal). The construction is based on canonical relations and generating functions. (The
underlying structure is a formal category, which is a “thickening” of the usual category
of supermanifolds; it is close to the category of symplectic micromanifolds and their mi-
cromorphisms considered recently by A. Weinstein and A. Cattaneo–B. Dherin–A. We-
instein.) There are two parallel settings, for even and odd functions. As an application,
we show how such nonlinear pullbacks give $L_\infty$-morphisms for algebras of functions on
homotopy Schouten or homotopy Poisson manifolds.

INTRODUCTION

In this paper we introduce and study a certain notion of a “generalized pullback” for
functions on smooth manifolds or supermanifolds. It has two characteristic features: it is,
in general, a nonlinear mapping between the spaces of functions (actually, it is given by a
formal nonlinear differential operator), and it contains the usual pullback of functions as a
particular case (when it is of course linear). Being nonlinear, such a “generalized pullback”
cannot be an algebra homomorphism; however, it has the property that its derivative at
each point is an algebra homomorphism.

The underlying “generalized morphisms” of (super)manifolds are certain canonical rela-
tions between the corresponding cotangent bundles. Recall that a canonical relation (or
a canonical correspondence) between symplectic manifolds is a Lagrangian submanifold in
the direct product endowed with the difference of the symplectic forms. Such are the graphs
of symplectomorphisms, hence canonical relations are usually seen as a generalization of
symplectomorphisms. Our viewpoint is different (so thinking of symplectomorphisms is
not useful for understanding) and can be explained as follows. Let $\varphi: M_1 \to M_2$ be
a usual smooth map. It does not induce, in general, any map of the cotangent bun-
dles. (The exception is the case of a diffeomorphism.) Nevertheless it gives a relation
$R_\varphi \subset T^*M_1 \times (-T^*M_2)$, which, as one can see, is a Lagrangian submanifold (here the
minus sign means the negative of the symplectic form). This is our point of departure. As a
generalization of maps $\varphi: M_1 \to M_2$ we consider canonical relations $\Phi \subset T^*M_1 \times (-T^*M_2)$
of the type “closest to those of the form $R_\varphi$”. The latter requirement, as we will see, forces
us to consider formal relations, i.e., which live as submanifolds in the formal neighborhood.

Date: 6 (19) September 2016.
2010 Mathematics Subject Classification. 58A99; 70H15; 58C50; 58D15; 17B55.
Key words and phrases. nonlinear pullback, canonical relation, $L_\infty$-morphism, Hamilton–Jacobi equa-
tion, homotopy Poisson structure, homotopy Schouten structure.
of the zero section. All our constructions are therefore microformal (based on power series in momentum variables).

Replacing ordinary maps by relations and considering categories of relations is a very classical idea; in particular, the unifying role of canonical relations has been stressed by Weinstein [29, 28]. The novelty is not in the use of relations as such, but in our choice of a particular class of relations and in their treatment for defining an analog of pullbacks. We see a relation \( \Phi \subset T^*M_1 \times (-T^*M_2) \) as a ‘morphism’ not between \( T^*M_1 \) and \( T^*M_2 \), but between \( M_1 \) and \( M_2 \). This is crucial and leads to the idea of a pullback

\[
\Phi^*: \mathbb{C}^\infty(M_2) \to \mathbb{C}^\infty(M_1),
\]

which we define as follows. Suppose \( g \in \mathbb{C}^\infty(M_2) \) is a function on \( M_2 \). The pullback \( \Phi^* \) should map it to a function \( f \in \mathbb{C}^\infty(M_1) \). Consider the graph of the derivative \( \Lambda_g \subset T^*M_2 \).

It is a Lagrangian submanifold. Then \( f \) can be defined by the formula:

\[
\Lambda_f := \Phi \circ \Lambda_g \subset T^*M_1,
\]

where \( \circ \) denotes the composition of relations; one needs to show that \( \Phi \circ \Lambda_g \) has the form \( \Lambda_f \). More precisely, this defines the function \( f \) up to a constant of integration, so our constructions involve a choice of constants. We assume that \( \Phi \subset T^*M_1 \times (-T^*M_2) \) can be specified by a generating function \( S(x,q) \) depending on position variables on \( M_1 \) and momentum variables on \( M_2 \), and we treat \( S \) as part of structure. Then the pullback \( f = \Phi^*[g] \) introduced above in an abstract way is given explicitly by

\[
f(x) = g(y) + S(x,q) - y^i q_i,
\]

where to eliminate the variables \( q \) and \( y \) one should use the system of equations \( q_i = \partial g / \partial y^i \) and \( y^i = \partial S / \partial q_i \). It is solved by iterations, which gives \( y \) as a function of \( x \) depending in general on \( g \) and its derivatives. Therefore the resulting \( f(x) \) is expressed in \( g(y) \) with all its derivatives perturbatively and nonlinearly, as a formal power series. (This is one of the many instances where formality enters the picture. Actually, the very assumption that we can use \( S(x,q) \) implies a formal framework.) Remarkably, when \( \Phi = R_{\varphi} \), the equations decouple, the nonlinearity disappears and the formula gives the ordinary pullback \( \varphi^* g \).

We came to this construction motivated by the following task. Suppose a supermanifold \( M \) is endowed with a homotopy analog of a Poisson structure. That means that — instead of a familiar bracket with two arguments — there is a whole sequence of brackets including binary, but also unary, ternary, etc., so that in particular the Jacobi identity for the binary bracket is satisfied up to an algebraic homotopy, where the ternary bracket is the homotopy and the unary bracket is the differential, and there are further identities involving the ‘higher homotopies’. Speaking more formally, there is an \( L_\infty \)-algebra structure on functions on \( M \) such that all the brackets are multiderivations with respect to the ordinary product of functions. (Actually, there are two different types of such structures on \( M \), a ‘homotopy Poisson’ and a ‘homotopy Schouten’ structures, which differ by the parities of the brackets.) The problem is how to construct \( L_\infty \)-morphisms of such homotopy structures. Let us concentrate on the homotopy Schouten case, for concreteness. From general theory it is

\[^1\]Other manifestations of this idea include additive relations in homological algebra [13] and the Berezin–Neretin spinor representations of classical categories [2, 17, 18].
known that the most efficient description for $L_{\infty}$-algebras is that of $Q$-manifolds, i.e., supermanifolds endowed with homological vector fields (see, e.g., [11, 12]). $L_{\infty}$-morphisms then correspond to maps of supermanifolds intertwining the corresponding homological vector fields. In the considered example, homological vector fields live on infinite-dimensional “functional” supermanifolds such as $C^\infty(M)$ and one has to construct mappings between them. This is a problem formulated in terms of infinite-dimensional geometry. On the other hand, a homotopy Schouten structure has a convenient finite-dimensional description in terms of differential-geometric objects on $M$ itself: it is specified by an odd function $H$ on $T^*M$ satisfying $(H,H) = 0$ for the canonical Poisson bracket. Hence the question: is it possible to construct $L_{\infty}$-morphisms in these terms? Nonlinear pullbacks $\Phi^*$ that we introduce give the desired solution.

More precisely, we proved the following theorem. If two odd Hamiltonians $H_1$ and $H_2$ specifying homotopy Schouten structures on $M_1$ and $M_2$ satisfy $p^*_1H_1 = p^*_2H_2$ on $\Phi \subset T^*M_1 \times (-T^*M_2)$ as above (in other words, if they are ‘$\Phi$-related’, for $\Phi$ regarded as a ‘microformal morphism’ from $M_1$ to $M_2$), then the pullback $\Phi^*: C^\infty(M_2) \to C^\infty(M_1)$ is an $L_{\infty}$-morphism of the homotopy Schouten algebras. (Note that the possible nonlinearity of $\Phi^*$ is essential for obtaining nontrivial $L_{\infty}$-morphisms.)

Nonlinear pullbacks $\Phi^*$ as above are applicable to odd functions. There is a parallel construction that works for even functions and gives a different ‘formal thickening’ of the category of smooth supermanifolds, with nonlinear pullbacks

$$\Psi^*: \Pi C^\infty(M_2) \to \Pi C^\infty(M_1)$$

(here $\Pi$ is the parity reversion functor and ‘points’ of $\Pi C^\infty(M)$ are odd functions on $M$). It is based on the anticotangent bundles $\Pi T^*M$ with the canonical odd symplectic structure. There is a similar application to homotopy Poisson manifolds.

The formal categorical structure outlined only briefly in this paper, and further applications to vector bundles and algebroids, are developed in [24]. A certain ‘quantum’ version is constructed in [25, 26].

In the course of this work, I greatly benefited from discussions with H. M. Khudaverdian. Discussions with K. C. H. Mackenzie on various aspects of Lie algebroids and bialgebroids were a source of inspiration. I am very grateful to A. Weinstein and J. Stasheff for their comments on early versions of this paper and to the anonymous referee for the remarks that helped to improve the exposition.

1. MAIN CONSTRUCTION

Consider smooth manifolds or supermanifolds $M_1$ and $M_2$. We shall define a mapping of smooth functions on $M_2$ to smooth functions on $M_1$ which generalizes the pullback w.r.t. a smooth map $\varphi: M_1 \to M_2$. This mapping is, in general, nonlinear — actually, it will be defined as a formal power series — and has an ordinary pullback as a particular case, in which it is linear. (Moreover, as we shall see, ordinary pullbacks appear as linearizations or derivatives for our construction.)

**Remark 1.** Constructions in this section are not specifically super, so the reader may assume, initially, that we work with ordinary manifolds and ignore signs related with the supercase. Considering supermanifolds is necessary only for applications.
To emphasize that we consider spaces of smooth functions as infinite-dimensional manifolds rather than vector spaces, we use boldface letters for the notation, e.g., $C^\infty(M)$ instead of $C^\infty(M)$.

**Remark 2.** This distinction is important for supermanifolds where $C^\infty(M)$ is itself an infinite-dimensional supermanifold whose ‘points’ are, by definition, even functions on $M$ possibly depending on auxiliary odd parameters, unlike elements of the $\mathbb{Z}_2$-graded vector space $C^\infty(M)$, which may be even or odd. Indeed, for consider unambiguously non-linear expressions involving $f(x)$, etc., the parity of $f$ should be fixed, since even and odd functions satisfy different commutativity constraints. (Similarly, odd functions on $M$ should be regarded as ‘points’ of the infinite-dimensional supermanifold $\mathbb{I}C^\infty(M)$ corresponding to the $\mathbb{Z}_2$-graded vector space $\mathbb{I}C^\infty(M)$.)

We shall use the language of canonical relations. Consider the cotangent bundles $T^*M_1$ and $T^*M_2$. Denote local coordinates on $M_1$ and $M_2$ by $x^a$ and $y^i$, and let $p_a$ and $q_i$ stand for the corresponding conjugate momenta; so the canonical symplectic forms are $\omega_1 = dp_a dx^a$ and $\omega_2 = dq_i dy^i$, respectively. We use local coordinates here because it is the most efficient language, though of course everything can be rephrased in a coordinate-free way. It is well known that canonical relations between symplectic manifolds arise as graphs of canonical transformations (symplectomorphisms) and may be seen as their generalizations. For cotangent bundles, they also arise when one considers the effect of smooth maps of the bases. This is our starting point.

**Example 1.** Suppose $\varphi: M_1 \to M_2$ is a smooth map. It induces the following diagram for the cotangent bundles:

$$
\begin{array}{ccc}
T^*M_1 & \xrightarrow{T^*\varphi} & T^*M_2 \\
\downarrow & & \uparrow \\
M_1 & \xrightarrow{\varphi} & M_2
\end{array}
$$

where the map $\overline{\varphi}$ is fiberwise identical and at each point $x \in M_1$ the map $T^*\varphi(x) = (T\varphi)^*(x)$ is the adjoint of the tangent map. In coordinates, $\varphi^i(y^i) = \varphi^i(x)$ and

$$
\begin{align*}
T^*\varphi: (x^a,q_i) &\mapsto (x^a,p_a) \quad \text{where} \quad p_a = \frac{\partial \varphi^i}{\partial x^a}(x)q_i, \\
\overline{\varphi}: (x^a,q_i) &\mapsto (y^i,q_i) \quad \text{where} \quad y^i = \varphi^i(x),
\end{align*}
$$

We define a relation $R_\varphi \subset T^*M_1 \times T^*M_2$ as follows:

$$
R_\varphi = \left\{ (x^a,p_a,y^i,q_i) \mid p_a = \frac{\partial \varphi^i}{\partial x^a}(x)q_i, \quad y^i = \varphi^i(x) \right\}. \quad (1)
$$

In other words, $R_\varphi$ is the composition of the graphs of $T^*\varphi$ and $\overline{\varphi}$. Note that the dimension of $R_\varphi$ is exactly half of the dimension of $T^*M_1 \times T^*M_2$. For the pullbacks of the symplectic forms $\omega_1$ and $\omega_2$ on $R_\varphi$ we obtain

$$
p_1^*\omega_1 = p_1^*(dp_a dx^a) = d\left(\frac{\partial \varphi^i}{\partial x^a}(x)q_i\right) dx^a = d\left(\frac{\partial \varphi^i}{\partial x^a} q_i dx^a\right) = d\left(\partial \varphi^i q_i\right) = dq_i d\varphi^i.
$$
\[ p_2^* \omega_2 = p_2^*(dq_i dq^i) = dq_i d\varphi^i. \]

Therefore \( p_1^* \omega_1 = p_2^* \omega_2 \) on \( R_\varphi \), and so \( R_\varphi \) is a Lagrangian submanifold in \( T^*M_1 \times T^*M_2 \) considered with the symplectic structure \( p_1^* \omega_1 - p_2^* \omega_2 \), i.e., a canonical relation.
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Let us analyze formulas (7), (8) and (9) defining together the map $\Phi$. In order to find the function $f = \Phi^*[g] \in C^\infty(M_1)$ from (7), one has to solve equation (9) so to express $y$ as a function of $x$ and then substitute $y = y(x)$ into (8) and (7). The function $g \in C^\infty(M_2)$, the functional argument of the mapping $\Phi^*$, enters the equation for $y$ through the derivative $\partial g/\partial y$. Ultimately, the function $g$ appears in (7) both explicitly as $g(y)$ and implicitly through the variables $y$ and $q$. To see the whole procedure better, we consider examples (which will also lead us to promised clarifications).

**Example 2** (image of zero). Let $g = 0 \in C^\infty(M_2)$. We get $q_i = \partial g/\partial y^i = 0$, so

$$f(x) = S(x,0) - 0 + 0 = S_0(x),$$

where $S_0(x)$ is a constant.
where we denoted $S_0(x) := S(x,0)$. Therefore

$$\Phi^*[0] = S_0. \quad (10)$$

This is a fixed (even) function on $M_1$.

Let us write $S(x,q)$ in the form of a power expansion in $q_i$:

$$S(x,q) = S_0(x) + \varphi^i(x)q_i + \frac{1}{2} S^{ij}(x)q_iq_j + \frac{1}{3!} S^{ijk}(x)q_iq_jq_k + \ldots \quad (11)$$

(the reason for the choice of notation $\varphi^i(x)$ will become clear shortly).

Consider first a special case.

**Example 3** (ordinary pullback with a shift). Suppose

$$S(x,q) = S_0(x) + \varphi^i(x)q_i \quad (12)$$

(no higher order terms). Then from (9),

$$y^i = \varphi^i(x),$$

so the coefficients $\varphi^i$ define a smooth map $\varphi : M_1 \to M_2$. From (7) we obtain

$$f(x) = S_0(x) + \varphi^i(x)q_i - y^i q_i + g(y) = S_0(x) + g(\varphi(x)).$$

We see that in this case, the map $\Phi^*$ is the combination of an ordinary pullback w.r.t. a map $M_1 \to M_2$ and a ‘constant shift’ by a function on $M_1$,

$$\Phi^*[g] = S_0 + \varphi^* g. \quad (13)$$

In contrast with (12), it is not possible in a meaningful way to consider the generating function $S$ with a finite number of higher order terms restricting their order by some $r > 1$ (as we shall see later). So we have to deal with the whole expansion (11). For that, we consider $\Phi^*$ perturbatively near $g \equiv 0$.

**Example 4** (linear approximation for $\Phi^*$). Consider $g(y) = \varepsilon h(y)$ where $\varepsilon^2 = 0$. From (7) and (3), we see that we need to determine $y$ from (9) only in the zero order approximation. Also, there is no input from the terms of order $\geq 2$ in (11). Hence $y^i = \varphi^i(x)$ and $f(x)$ is obtained similarly to Example 3

$$f(x) = S_0(x) + \varphi^i(x)q_i - y^i q_i + \varepsilon h(y) = S_0(x) + \varepsilon h(\varphi(x)).$$

In other words,

$$\Phi^* [\varepsilon h] = S_0 + \varepsilon \varphi^* h \mod \varepsilon^2. \quad (14)$$

**Example 5** (quadratic approximation for $\Phi^*$). To make one more step, let $g(y) = \varepsilon h(y)$ where $\varepsilon^3 = 0$. Now we see that we need $y$ in the linear approximation. Writing $y_\varepsilon = y_0 + \varepsilon y_1 \mod \varepsilon^2$, we obtain from (9) and (11)

$$y^i_\varepsilon = \varphi^i(x) + \varepsilon S^{ij}(x) \frac{\partial h}{\partial y^j} (y_0) = \varphi^i(x) + \varepsilon \frac{\partial h}{\partial y^j} (\varphi(x)) \mod \varepsilon^2.$$
To find \( f(x) \), we substitute into (7) and simplify:

\[
f(x) = S(x, q) - y^i q_i + \varepsilon h(y) = \]

\[
S \left( x, \varepsilon \frac{\partial h}{\partial y} (y_0 + \varepsilon y_1) \right) - \varepsilon (y^i_0 + \varepsilon y^i_1) \frac{\partial h}{\partial y^i} (y_0 + \varepsilon y_1) + \varepsilon h(y_0 + \varepsilon y_1) =
\]

\[
S_0(x) + \varepsilon \varphi^i(x) \frac{\partial h}{\partial y^i} (y_0 + \varepsilon y_1) + \varepsilon^2 \frac{1}{2} S^{ij}(x) \frac{\partial h}{\partial y^i} (y_0) \frac{\partial h}{\partial y^j} (y_0) -
\]

\[
\varepsilon (y^i_0 + \varepsilon y^i_1) \frac{\partial h}{\partial y^i} (y_0 + \varepsilon y_1) + \varepsilon h(y_0 + \varepsilon y_1) =
\]

\[
S_0(x) + \varepsilon^2 \frac{1}{2} S^{ij}(x) \frac{\partial h}{\partial y^i} (y_0) \frac{\partial h}{\partial y^j} (y_0) - \varepsilon^2 y^i_1 \frac{\partial h}{\partial y^i} (y_0) =
\]

\[
S_0(x) + \varepsilon^2 \frac{1}{2} S^{ij}(x) \frac{\partial h}{\partial y^i} (y_0) \frac{\partial h}{\partial y^j} (y_0) - \varepsilon^2 y^i_1 \frac{\partial h}{\partial y^i} (y_0) + \varepsilon h(y_0) + \varepsilon^2 y^i_1 \frac{\partial h}{\partial y^i} (y_0) =
\]

\[
S_0(x) + \varepsilon h(\varphi(x)) + \varepsilon^2 \frac{1}{2} S^{ij}(x) \varphi^i \frac{\partial h}{\partial y^i} (\varphi(x)) \frac{\partial h}{\partial y^j} (\varphi(x)) \quad \text{mod } \varepsilon^3.
\]

Thus

\[
\Phi^*[\varepsilon h] = S_0 + \varepsilon \varphi^* h + \varepsilon^2 \frac{1}{2} S^{ij} \varphi^* \partial_j h \varphi^* \partial_i h \quad \text{mod } \varepsilon^3.
\]

Generalizing from these examples, we claim that in general the nonlinear transformation \( \Phi^* \) exists at least at the formal level as a perturbation series around an ordinary pullback plus a shift (a transformation of the form (13)):

\[
\Phi^*[g](x) = S_0(x) + \varphi^* g(x) + \sum_{r \geq 2} \Phi_r \left( x, \varphi^* \partial g(x), \varphi^* \partial^2 g(x), \ldots \right),
\]

where each term \( \Phi_r \) is a homogeneous differential polynomial in \( g \) of order \( \leq r \). (Also, \( \Phi_r \) depends on derivatives of degrees \( \leq r \) in \( g \).) Here the ‘shift’ \( S_0(x) \) is given by the zero order term of a generating function \( S(x, q) \) and the ordinary pullback \( \varphi^* \) is with respect to a map \( \varphi : M_1 \to M_2 \), which is given the first order terms of the function \( S(x, q) \).

That this is indeed so can be proved as follows. For a given \( g \), equation (9) defines the variables \( y^i \) as functions of \( x^a \), i.e., it defines a smooth map

\[
\varphi_g : M_1 \to M_2
\]

(17) depending on \( g \in \mathbb{C}^\infty(M_2) \), which is a formal perturbation of a given map \( \varphi = \varphi_0 : M_1 \to M_2 \). Solution of (9) may be obtained by an iterative procedure starting from \( y^i = \varphi^i(x) = (-1)^i \partial S/\partial q_i(x, 0) \). In other words, we write

\[
\varphi_g = \varphi_0 + \ldots,
\]

where \( \varphi_0 = \varphi \), so the map \( \varphi_g \) depending on \( g \) is expressed as a perturbation series around the map \( \varphi \) defined by the canonical relation \( \Phi \) alone. Introduce parameter \( \varepsilon \) and consider \( \varepsilon^g \) instead of \( g \). For the \( N \)th iterative step we write

\[
y_{(N)} = y_0 + \varepsilon y_1 + \varepsilon^2 y_2 + \ldots + \varepsilon^N y_N \quad \text{mod } \varepsilon^{N+1},
\]
where \( y_0 = \varphi(x) \). The term \( y_N \) is defined via \( y_0, y_1, \ldots, y_{N-1} \) from the equation
\[
y'_0 + \varepsilon y'_1 + \varepsilon^2 y'_2 + \ldots + \varepsilon^N y'_N = \varphi'(x) + \varepsilon S_1'(x, \frac{\partial g}{\partial y}(y_0 + \varepsilon y_1 + \varepsilon^2 y_2 + \ldots + \varepsilon^{N-1} y_{N-1})) + \varepsilon^2 S_2'(x, \frac{\partial g}{\partial y}(y_0 + \varepsilon y_1 + \varepsilon^2 y_2 + \ldots + \varepsilon^{N-2} y_{N-2})) + \ldots + \varepsilon^N S_N'(x, \frac{\partial g}{\partial y}(y_0)) \mod \varepsilon^{N+1}.
\]
Here
\[
S_{\ell}(x, q) = (-1)^{\ell} \frac{\partial S_{\ell+1}}{\partial q_i}(x, q) = \frac{1}{\ell!} S_{i_1 \ldots i_{\ell}}(x) q_{i_\ell} \ldots q_{i_1},
\]
where
\[
S_r(x, q) = \frac{1}{r!} S_{i_1 \ldots i_r}(x) q_{i_r} \ldots q_{i_1}
\]
is the \( r \)th homogeneous term in the expansion \((11)\). To find \( y_N \) from \((18)\), we expand the r.h.s. to order \( N \) in \( \varepsilon \) and notice that the terms of order \( \leq N - 1 \) cancel automatically with the terms at the l.h.s. (since \( y_1, \ldots, y_{N-1} \) were defined by exactly the same relation at the previous steps). Therefore, it is sufficient to collect the terms of order \( N \) at the r.h.s. and upon division by \( \varepsilon^N \) this gives \( y_N \). By the way we see that \( y_N \) depends on the derivatives of \( g \) to order \( \leq N \) (evaluated at \( y_0 = \varphi(x) \)). We may write symbolically
\[
\varphi_g = \varphi + \varphi_1[g] + \varphi_2[g] + \ldots + \varphi_N[g] + \ldots
\]
as a functional formal power series in \( g \), where each term \( \varphi_N[g] \) is of order \( N \) in \( g \) and \( \varphi_N[g] = y'_N \) defined by the above procedure. Hence
\[
\Phi^*[g] = \varphi^*_g g + S(x, \varphi^*_g \frac{\partial g}{\partial y}) - \varphi^*_g \cdot \varphi^*_g \partial g,
\]
which justifies the claim about the form of the expansion \((16)\).

To summarize, we can now supplement Theorem-Definition \([1]\) by saying that we should consider the generating function \( S(x, q) \) specifying a canonical relation \( \Phi \) as a formal power series in \( q_i \); thus the relation \( \Phi \) is itself formal. The operation \( \Phi^* \) is defined by \((20)\) via the above iterative procedure and is therefore a formal mapping between the spaces of functions. Also, the generating function \( S(x, q) \) is regarded as a part of structure, which eliminates questions about a choice of ‘constants of integration’. This is the first of the clarifications promised in the proof of Theorem-Definition \([1]\). Another clarification concerns the (in)dependence of the procedure defining \( \Phi^* \) of a choice of coordinates and will follow shortly.

In Example \([2]\), we actually computed the derivative of the mapping \( \Phi^* \) at \( g \equiv 0 \). It is possible to find the derivative of \( \Phi^* \) at an arbitrary point.

**Theorem 2.** The derivative of the formal mapping of functional manifolds
\[
\Phi^* : C^\infty(M_2) \to C^\infty(M_1)
\]
at a point \( g \in \mathbb{C}^\infty(M_2) \) is given by the formula:

\[
(T\Phi^*)([g]) = \varphi^*_g,
\]

where

\[
\varphi^*_g : \mathbb{C}^\infty(M_2) \to \mathbb{C}^\infty(M_1)
\]

is the usual pullback with respect to the map \( \varphi_g : M_1 \to M_2 \) defined by \( g \).

**Proof.** Consider a variation of a point \( g \in \mathbb{C}^\infty(M_2) \), \( g_{\epsilon}(y) = g(y) + \epsilon u(y) \). We need to find the corresponding \( f_{\epsilon} = \Phi^*[g_{\epsilon}] \). We shall denote by \( q^*_{\epsilon} \) and \( y^*_{\epsilon} \) the solutions of (8) and (9) for the perturbed function \( g_{\epsilon} \), and by symbols without \( \epsilon \), the corresponding non-perturbed objects. We may write \( y^i_{\epsilon} = y^i + \epsilon y^i_{\epsilon} \) and \( q^i_{\epsilon} = q_i + \epsilon q_{\epsilon} \). By substituting into (7), we obtain

\[
f_{\epsilon}(x) = S(x, q + \epsilon q_1) - (y^i + \epsilon y^i_{\epsilon})(q_i + \epsilon q_{\epsilon}) + g_{\epsilon}(y + \epsilon y_1) =
\]

\[
S(x, q) + \epsilon q_{\epsilon} \frac{\partial S}{\partial q_i}(x, q) - y^i q_i - (-1)^i \epsilon y^i_{\epsilon} q_{\epsilon} - \epsilon y^i_{\epsilon} q_i + g(y) + \epsilon y^i_{\epsilon} q_i + \epsilon u(y) =
\]

\[
S(x, q) + \epsilon q_{\epsilon}((-1)^i \epsilon y^i_{\epsilon} q_{\epsilon} - \epsilon y^i_{\epsilon} q_i + g(y) + \epsilon y^i_{\epsilon} q_i + \epsilon u(y) =
\]

\[
S(x, q) - y^i q_i + g(y) + \epsilon u(y) = f(x) + \epsilon u(y).
\]

Note that \( y = \varphi_g(x) \). Therefore for a perturbation \( \epsilon u, u \in \mathbb{C}^\infty(M_2) \), of \( g \in \mathbb{C}^\infty(M_2) \), the corresponding perturbation of \( \Phi^*[g] \in \mathbb{C}^\infty(M_1) \) is \( \epsilon \varphi^*_g u \), where \( \varphi^*_g u \in \mathbb{C}^\infty(M_1) \).

Finally, let us turn to the question of a transformation law of the generating function \( S(x, q) \) under a change of coordinates. Geometrically, we have a Lagrangian submanifold \( \Phi \subset T^*M_1 \times (-T^*M_2) \), which in given coordinates on \( M_1 \) and \( M_2 \) is described by (4) where \( S = S(x, q) \) is a function of the variables \( x^a \) and \( q_i \) (the coordinates on the base of \( T^*M_1 \) and the standard fiber of \( T^*M_2 \), respectively). Suppose we change coordinates:

\[
x^a = x^a(x', q') , \quad p_a = \frac{\partial x^{a'}}{\partial x^a} p_{a'}, \quad y^i = y^i(y'), \quad q_i = \frac{\partial y^i}{\partial q_i} q_{i'}.
\]

We need to find a new function \( S' = S'(x', q') \) of the variables \( x'' \), \( q_{i'} \) such that in the new coordinates \( x^{a'}, p_{a'}, y', q' \) on \( T^*M_1 \times (-T^*M_2) \) our Lagrangian submanifold \( \Phi \) is specified by the equations of the same form:

\[
p_a = \frac{\partial S'}{\partial x^{a'}}(x', q') , \quad y' = (-1)^i \frac{\partial S'}{\partial q_{i'}}(x', q').
\]

Since local coordinates on \( M_1 \) and \( M_2 \) transform independently, the questions concerning the behavior of \( S \) w.r.t. transformations of \( x^a \) and \( y^i \) are separate. The behavior w.r.t. \( x^a \) is not problematic: it is easy to see that w.r.t. these variables \( S \) can be viewed as representing a genuine function on \( M_1 \), and so one has to simply perform a substitution in the arguments, \( x^i = x^i(x') \). The real problem is with transformations of coordinates on \( M_2 \). The solution is given by the following statement. (Note that generating functions are generally defined up to constants, but we shall give a transformation law for \( S \) without such an ambiguity.)

**Theorem 3.** The ‘new’ generating function \( S'(x', q') \) is given the formula

\[
S'(x', q') = S(x, q) - y^i q_i + y' q_{i'}.
\]
where \( x^a, q_i, y^i \) and \( y^i' \) are determined from the equations

\[
y^i' = y^i(y), \quad y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, q), \quad q_i = \frac{\partial y^i}{\partial y^j}(y) q_j, \quad x^a = x^a(x').
\]

**Proof.** Differentiate both sides of (23):

\[
dS' = dS - dy^i q_i - (-1)^i dy^i q_i + (-1)^i y^i dq_i = dS - (-1)^i dy^i q_i + (-1)^i y^i dq_i \frac{\partial S}{\partial x^a} + dq_i \frac{\partial S}{\partial q_i} - (-1)^i dq_i y^i + (-1)^i dq_i y^i',
\]

and on the submanifold \( \Phi \),

\[
dS' = dx^a p_a + (-1)^i dq_i y^i - (-1)^i dq_i y^i + (-1)^i dq_i y^i' = dx^a p_a + (-1)^i dq_i y^i',
\]

which gives (22) as desired. To properly make use of formula (23), one has to express all the variables at the r.h.s. of it, i.e., \( x^a, q_i, y^i \) and \( y^i' \) in terms of the variables at the l.h.s., i.e., \( x^a' \) and \( q_i' \). For \( x^a \), we simply substitute \( x^a = x^a(x') \). We also substitute \( y^i = y^i(y) \) and use the standard transformation law for the momentum variables \( q_i \), expressing them via \( q_i' \) and \( y^i \). The rest is subtler: for determining \( y^i \) we have a system of coupled equations

\[
y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, q), \quad q_i = \frac{\partial y^i}{\partial y^j}(y) q_j,
\]

which gives

\[
y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, \frac{\partial y^i}{\partial y}(y) q').
\]

from where \( y \) is expressed as a function of \( x \) and \( q' \) by an iterative procedure similar to that defining the map \( \varphi_g \) above. The result is a formal power expansion in \( q' \).

Formula (23) can be read as the composition of three transformations: the ‘direct’ Legendre transform from \( q_i \) to \( y^i \), the substitution \( y^i = y^i(y') \), and the ‘inverse’ Legendre transform from \( y^i \) to \( q_i \).³ Namely, we pass from \( S(q) \) (here the dependence on \( x \) is suppressed) to \( S^*(y) \),

\[
S^*(y) = y^i q_i - S(q),
\]

where \( q_i \) is expressed from

\[
y^i = (-1)^i \frac{\partial S}{\partial q_i}(q).
\]

Then we substitute to obtain \( S''(y') := S^*(y(y')) \). Finally, we pass from \( S'' \) to \( S' = (S^*)^* \),

\[
S'(y') = y'^i q_i - S^*(y(y'))
\]

where \( y'^i \) is expressed from

\[
q_i = \frac{\partial}{\partial y^j} S^*(y(y')).
\]

³Note an analogy with pseudodifferential operators: the direct Fourier transform, then a multiplication operator, and then the inverse Fourier transform. It is not a random analogy because the Legendre transform can be seen as the ‘classical limit’ of the Fourier transform. We can treat formula (7) in a similar way. Compare with [25, 26].
Assembled together, these steps give equation (23). The possibility to make the Legendre transformation from \( q \) to \( y \) puts a restriction on the generating function \( S \) (non-degeneracy in \( q \)). Such a restriction is not satisfied, for example, by \( S \) corresponding to a smooth map \( M_1 \to M_2 \). However, the restriction disappears for the composite transformation \( S(q) \to S'(q') \), because the two Legendre transforms compensate each other in a way. (It is illuminating to see how the inverse matrix \( S_{ij} \) eventually disappears from the final answer after one initially assumes the non-degeneracy of the quadratic form \( S^{ij} q_i q_i \) in the expansion of \( S \) so to be able to apply the Legendre transform.) Theorem 3 does not require any non-degeneracy from \( S \).

**Remark 4.** The transformation law for \( S \) given by (23) and (24) satisfies the cocycle condition, as one can immediately see: if \( S'(x', q') \) is expressed from \( S(x, q) \) by (23), (24), and \( S''(x'', q'') \) is expressed from \( S'(x', q') \) by the same formulas (with the necessary replacements), then the composite expression of \( S''(x'', q'') \) via \( S(x, q) \) coincides with the direct expression given by these formulas. This makes it possible to consider generating functions \( S(x, q) \) (defined as power series in \( q \)) as geometric objects on \( M_1 \times M_2 \).

**Example 6.** Suppose the ‘old’ generating function \( S(x, q) \) is given by the expansion (11). Under a change of coordinates (21), the ‘new’ generating function \( S'(x', q') \) has the expansion

\[
S'(x', q') = S_0(x(x')) + \varphi'(x') q_\nu + \frac{1}{2} S^{ij'}(x') q_i q_\nu + O(|q'|^3),
\]

where

\[
\varphi'(x') = y'(\varphi(x(x'))),
\]

and

\[
S^{ij'}(x') = (-1)^{i(i'+1)} \frac{\partial y'^i}{\partial y^i} (\varphi'(x')) S^{ij}(x(x')) \frac{\partial y'^j}{\partial y^j} (\varphi'(x')).
\]

This can be obtained by a patient calculation along the lines above, which we leave to the pleasure of the reader. Note that (26) is just the expression of the map \( \varphi : M_1 \to M_2 \) in new coordinates on \( M_1 \) and \( M_2 \), and in equation (27) one recognizes the tensor law on \( M_2 \) at a point \( \varphi(x) \). Non-tensor transformations depending, in particular, on higher derivatives of a coordinate transformation on \( M_2 \) appear in the higher order terms of \( S \).

The following statement is a direct consequence of the definition of \( \Phi^\ast \) and the transformation law given by Theorem 3. It deserves the name of a theorem because of its importance.

**Theorem 4.** Suppose \( g' = g'(y') \) is the expression of an even function \( g = g(y) \) in new coordinates on \( M_2 \), i.e., \( g'(y') = g(y(y')) \), and \( S'(x', q') \) is the expression of a generating function \( S(x, q) \) in new coordinates on \( M_1 \) and \( M_2 \) according to the transformation law (23), (24). Let the function \( f' = f'(x') \) be obtained from \( g' \), \( S' \) and the function \( f = f(x) \) be obtained from \( g \), \( S \), as the generalized pullbacks (in coordinates \( x', y' \) and \( x, y \), respectively). Then the function \( f' = f'(x') \) is the expression of the function \( f = f(x) \) in the new coordinates on \( M_1 \), i.e., \( f'(x') = f(x(x')) \).

**Proof.** We are given that

\[
f'(x') = g'(y') + S'(x', q') - y' q',
\]

where \( S'(x', q') \) is given by (23) and (24). If \( \varphi : M_1 \to M_2 \) is the coordinate change given by (21), then

\[
\varphi'(x') = y'(\varphi(x)),
\]

and

\[
S^{ij'}(x') = (-1)^{i(i'+1)} \frac{\partial y'^i}{\partial y^i} (\varphi'(x')) S^{ij}(x(x')) \frac{\partial y'^j}{\partial y^j} (\varphi'(x')).
\]

Thus, \( S'(x', q') \) is obtained from \( S(x, q) \) by the transformation law (23), (24). The function \( f' = f'(x') \) is then obtained from \( S'(x', q') \) by the transformation law (24) and the function \( f = f(x) \) by the transformation law (23), (24), with the necessary replacements. The result is the desired expression for \( f' \) in new coordinates on \( M_1 \).
where
\[ y' = (-1)^i \frac{\partial S'}{\partial q'}(x', q'), \quad q' = \frac{\partial g'}{\partial y'}(y'). \]
Also \( g'(y') = g(y(y')) \), for an invertible change of variables \( y' = y'(y) \), and
\[ S'(x', q') = S(x, q) - yq + y'q', \]
where
\[ y' = y'(y), \quad y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, q), \quad q_i = \frac{\partial y'}{\partial y}(y) q', \quad x^a = x^a(x'). \]
Note that this transformation law for \( S \) implies \( y^i = (-1)^i \frac{\partial S}{\partial q^i}(x, q) \).

Hence we can 'compose' the formulas for \( f' \) and \( S' \) to obtain
\[ f'(x') = g(y(y')) + S(x, q) - yq + y'q' - y'q = g(y) + S(x, q) - yq, \]
where at the r.h.s.
\[ y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, q), \quad q_i = \frac{\partial g}{\partial y}(y), \]
and \( x = x(x') \). This is exactly the equality \( f'(x') = f(x(x')) \), as claimed.

To summarize, we may say that a generalized pullback \( \Phi^* \), a formal mapping of function spaces defined initially in local coordinates, is independent of a choice of coordinates. This finishes with all questions of substantiation.

We leave out discussion of compositions of formal canonical relations \( \Phi \) given by formal generating functions \( S(x, q) \). One should expect, in view of the analysis performed above, that they form what can be regarded as a formal category and the usual formula
\[ (\Phi_1 \circ \Phi_2)^* = \Phi_2^* \circ \Phi_1^* \]
holds, so our analog of pullbacks gives a nonlinear representation of (the dual of) this formal category. (Formula (28) should basically follow from the associativity of composition of relations.) These questions are considered fully in our forthcoming work [24].

Remark 5. We have worked so far with formal objects (power series). To extend consideration to non-formal objects may be possible but may require more work. Our central equation (9) defines a map \( \varphi_g : M_1 \to M_2 \) associated with a canonical relation \( \Phi \) and a function \( g \). We showed above how to solve it by iterations so to obtain a power series solution. At the same time, one can imagine that a Banach contraction mapping argument can be used for obtaining a non-formal solution of (9) in a neighborhood of the zero section. Since such a neighborhood is unspecified, a neat formulation would be to replace it by a germ. So the options are to work on a formal level with power series (infinite jets) or with germs. Considering germs of symplectic manifolds at Lagrangian submanifolds is Weinstein’s idea dating back to [27]. If we follow this direction, our work will immediately meet the recent body of works on “symplectic microgeometry” such as [30], [3], [4], [5].

\[ \text{The underlying category, for which this formal category is a formal neighborhood, being the semi-direct product of the usual category of smooth supermanifolds and their smooth maps with algebras of smooth functions.} \]
2. Hamilton–Jacobi vector fields

Consider a Hamiltonian function \( H \in C^\infty(T^*M) \), which can be even or odd. We write \( H = H(x, p) \), as usual. To such a function we assign a vector field \( X_H \) on the infinite-dimensional manifold \( C^\infty(M) \), as follows: for each \( f \in C^\infty(M) \), the variation of \( f \) is given by

\[
 f \mapsto f_\varepsilon = f + \varepsilon X_H[f], \text{ where } f_\varepsilon(x) = f(x) + \varepsilon H\left(x, \frac{\partial f}{\partial x}(x)\right). \tag{29}
\]

Here \( \varepsilon^2 = 0 \) and \( \tilde{\varepsilon} = \tilde{H} \). The parity of the vector field \( X_H \) is the same as the parity of \( H \). In standard terminology used in field theory or integrable systems, the vector field \( X_H \) is a ‘first-order local vector field’ on the space of functions. It can be written in terms of variational derivatives as

\[
 X_H = (-1)^{\tilde{H}m} \int_{M^{n|m}} D_x H\left(x, \frac{\partial f}{\partial x}(x)\right) \frac{\delta}{\delta f(x)}. \tag{30}
\]

(The sign is required for linearity.)

The differential equation defining the flow of the vector field \( X_H \) on the manifold \( C^\infty(M) \) is a Hamilton–Jacobi equation.

\[
 \frac{\partial f}{\partial t} = H\left(x, \frac{\partial f}{\partial x}\right) \tag{31}
\]

when \( H \) is even. Here the time variable \( t \) in (31) is also even. (In (31), a function \( f \) depends on \( t \) in addition to \( x \), so to give a curve in \( C^\infty(M) \).) For an odd \( H \), the corresponding Hamilton–Jacobi equation takes the form

\[
 Df \equiv \left( \frac{\partial}{\partial \tau} + \tau \frac{\partial}{\partial t} \right) f = H\left(x, \frac{\partial f}{\partial x}\right), \tag{32}
\]

with two time variables, even \( t \) and odd \( \tau \). (The operator \( D \) at the l.h.s. of (32) squares to \( \partial/\partial t \).)

Theorem 5. For arbitrary Hamiltonians \( H \) and \( F \),

\[
 [X_H, X_F] = -X_{(H,F)}, \tag{33}
\]

where the bracket at the l.h.s. is the commutator of vector fields on the infinite-dimensional manifold \( C^\infty(M) \) and the bracket at the r.h.s. is the canonical Poisson bracket on \( T^*M \).

(The minus sign in (33) is of course completely inessential and depends on conventions.)

Proof. Direct calculation, but still worth giving here. For calculating the commutator, we start from a point \( f_0 \in C^\infty(M) \) and apply to it successively infinitesimal shifts along the vector fields \( X_H \) and \( X_F \). First we arrive at \( f_1 \), where

\[
 f_1(x) = f_0(x) + \varepsilon H\left(x, \frac{\partial f_0}{\partial x}\right)
\]

\(^5\)From arbitrary first order local vector fields, the vector fields \( X_H \) are distinguished by the dependence only on the values of the derivative but not the function itself. This is precisely what distinguishes the Hamilton–Jacobi equations among arbitrary first order partial differential equations.
and $\varepsilon^2 = 0$. Then we arrive at $f_2$, where

$$f_2(x) = f_1(x) + \eta F(x, \frac{\partial f_1}{\partial x}) =$$

$$f_0(x) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) + \eta F(x, \frac{\partial f_0}{\partial x} + \frac{\partial}{\partial x} \varepsilon H(x, \frac{\partial f_0}{\partial x})) =$$

$$f_0(x) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) + \eta F(x, \frac{\partial f_0}{\partial x}) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial F}{\partial p}(x, \frac{\partial f_0}{\partial x})$$

and $\eta^2 = 0$. Next we arrive at $f_3$, where

$$f_3(x) = f_2(x) - \varepsilon H(x, \frac{\partial f_2}{\partial x}) =$$

$$f_0(x) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) + \eta F(x, \frac{\partial f_0}{\partial x}) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial F}{\partial p}(x, \frac{\partial f_0}{\partial x}) =$$

$$f_0(x) + \varepsilon H(x, \frac{\partial f_0}{\partial x}) - \varepsilon \frac{\partial}{\partial x} \eta F(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial H}{\partial p}(x, \frac{\partial f_0}{\partial x}) =$$

$$f_0(x) + \eta F(x, \frac{\partial f_0}{\partial x}) + \eta F(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial H}{\partial p}(x, \frac{\partial f_0}{\partial x}) -$$

$$\varepsilon \frac{\partial}{\partial x} \eta F(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial H}{\partial p}(x, \frac{\partial f_0}{\partial x})$$

Finally we arrive at $f_4$, where

$$f_4(x) = f_3(x) - \eta F(x, \frac{\partial f_3}{\partial x}) = f_0(x) + \eta \frac{\partial}{\partial x} \varepsilon H(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial F}{\partial p}(x, \frac{\partial f_0}{\partial x}) =$$

$$\varepsilon \frac{\partial}{\partial x} \eta F(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial H}{\partial p}(x, \frac{\partial f_0}{\partial x}) = f_0(x) + \eta \varepsilon \left((-1)\hat{\alpha} \frac{\partial H}{\partial x} \frac{\partial f_0}{\partial x}ight) \cdot \frac{\partial F}{\partial p}(x, \frac{\partial f_0}{\partial x}) -$$

$$(-1)^{\hat{\alpha} + \hat{\beta}} \frac{\partial F}{\partial x} \frac{\partial f_0}{\partial x} \frac{\partial H}{\partial p}(x, \frac{\partial f_0}{\partial x}) \cdot \frac{\partial F}{\partial p}(x, \frac{\partial f_0}{\partial x})$$

By examining the differential expression in the big bracket, we observe that the terms of the first order in $f_0$ assemble to

$$(-1)^{\hat{\alpha} + \hat{\beta}} \frac{\partial H}{\partial x} \frac{\partial F}{\partial p(x)} - (-1)^{\hat{\alpha} + \hat{\beta}} \frac{\partial F}{\partial x} \frac{\partial H}{\partial p(x)} =$$

$$- (-1)^{\hat{\alpha} + \hat{\beta}} \left((-1)^{\hat{\alpha}} \frac{\partial H}{\partial p(x)} \frac{\partial F}{\partial x} \frac{\partial H}{\partial p(x)} \frac{\partial F}{\partial x}\right) = - (H, F),$$
the Poisson bracket of $H$ and $F$, evaluated at $(x, \frac{\partial f_0}{\partial x})$. At the same time, the terms of the second order in $f_0$ are

\[ (-1)^{\hat{a} \hat{b}} \frac{\partial^2 f_0}{\partial x^a \partial x^b} \frac{\partial H}{\partial p_a} \frac{\partial F}{\partial p_b} - (-1)^{\hat{a} + \hat{b}} \frac{\partial^2 f_0}{\partial x^a \partial x^b} \frac{\partial H}{\partial p_b} \frac{\partial F}{\partial p_a} \]

and we can observe that they cancel by the symmetry of second partial derivatives. Hence

\[ f_4(x) = f_0 - \eta \varepsilon(H,F) \left( x, \frac{\partial f_0}{\partial x} \right) , \]

as claimed. \qed

**Corollary.** Let $Q$ be an odd Hamiltonian and $(Q, Q) = -2H$, so $H$ is even. Then the solution of the Hamilton–Jacobi equation for $Q$,

\[ Df = Q \left( x, \frac{\partial f}{\partial x} \right) , \]

is given by $f(t, \tau) = f_0(t) + \tau f_1(t)$, where $f_0$ is the solution of the usual Hamilton–Jacobi equation for $H$,

\[ \frac{\partial f_0}{\partial t} = H \left( x, \frac{\partial f_0}{\partial x} \right) , \]

and $f_1 = Q \left( x, \frac{\partial f_0}{\partial x} \right)$. In particular, if $(Q, Q) = 0$, then the Hamilton–Jacobi equation for $Q$ reduces to

\[ \frac{\partial f}{\partial \tau} = Q \left( x, \frac{\partial f}{\partial x} \right) , \]

and its solution is just an ‘odd shift’: $f = f_0 + \tau Q \left( x, \frac{\partial f_0}{\partial x} \right)$. 

We shall refer to the vector fields on the infinite-dimensional manifold $\mathbb{C}^\infty(M)$ of the form $X_H$ as to the Hamilton–Jacobi vector fields.

Consider an arbitrary relation $R \subset T^*M_1 \times T^*M_2$. We say that Hamiltonians $H_1 \in C^\infty(T^*M_1)$ and $H_2 \in C^\infty(T^*M_2)$ are $R$-related if $p_1^*H_1 = p_2^*H_2$, where $p_i$, $i = 1, 2$, are the restrictions of the canonical projections on $T^*M_i$. This terminology extends the classical notion of $\varphi$-related vector fields as shown by the following example.

**Example 7.** Suppose $R = R_\varphi$ corresponds to a smooth map $\varphi$: $M_1 \rightarrow M_2$ as in Example [1]. Then the condition that $H_1 = H_1(x, p)$ and $H_2 = H_2(y, q)$ are $R$-related amounts to

\[ H_1 \left( x, \frac{\partial \varphi}{\partial x}(x, q) \right) = H_2(\varphi(x), q) . \]

In particular, if $H_1(x, p) = X^a(x)p_a$ and $H_2(y, q) = Y^i(y)q_i$ correspond to vector fields $X \in \text{Vect}(M_1)$ and $Y \in \text{Vect}(M_2)$, we recognize the familiar condition

\[ X^a(x) \frac{\partial \varphi^i}{\partial x^a} = Y^i(\varphi(x)) , \]

i.e., that the vector fields $X$ and $Y$ are $\varphi$-related.

Suppose there is a canonical relation $\Phi \subset T^*M_1 \times (-T^*M_2)$ of the form (4). Consider the pullback $\Phi^*$: $\mathbb{C}^\infty(M_2) \rightarrow \mathbb{C}^\infty(M_1)$. 

Theorem 6. If Hamiltonians \( H_1 \in C^\infty(T^*M_1) \) and \( H_2 \in C^\infty(T^*M_2) \) are \( \Phi \)-related, then the Hamilton–Jacobi vector fields \( \mathbf{X}_{H_2} \in \text{Vect}(C^\infty(M_2)) \) and \( \mathbf{X}_{H_1} \in \text{Vect}(C^\infty(M_1)) \) are \( \Phi^* \)-related.

Proof. The condition that two vector fields are related by a smooth map means that the map intertwines the corresponding infinitesimal shifts. We shall check that for the vector fields \( \mathbf{X}_{H_2} \) and \( \mathbf{X}_{H_1} \).

Note that the condition that \( H_1 \) and \( H_2 \) are \( \Phi \)-related reads:

\[
H_1(x, p) = H_2(y, q) \quad \text{for} \quad p_a = \frac{\partial S}{\partial x^a}(x, q) \quad \text{and} \quad y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, q).
\]

(34)

Take an arbitrary \( g \in C^\infty(M_2) \) and apply to it the infinitesimal shift along \( \mathbf{X}_{H_2} \). We obtain

\[
g_\varepsilon(y) = g(y) + \varepsilon H_2(y, \frac{\partial g}{\partial y}).
\]

Apply to the result the map \( \Phi^* \). By Theorem 2,

\[
\Phi^*[g_\varepsilon] = \Phi^*[g] + \varepsilon \varphi_g^*(H_2(y, \frac{\partial g}{\partial y})).
\]

Recall that \( \varphi_g^* \) simply means that \( y^i \) should be found from the equation

\[
y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, \frac{\partial g}{\partial y}).
\]

(35)

In the opposite direction, apply first \( \Phi^* \) to \( g \) to obtain \( \Phi^*[g] \) and then apply to it the infinitesimal shift along \( \mathbf{X}_{H_1} \). We arrive at

\[
\Phi^*[g] + \varepsilon H_1(x, \frac{\partial \Phi^*[g]}{\partial x}).
\]

Denote \( \Phi^*[g] =: f \). To calculate the derivative in the argument, write

\[
f(x) = S(x, q) - y^i q_i + g(y),
\]

where

\[
q_i = \frac{\partial g}{\partial y} \quad \text{and} \quad y^i = (-1)^i \frac{\partial S}{\partial q_i}(x, \frac{\partial g}{\partial y}),
\]

so

\[
\frac{\partial f}{\partial x^a} = \frac{\partial S}{\partial x^a}(x, \frac{\partial g}{\partial y}) + \frac{\partial q_i}{\partial x^a} \frac{\partial S}{\partial q_i}(x, \frac{\partial g}{\partial y}) - \frac{\partial y^i}{\partial x^a} q_i - (-1)^i \frac{\partial S}{\partial x^a} y^i + \frac{\partial y^i}{\partial x^a} g = \frac{\partial S}{\partial x^a}(x, \frac{\partial g}{\partial y}) + (-1)^i \frac{\partial q_i}{\partial x^a} y^i - \frac{\partial y^i}{\partial x^a} q_i - (-1)^i \frac{\partial S}{\partial x^a} y^i + \frac{\partial y^i}{\partial x^a} q_i = \frac{\partial S}{\partial x^a}(x, \frac{\partial g}{\partial y}).
\]

Therefore, to prove our statement, we need to compare the infinitesimal increments of \( f(x) \), \( f = \Phi^*[g] \), given in one case by

\[
H_2(y, \frac{\partial g}{\partial y})
\]

(after dropping \( \varepsilon \)) and in the other case by

\[
H_1(x, \frac{\partial S}{\partial x^a}(x, \frac{\partial g}{\partial y})).
\]
where in both cases $y^i$ is obtained from (35). We see that the equality in question
\[ H_1 \left( x, \frac{\partial S}{\partial x^a} \right) = H_2 \left( y, \frac{\partial g}{\partial y} \right) \]
follows from (34), which is valid for all $q$, in particular $q = \frac{\partial g}{\partial y}$. □

This theorem may be seen as the main statement of our paper.

3. Application to homotopy algebras and algebroids

Let us recall some information concerning $L_\infty$-algebras. We shall use the higher derived bracket construction [22]. A vector space $L$ together with an infinite sequence of odd symmetric multilinear operations (‘brackets’)
\[
\underbrace{L \times \ldots \times L}_{r \text{ times}} \to L,
\]
where $r = 0, 1, 2, 3, \ldots$, is called an $L_\infty$-algebra if the brackets satisfy the sequence of ‘higher Jacobi identities’
\[ J_n(v_1, \ldots, v_n) = 0, \]
for all $n = 0, 1, 2, 3, \ldots$ \(^6\) where $J_n(v_1, \ldots, v_n)$ denotes the $n$th Jacobiator of the brackets defined by
\[ J_n(v_1, \ldots, v_n) := \sum_{k, \ell \geq 0} \sum_{(k, \ell)\text{-shuffles}} (-1)^{a} \{v_{\sigma(1)}, \ldots, v_{\sigma(k)}\}, v_{\sigma(k+1)}, \ldots, v_{\sigma(k+\ell)}\}. \]
(Here the sign $(-1)^a$ is the usual Koszul sign depending on the parities of permuted arguments, e.g., $(-1)^0 = +1$, if all $v_i$ are even.)

A sequence of symmetric multilinear operations of a given parity on a vector space $L$ can be assembled into a formal vector field on the corresponding ‘vector supermanifold’ $L$, where we use boldface for distinction. Conversely, given a vector field $X \in \text{Vect}(L)$, a sequence of brackets on $L$ is obtained as follows [22]:
\[ i_{v_1, \ldots, v_n} = [\ldots[[X, i_{v_1}], i_{v_2}], \ldots, i_{v_2}] (0), \]
(evaluation at the origin), where $i_v$ is the constant vector field corresponding to a vector $v \in L$. Suppose a sequence of odd brackets on $L$ corresponds to an odd vector field $Q \in \text{Vect}(L)$. Then the sequence of their Jacobiators $J_n$ corresponds to the even vector field $Q^2 = \frac{1}{2} [Q, Q]$. (See [22] for a more general statement.) Therefore there is a one-to-one correspondence between $L_\infty$-algebra structures on a vector space $L$ and formal homological vector fields on $L$. It is known that the language of homological vector fields is the most efficient way of working with $L_\infty$-algebras (see, e.g. [11, 12]). In particular, an $L_\infty$-morphism from an $L_\infty$-algebra $L_1$ to an $L_\infty$-algebra $L_2$ (in the above description) can be defined as a formal supermanifold map $\varphi : L_1 \to L_2$ (in general, nonlinear) such that the corresponding homological vector fields $Q_i \in \text{Vect}(L_i)$ are $\varphi$-related.

\(^6\)More precisely, this is an $L_\infty$-algebra “in the symmetric version”. In the original terminology [13], an $L_\infty$-algebra or ‘strongly homotopy Lie’ algebra has antisymmetric brackets of alternating parities, namely, brackets with an even number of arguments being even and with an odd number of arguments, odd. These two notions transform to each other by the parity reversion of the underlying space, see [22].
We shall apply these general notions to the setup where brackets are introduced on the space of smooth functions on some (super)manifold.

A Hamiltonian \( H \in C^\infty(T^*M) \) defines a sequence of symmetric brackets on the vector space \( C^\infty(M) \) by the higher derived bracket construction \cite{22}:

\[
\{f_1, \ldots, f_r\}_H := (\ldots ((H, f_1), f_2), \ldots, f_r)|_M.
\]

The parity of these brackets is the same as the parity of \( H \). All brackets (39) are multi-derivations w.r.t. the associative multiplications of functions. If we expand \( H \) as

\[
H(x, p) = H_0(x) + H^a(x) p_a + \frac{1}{2} H^{ab}(x) p_a p_b + \frac{1}{3!} H^{abc}(x) p_a p_b p_c + \ldots,
\]

with symmetric coefficients \( H^{a_1\ldots a_r} \), then

\[
\{f_1, \ldots, f_r\}_H = \pm H^{a_1\ldots a_r}(x) \partial_{a_r} f \ldots \partial_{a_1} f.
\]

We shall refer to the Hamiltonian generating a given sequence of brackets as to the master Hamiltonian. It is natural to ask what is the corresponding vector field on the infinite-dimensional supermanifold \( C^\infty(M) \). The answer is given by the following statement.

**Theorem 7.** The higher derived brackets (39) generated by \( H \in C^\infty(T^*M) \) assemble to the Hamilton–Jacobi vector field \( X_H \in \text{Vect}(C^\infty(M)) \),

\[
X_H = (-1)^{\tilde{H}_m} \int_{M^{m|m}} Dx H(x, \frac{\partial f}{\partial x}(x)) \frac{\delta}{\delta f(x)}.
\]

**Proof.** Directly. One needs to apply (39) to \( f_1 = \ldots = f_r = f \), for some even function \( f \in C^\infty(M) \).

When the master Hamiltonian \( H \) is odd, the derived brackets (39) are also odd and it is legitimate to ask whether the Jacobi identities (36) hold for them. As follows from a general theorem \cite{22}, if an odd Hamiltonian \( H \) obeys the classical master equation

\[
(H, H) = 0,
\]

then all the Jacobi identities are satisfied for its derived brackets, so the space \( C^\infty(M) \) with these brackets is an \( L_\infty \)-algebra. Considered also with the ordinary multiplication of functions, it is a homotopy Schouten algebra. (By definition, a homotopy Schouten algebra or \( S_\infty \)-algebra is a commutative associative algebra endowed with an infinite sequence of odd symmetric brackets that satisfy the higher Jacobi identities and also the Leibniz identity in each argument \cite{22}.) A supermanifold \( M \) whose algebra of functions is endowed with odd brackets making it a homotopy Schouten algebra will be called a homotopy Schouten manifold or an \( S_\infty \)-manifold.

**Remark 6.** By Theorem 5, for an odd Hamiltonian \( H \) we have

\[
[X_H, X_H] = -X_{(H, H)}.
\]

So if \( H \) satisfies \((H, H) = 0\), then \( X_H^2 = 0 \). This gives a direct proof that such an \( H \) generates an \( L_\infty \)-algebra.

Consider homotopy Schouten manifolds \( M_1 \) and \( M_2 \). Let \( H_1 \) and \( H_2 \) be the respective master Hamiltonians. Let \( \Phi \subset T^*M_1 \times (-T^*M_2) \) be a canonical relation of the form (4).
**Corollary** (From Theorems 6 and 7). If master Hamiltonians $H_1$ and $H_2$ are $\Phi$-related, then the formal mapping of function supermanifolds

$$\Phi^*: C^\infty(M_2) \to C^\infty(M_1)$$

(in general, nonlinear) is an $L_\infty$-morphism of the corresponding $L_\infty$-algebras.

**Example 8.** A very special case is that of $\Phi$ corresponding to an ordinary map $\varphi: M_1 \to M_2$, so that the master Hamiltonians are $\varphi$-related. Then $\varphi^*: C^\infty(M_2) \to C^\infty(M_1)$ is the usual pullback, hence linear. It gives a strict morphism of $L_\infty$-algebras, for which all brackets are preserved separately.

This can also be applied to Lie algebroid theory, as follows.

For Lie bialgebroids, a Lie bialgebroid morphism $E_1 \to E_2$ is defined as a morphism of Lie algebroids $\varphi: E_1 \to E_2$ such that it is also a Poisson map for the Lie–Poisson brackets induced by the Lie algebroid structures on the dual bundles [15]. The latter condition is also equivalent to $\varphi$ being a Poisson map for the Lie–Schouten brackets induced on $\Pi E_1$ and $\Pi E_2$. The conditions of a Lie algebroid morphism and a Poisson map naturally combine together into one condition that the odd Hamiltonians defining the $QS$-structures (see [21]) on $\Pi E_1$ and $\Pi E_2$ are $\varphi$-related. This is equivalent to $\varphi^*: C^\infty(\Pi E_2) \to C^\infty(\Pi E_1)$ being a morphism of differential Schouten algebras. The question arises, what should stand for all that in the homotopy case.

A structure of an $L_\infty$-bialgebroid is defined on a vector bundle $E$ by an odd master Hamiltonian $H$ satisfying the master equation $(H, H) = 0$. It particular it makes the algebra of functions $C^\infty(\Pi E)$ is a homotopy Schouten algebra. How one should define morphisms of $L_\infty$-bialgebroid? We should be looking for constructions leading to $L_\infty$-morphisms of the algebras of functions. Ordinary morphisms of vector bundles can only lead to strict morphisms. This is clearly not sufficient. The correct notion should use nonlinear pullbacks (as can be showed).

**Example 9.** Let a supermanifold $M$ have a homotopy Poisson structure (see, e.g., [10] and in the Appendix). (The difference with a homotopy Schouten structure is that the brackets are antisymmetric and have alternating parities, so that the binary bracket is even.) In [10] we showed that it induces the structure of an $L_\infty$-algebroid on the cotangent bundle $T^*M$. (This is the analog of the Lie algebroid structure on $T^*M$ for an ordinary Poisson manifold.) The corresponding sequence of odd brackets on functions on $\Pi T^*M$ are called the higher Koszul brackets. Recall that functions on $\Pi T^*M$ are (pseudo)differential forms on $M$. In the classical situation, there is only the binary Koszul bracket on forms induced by an ordinary Poisson structure and the pullback w.r.t. the Poisson anchor maps it to the canonical Schouten bracket of multivector fields. In [10], we posed the problem of extending this picture to the homotopy Poisson case, i.e., to find an $L_\infty$-morphism between the higher Koszul brackets and the canonical Schouten bracket. The solution is given by a certain nonlinear pullback $\Phi^*: C^\infty(\Pi T^*M) \to C^\infty(\Pi T^*M)$ (see [21]). This question was the departure point of the present work.

Example 9 has an abstract form, which is an $L_\infty$ version of ‘triangular Lie bialgebroids’ of Mackenzie–Xu [16] and in particular of the canonical Lie bialgebroid morphism $E^* \to E$ defined for them (which is an abstract analog of the Poisson anchor, see [15]). We elaborate these questions in [21] and a forthcoming paper with H. M. Khudaverdian.
Appendix: “nonlinear pullbacks” for odd functions

In the main text we construct and study the mapping of even functions on supermanifolds

$$\Phi^*: \mathbb{C}^\infty(M_2) \to \mathbb{C}^\infty(M_1)$$

associated with a canonical relation $$\Phi \subset T^*M_1 \times (-T^*M_2)$$. There is a parallel construction of a similar mapping of odd functions

$$\Psi^*: \Pi\mathbb{C}^\infty(M_2) \to \Pi\mathbb{C}^\infty(M_1).$$

Below we give a brief outline of the corresponding statements without repeating the proofs that generally go along the same lines. In the same way as the constructions in the main text are based on the symplectic geometry of the cotangent bundles of the (super)manifolds involved, the parallel constructions here make use of odd symplectic geometry. It is well known that there are fundamental differences between even and odd symplectic geometry (see, e.g., [7, 8], [9]), but up to a certain point everything remains similar and it suffices for our purpose.

For a supermanifold $$M$$ consider the anticotangent bundle $$\Pi T^*M$$. If $$x^a$$ are local coordinates on $$M$$, then on $$\Pi T^*M$$ we obtain local coordinates $$x^a, x^*_a$$, where the variables $$x^*_a$$ have the parities opposite to the parities of the corresponding $$x^a$$ and they transform as

$$x^*_a = \frac{\partial x^{a'}}{\partial x^a} x^*_{a'}.$$

The variables $$x^a, x^*_a$$ form canonically conjugate pairs w.r.t. the odd bracket (the canonical Schouten bracket), where

$$[x^*_a, x^b] = \delta^b_a,$$

and $$[F, G] = -(-1)^{(F+1)(G+1)}[G, F]$$ (see, e.g., [21]). It corresponds to the canonical odd symplectic form $$\omega = d(dx^a x^*_{a})$$.

Let $$\Psi \subset \Pi T^*M_1 \times (-\Pi T^*M_2)$$ be a canonical relation such that it can be specified by an odd generating function $$\Theta = \Theta(x, y^*)$$:

$$\Psi = \left\{ (x^a, x^*_a, y^i, y^*_i) \mid x^*_a = \frac{\partial \Theta}{\partial x^a} (x, y^*), \quad y^i = \frac{\partial \Theta}{\partial y^*_i} (x, y^*) \right\}.$$

Here $$x^a, x^*_a$$ are coordinates on $$\Pi T^*M_1$$ and $$y^i, y^*_i$$ are coordinates on $$\Pi T^*M_2$$. Then a given odd function $$g \in \Pi\mathbb{C}^\infty(M_2)$$ is mapped to the odd function $$f =: \Psi^*[g] \in \Pi\mathbb{C}^\infty(M_1)$$ defined by the formula

$$f(x) = g(y) + \Theta(x, y^*) - y^i y^*_i,$$

where

$$y^*_i = \frac{\partial q}{\partial y^i}(y),$$

Unlike the even case, a Lagrangian submanifold $$\Lambda$$ of an odd symplectic manifold $$N$$ has a discrete invariant. Namely, if $$\dim N = n|n$$, then $$\dim \Lambda$$ can take any of the values $$n - k|k$$, where $$k = 0, 1, \ldots, n$$.

The relations $$\Psi \subset \Pi T^*M_1 \times (-\Pi T^*M_2)$$ that we consider have this invariant equal to $$m_1 + n_2$$, where $$\dim M_1 = n_1|m_1$$ and $$\dim M_2 = n_2|m_2$$. 

and \( y^i \) is determined from the equation
\[
y^i = \frac{\partial \Theta}{\partial y^i} (x, \frac{\partial g}{\partial y}(y))
\]
(similarly to \([\mathfrak{7}], [\mathfrak{8}], [\mathfrak{9}]\) above). This equation can be solved by iterations. If we expand
\[
\Theta(x, y^*) = \Theta_0(x) + \varphi^i(x)y^*_i + \frac{1}{2} \Theta^{ij}(x)y^*_j y^*_i + \ldots,
\]
then the zeroth order term \( \Theta_0 \) is just a fixed odd function on \( M_1 \), the first order term corresponds to an ordinary smooth map \( \varphi: M_1 \to M_2 \), and the higher order terms give a ‘perturbation’. As in the main text, we obtain \( \varphi_g: M_1 \to M_2 \) as a perturbative series
\[
\varphi_g = \varphi + \varphi_1[g] + \varphi_2[g] + \ldots
\]
with terms of orders 1, 2, \ldots in \( g \).

**Example 10.** As an exercise, one can calculate the linear and quadratic terms in \( g \) to obtain
\[
\varphi_g^i(x) = \varphi^i(x) + \Theta^{ij}(x) \frac{\partial g}{\partial y^j} (\varphi(x)) + \frac{1}{2} \Theta^{ijk}(x) \frac{\partial^2 g}{\partial y^j \partial y^k} (\varphi(x)) + \cdots
\]
(the round brackets in the indices denote symmetrization). The particular expression is not very important, but it gives a feeling of the general appearance of the terms in the expansion.

Then the image of \( \Psi^* \) in a greater detail is
\[
\Psi^*[g](x) = g(\varphi_g(x)) + \Theta(x, \frac{\partial g}{\partial y}(\varphi_g(x))) - \varphi_g^i(x) \frac{\partial g}{\partial y^i}(\varphi_g(x)),
\]
and, as in the main text, we can obtain that to the second order
\[
\Psi^*[g](x) = \Theta_0(x) + g(\varphi(x)) + \frac{1}{2} \Theta^{ij}(x) \frac{\partial g}{\partial y^j}(\varphi(x)) \frac{\partial g}{\partial y^i}(\varphi(x)) + \ldots
\]

Composition of canonical relations of the considered form leads to another ‘formal category’ extending the category of smooth supermanifolds and their smooth maps, different from the one considered in the main text.\[\footnote{Working in a formal framework allows to go around the standard difficulties with composition. Compare remark at the end of section \[\mathfrak{1}\]. Moreover, for ordinary (purely even) manifolds, the fibers of \( \Pi T^* M \) are odd, hence there is no difference between formal and non-formal treatments. It was Ševera \[\mathfrak{20}\] who first noted that in that case Weinstein’s symplectic “category” is a genuine category without quotes.}

One should expect
\[
(\Psi_1 \circ \Psi_2)^* = \Psi_2^* \circ \Psi_1^*,
\]
so “nonlinear pullbacks” give a nonlinear representation of this formal category on the spaces of odd functions.

Similarly to Theorem \[\mathfrak{2}\] of the main text, we have
Theorem. The derivative of the formal nonlinear mapping
\[ \Psi^*: \Pi C^\infty(M_2) \rightarrow \Pi C^\infty(M_1) \]
at a point \( g \in \Pi C^\infty(M_2) \) is given by the formula:
\[ (T\Psi^*)(g) = \varphi_g^* \]
where \( \varphi_g^*: C^\infty(M_2) \rightarrow C^\infty(M_1) \)
is the ordinary pullback w.r.t. the map \( \varphi_g: M_1 \rightarrow M_2 \) depending on \( g \).
\[ \square \]

Analogs of the Hamilton–Jacobi vector fields introduced in the main text, in the ‘odd’ setup take the form
\[ X_H = (-1)^{H(m+1)} \int_{M^{m|m}} Dx \left( x, \frac{\partial f}{\partial x} \right) \frac{\delta}{\delta f(x)} \]where \( H \in C^\infty(\Pi T^* M) \) is a multivector (or ‘pseudomultivector’) field on \( M \). Here we need
to emphasize that the function \( f \) is odd, so in particular the substitution of its derivatives \( \partial f/\partial x^a \) for the antimomenta \( x_a^* \) makes good sense. In other words, we have infinitesimal shifts of odd functions on \( M \) of the form
\[ f \mapsto f + \varepsilon X_H[f], \]where \( \varepsilon^2 = 0 \) and \( \varepsilon = \hat{H} + 1 \). The parity of the vector field \( X_H \) on \( \Pi C^\infty(M) \) is the opposite
to the parity of \( H \).

Theorem. For arbitrary multivector fields \( H \) and \( F \),
\[ [X_H, X_F] = (-1)^{\hat{H}} X_{[H,F]} \]
where the bracket at the l.h.s. is the commutator of vector fields on the infinite-dimensional supermanifold \( \Pi C^\infty(M) \) and the bracket at the r.h.s. is the canonical Schouten bracket on \( \Pi T^* M \).
\[ \square \]

Multivector fields \( H_1 \in C^\infty(\Pi T^* M_1) \) and \( H_2 \in C^\infty(\Pi T^* M_2) \) are said to be \( R \)-related for a relation \( R \subset \Pi T^* M_1 \times \Pi T^* M_2 \) if \( p_1^* H_1 = p_2^* H_2 \). For a canonical relation \( \Psi \subset \Pi T^* M_1 \times (-\Pi T^* M_2) \) as above the analog of Theorem 6 holds:

Theorem. If multivector fields \( H_1 \in C^\infty(\Pi T^* M_1) \) and \( H_2 \in C^\infty(\Pi T^* M_2) \) are \( \Psi \)-related,
then the vector fields \( X_{H_2} \in \text{Vect}(\Pi C^\infty(M_2)) \) and \( X_{H_1} \in \text{Vect}(\Pi C^\infty(M_1)) \) are \( \Psi^* \)-related, for \( \Psi^*: \Pi C^\infty(M_2) \rightarrow \Pi C^\infty(M_1) \).
\[ \square \]

An even multivector field \( P \in C^\infty(\Pi T^* M) \) satisfying \([P, P] = 0\) defines a homotopy Poisson structure (or a \( P_\infty \)-structure) on \( M \) via the higher derived bracket construction [22]. That means antisymmetric brackets of alternating parities on \( C^\infty(M) \) that make it into an \( L_\infty \)-algebra in the “antisymmetric version” and which are multiderivations w.r.t. ordinary multiplication. On the vector space \( \Pi C^\infty(M) \) this induces an \( L_\infty \)-algebra structure in the “symmetric version”. With an abuse of language we still refer to \( P \) as to a ‘Poisson tensor’
on $M$. The homological vector field $Q$ on the supermanifold $\Pi C^\infty(M)$ corresponding to this $L_\infty$-structure has the Hamilton–Jacobi form

$$Q = \int_M P(x, \frac{\partial f}{\partial x}) \frac{\delta}{\delta f(x)}.$$ 

Let $M_1 = (M_1, P_1)$ and $M_2 = (M_2, P_2)$ be two homotopy Poisson manifolds and let $\Psi \subset \Pi T^* M_1 \times (-\Pi T^* M_2)$ be a canonical relation as above.

**Corollary.** If the Poisson tensors $P_1$ and $P_2$ are $\Psi$-related, then the mapping

$$\Psi^*: \Pi C^\infty(M_2) \to \Pi C^\infty(M_1)$$

is an $L_\infty$-morphism of the corresponding $L_\infty$-algebras. □
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