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Abstract

To form a 3D diamond detector electrodes were produced in diamond by a femtosecond laser-induced phase transition of diamond to graphite. The process parameters were varied to study the influence on electrode resistivity and induced stress. A technique for a relative measurement of stress induced in 3D diamond detectors is described. The detector was characterised with a 15 keV photon micro-beam (Diamond Light Source, Oxford) and a 4 MeV proton micro-beam (Ruder Bošković Institute, Zagreb). The detector shows characteristics consistent with full charge collection. Spatially resolved transient current measurements were obtained with protons for the first time, and the results were compared to simulations of the detector.

1. INTRODUCTION

Since many years synthetic diamond is used for particle detection applications in collider experiments, in synchrotron radiation sources and for dosimetric applications in medical radiation therapy. Recently a new type of diamond particle detector with in-bulk electrodes has been demonstrated to be feasible [1]. The so called 3D detector geometry promises to have superior radiation hardness compared to the conventional planar electrode geometry. 3D prototype detectors have been investigated with beta particles [2], high energy protons [3], alpha particles [4], and irradiation studies with neutrons seem to confirm the improved radiation hardness [5].

In this paper the process parameters to produce a 3D diamond detectors are varied, and the structural, electrical and detector properties are investigated. Section 2 describes the production process of the 3D diamond test detector and structural characterisation results. In Section 3 the results of an investigation with a synchrotron beam are presented. Section 4 presents studies of the charge collection properties with a proton micro beam including spatially resolved transient currents. Finally, experimental data are compared to simulation results in Section 5.

2. DETECTOR FABRICATION

The electrodes in diamond are fabricated by inducing a phase transition of the diamond lattice using a short (< ns) pulse length laser. The electrodes formed through this technique consist of a combination of graphite and amorphous carbon [6]. It has been shown that picosecond and femtosecond lasers are capable of inducing this phase transition, with femtosecond lasers producing well-defined electrodes [7].

The electrodes were produced with this laser process using a Coherent Libra Ti-Sapphire femtosecond laser, with a 100 fs pulse duration.
at a wavelength of 800 nm, operating in TEM$_{00}$ beam mode and a repetition rate of 1 kHz [8]. The diamond sample was mounted to a programmable 3-axis stage to control the location of the focal point of the beam within the diamond sample. The translational speed was set to 20 µm/s, with energy densities varying from $2 - 4.8$ J/cm$^2$. The laser power was adjusted using a neutral-density filter attenuator, and the laser beam was focused to a diameter of 6 µm. Four arrays of electrodes with different energy densities were produced. The laser processing was performed from the back of the sample to the front to avoid absorption of light by the electrode itself.

A structured metallisation pattern was applied to the detector by using photolithography, and a sputtering and lift-off process. The sample was annealed at 250°C for 5 minutes in a nitrogen atmosphere. A strip pattern connecting the graphitic electrodes was deposited on one surface of the diamond. On the opposite side small pads of metal were deposited to measure the electrical properties of the electrodes. The metallisation contacts consist of a layer of 35 nm thick titanium, which provided good adhesion to the diamond, and a layer of 60 – 70 nm thick gold, which prevents oxidisation of the titanium layer.

With the fabrication technique described a 3D diamond detector was produced from single crystal electronic-grade sample obtained from Element Six [9], with dimensions $4.7 \times 4.7 \times 0.5$ mm$^3$. The sample was mounted on a printed circuit board with bond wires made of 25 µm thick gold. Four arrays of 3D detector cells with a outer dimension of $600 \times 600$ µm$^2$ (Figure 1a), and a cell size of $120 \times 120$ µm$^2$ (Figure 1b) have been produced. Each cell consists of four bias electrodes, with a central readout electrode. Readout electrodes were connected together to form strips and are read out with a single line. The graphitic electrodes were formed with an average diameters varying between 8 – 15 µm depending on the processing parameter and are shown in Figure 1c. For a total of 32 electrodes the formation of a secondary electrode was observed (Figure 1d right) due to an astigmatism in the beam.

The structure of the electrode at the surface was imaged using a Scanning Electron Microscope (SEM). Figure 1d shows that the electrode fabrication process causes excess material to form on surface of the sample where laser processing begins (seed side). Craters are observed on the surface of the sample where laser processing finishes (exit side). The structural effects seen on the seed and exit side of the diamond are due to the lower density of the electrode material compared to the diamond. The electrode formation causes pressure inside the diamond sample, and near the exit side the pressure build-up is sufficiently high to eject a few microns of diamond material at the surface forming a crater.

Current voltage (I-V) curves were measured for the electrodes in each array using a Keithley 2410 SourceMeter [10]. The average electrode diameter and the average resistivity are shown in Table I. The electrodes exhibit an ohmic behaviour until approximately ±200 V, and show an exponential increase for higher voltages.

In some cases electrodes showed a high resistance and exponential current increase at low voltages indicating a discontinuity in the electrode formation. In array A only all but one electrode showed this behaviour, while in arrays B, C, and D, 6, 1, and 0 electrodes, respectively, were identified as non-ohmic. The average resistance of these non-ohmic electrodes is 200 GΩ (compared to 100 kΩ for the ohmic electrodes), and the average resistance between two unconnected electrodes (the diamond bulk) across all four arrays is 158 – 216 GΩ. The measurements indicate that most of the electrodes do not completely penetrate the diamond bulk in array A.

The material composition of the electrodes was determined using a HORIBA LabRAM HR Evolution Raman Spectrometer [11], with a He-Ne laser at a wavelength of 633 nm and spot size of 5 µm. Figure 2 shows two clear peaks in the Raman shift range shown (at 1320 cm$^{-1}$ and 1580 cm$^{-1}$). Crystalline graphite would have a single peak in the Raman shift range shown (corresponding to the G band at 1583 cm$^{-1}$), and amorphous graphite has two peaks (the D band at 1350 cm$^{-1}$ and the G band peak) [12]. The structure formed from the electrode fabrication technique is disorganised graphite, with peaks at 1321 ± 50 cm$^{-1}$ and 1578 ± 30 cm$^{-1}$. The probe
beam is smaller than the electrode diameter, and we do not observe a diamond peak on the electrode area (recognisable by a sharp, narrow peak at 1330 cm$^{-1}$).

Table 1: Average electrode diameter and resistivity for each array.

<table>
<thead>
<tr>
<th>Array</th>
<th>Fluence Jcm$^{-2}$</th>
<th>Diameter µm</th>
<th>Resistivity Ωcm</th>
<th>Yield %</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2.0</td>
<td>7.6 ± 0.8</td>
<td>0.75</td>
<td>3</td>
</tr>
<tr>
<td>B</td>
<td>3.0</td>
<td>10.2 ± 1.2</td>
<td>2.47 ± 0.86</td>
<td>83</td>
</tr>
<tr>
<td>C</td>
<td>3.5</td>
<td>12.4 ± 0.9</td>
<td>2.58 ± 0.89</td>
<td>97</td>
</tr>
<tr>
<td>D</td>
<td>4.8</td>
<td>18.0 ± 1.3</td>
<td>2.63 ± 0.71</td>
<td>100</td>
</tr>
</tbody>
</table>

Partially formed electrodes are expected to have less surrounding stress than fully formed electrodes, which can be imaged with a cross-polarised microscope (see Figure 3a). The cross-polarised image shows two partially formed electrodes (red and green), confirmed by optical inspection in Figures 3b and 3c. Figures 3a and 3c show the stress increases with penetration distance through the diamond bulk, with some stress induced by the partially formed electrode and almost no stress induced due to the electrode in Figure 3b. The number of electrodes that fully penetrate the diamond bulk along with the number of ohmic electrodes is used to determine the percentage yield for electrode formation in Table 1.

Cross-polarised images for each array are used to calculate the relative stress of the arrays. The brightness of the image is proportional to the stress in diamond and can be used as a relative measure of stress. A brightness histogram was obtained for each array, and pixels above a brightness threshold of 200 (with a maximum brightness of 255) were used in the relative stress calculations. These stress measurements are relative to array A. Figure 3 shows the electrode diameter and relative stress both linearly increase with the fluence used to process the graphitic electrodes.

3. PHOTON TEST BEAM DATA

The beam-line B16 [13] at the Diamond Light Source in Oxfordshire was used to study the detector by X-ray beam induced current (XBIC). The beam-line produced a monochromatic beam of photons with an energy of 15 keV, and had a full width half maximum (FWHM) of 5 µm. The photon absorption length in diamond is approximately 4 mm, therefore there is negligible attenuation of the beam. The photon beam flux was determined using an ionisation chamber and was attenuated to the order of 10$^6$ photons s$^{-1}$ using aluminium absorbers.

The detector was mounted in a metal box with an aluminium foil entrance window to shield against light and electromagnetic noise [1].

The detector response was studied by measuring the beam induced current. Two current amplifiers were used (Keithley 428) to measure the signals of two read-out channels, a DAQ system was recording the current measurements of the device under test, the beam position, the current of the ionization chamber, and the ring current of the accelerator. The expected induced charge in the sample was estimated by calculating the number of absorbed photons per unit time, the energy to create an electron-hole pair is set to 13 eV [14]. The gain of the current amplifiers were set to 10$^9$.

The signal response as a function of position of two adjacent readout lines for array A are shown in Figure 5. Figures 5a and 5b show the same readout line at different bias voltages. The average signal for each of the cells is consistent to within 10%. A more uniform response is observed at higher bias voltages. The signal collected by the electrode on the surface is up to 30% at ±5 V. At higher bias voltages, the fraction of signal picked up is higher (50%) due to the increased electrical field strength in the diamond and the long lifetime of charge carriers in the diamond sample. A crossing bond-wire is visible in Figures 5a and 5b. The attenuation due to the gold wire is estimated to be about a factor 2500 [15] hence the "shadow" of the wire is visible.
4. Proton Test Beam

The proton microbeam \[16\] at the Ruđer Bošković Institute in Zagreb was used to study the detector by ion beam induced charge (IBIC). The beam produced protons with an energy of 4 MeV in a narrow beam with an FWHM of 1 µm. The proton range in diamond is approximately 78 µm at 4 MeV \[17\], so protons will stop within the diamond bulk. Data were taken at bias voltages of ±5 V, ±40 V, and ±60 V. Only array A was tested on the detector. IBIC and time-resolved ion beam induced current (TRIBIC) data were obtained using a self-trigger on the signal. The same detector area on array A tested at Diamond Light Source were investigated with IBIC. The charge was normalised by comparing to a silicon detector.

4.1. IBIC Results

The response to the proton micro beam on two adjacent readout lines for array A are shown in Figure 6. Figures 6a and 6b show readout one at different bias voltages. Figures 6c and 6d show the adjacent readout strip where the shadow of the bond wire is clearly visible. The variation in the charge collected across one cell is shown in Figure 7.

Comparing the photon and proton data in Figures 5a - 5b and Figures 6a - 6b respectively reveals differences in the detector response. At an applied bias voltage of −5 V, the cells have a very high charge collection efficiency (approaching 100%) in the proton data compared with the same cells in the photon data. This is likely to be an effect from the different ionisation profiles of photon and proton micro beams. The metallisation seems to pick-up a significant fraction of the charge signal at −40 V, as seen at the left hand side of the strips, due to the high life-time of the charge carriers. The response to proton and photon micro beams is compatible at −40 V, however the low efficiency in the two rightmost cells in Figure 6d and in the central cell of Figure 5b is not understood.

The average collection efficiency for one cell was calculated at each bias voltage for the proton data, as shown in Figure 8. The data features a similar trend as in the photon data, showing an increase in collection efficiency for higher bias voltage, with a plateau at around (120 ± 20)% at ±40 V. The high collection efficiency at ±5 V in the proton data is clearly visible, as well as a slight asymmetry between the positive and negative bias. The average collection efficiency for each of the cells is consistent to within 10%. The calibration uncertainty is estimated at 15%. The measured charge is within the estimated uncertainty consistent with 100% charge collection efficiency, and no indication of charge multiplication is observed.

Comparing these two figures shows the charge sharing for each beam data is consistent with the beam width and hence charge sharing is not observed within the limits of the resolution given by the beam width.

4.2. TRIBIC Results and Simulation

The time-resolved ion-beam induced current technique (TRIBIC) allows to record transient currents as a function of position on the detector. The current induced by an incident proton was amplified with a Cividec C2 2 GHz broadband current amplifier \[18\] and digitised with a WaveMaster-8500 5 GHz sampling scope from Lecroy. A grid of points was sampled on a single cell shown in Figure 9.

The detector set-up was not designed specifically for transient current measurements, resulting in occasional ringing noise in some datapoints. The distortion of the signal was suppressed by applying a Fourier transform to each waveform and isolate the ringing signal with a modal frequency of \[6.467 \times 10^8\] Hz (a period of 1.5 ns).

The experimental results were compared to a numerical simulation to reproduce the principal features found with the TRIBIC measurements. The Synopsys TCAD package was used for the simulations \[19\].

In a first step a mesh of the detector was created to simulate the electrodes in the diamond
bulk, which are modelled with a radius of 2.5 µm. Only the voltage and the resistance was defined for the electrodes, while the diamond material is assumed to be intrinsically perfect. Boundary conditions are introduced to model the electric potential at the electrodes and in the bulk. The ionising particle is modelled with a non-uniform charge density along its trajectory. The governing equations of semiconductors (Poisson’s equation, the electron and hole continuity equations [20]) are then solved in order to simulate how the electrons and holes propagate in the device and the signal induced at the read-out electrode is calculated.

The ionization profile of the 4 MeV protons used in the TRIBIC data was approximated by a density of 5.882 × 10⁻⁵ pC µm⁻¹ from the diamond surface to a depth of 80 µm, and an higher density of 4.235 × 10⁻³ pC µm⁻¹ simulated at a depth between 75 – 85 µm to approximate the Bragg peak. A diamond bandgap energy of 5.5 eV and a dielectric constant of 5.7 were used in the simulation[14]. The simulation input parameters for the modelling of the carrier dynamics were for the electron saturation velocity \( v_{s,e} = 9.6 \times 10^6 \text{ cm/s} \); hole saturation velocity \( v_{s,h} = 14.1 \times 10^6 \text{ cm/s} \); low field electron mobility \( \mu_{0,e} = 1714 \text{ cm}^2\text{V}^{-1}\text{s}^{-1} \); and low field hole mobility \( \mu_{0,h} = 2064 \text{ cm}^2\text{V}^{-1}\text{s}^{-1} \) [21]. These values are used in a Caughey-Thomas model [22] to calculate the field dependent mobility.

Figures 10a and 10b show a comparison of the TRIBIC experimental data and the simulation partway between a bias and a readout electrode at bias voltages +60 V and −60 V respectively. The widths of the current pulses are comparable within 15%, but additional structure is seen in the TRIBIC data. The amount of ringing in the TRIBIC data cannot be completely suppressed, so this structure could possibly be ringing. The simulation curves take into account the average resistance of the graphitic electrodes (100 kΩ).

Comparing transient current signals halfway between two electrodes with those near a bias electrode (Figures 11a and 11b) indicates that the TRIBIC data follows the same shape predicted by the simulations in the area between bias and readout electrode. Near the electrodes, there is some disagreement between the TRIBIC data and the simulation. This could be due to the remnant ringing in the data (Figure 11a around 8 ns), and imperfections of the electrode formation.

Figures 12a and 12b show the peak amplitudes as a function of position on a quarter cell for the TRIBIC data and the simulation at a bias voltage of +60 V. A radial symmetry of the peak distribution around the electrodes is observed in both bias polarities corresponding to the shape of the electric field (Figure 12c). Near the readout electrode the highest amplitudes of approximately 50 µA are observed, while the lowest peak amplitudes of approximately 15 µA are located at the edges of the cell for both bias polarities. The measurements at both bias polarities are compatible within the uncertainty of the measurement. The non-uniform electric field shown in Figure 12d and the non-trivial weighting potential shown in Figure 12e produce the complex shape of the current signal, showing a significant variation with position.

There is weak correspondence in the shape of the distribution of the peak amplitude, but a symmetry along the diagonal is visible for both data and simulation. The strong imbalance in amplitude distribution at the bias electrode and signal electrode visible in data is not reflected in the simulation which shows a more symmetric distribution. This could indicate that the bias electrode had a defect in this particular cell. Qualitatively, a similar shift of the peak amplitude distribution along the diagonal with polarity is observed in both data and simulation. The overall magnitude of peak amplitudes is in the same order of magnitude for data and simulation.

This first comparison is promising for future studies with an optimised set-up and improved reliability of electrodes. Higher quality data obtained can be used to extract information about the charge carrier mobilities and the field distribution within the detector.

5. Conclusions

A 3D diamond detector was produced with varying laser processing parameters. The detector was characterised electronic and structural properties were investigated, and the response
to a photon and proton micro-beam was studied. The laser processing parameters affect the electrode diameter and stress induced in the bulk diamond, but only a minor effect on the resistivity has been observed. Raman studies indicate that the graphitic content in the electrodes is high. The results with particle beams are consistent with full charge collection within the active regions of the detector. No significant charge sharing between neighbouring cells has been observed. Transient current measurements have been performed spatially resolved on a single 3D diamond detector cell and have been compared to simulations. Qualitatively fair agreement is observed, but further improvement in the electrode fabrication and optimisation of the TRIBIC set-up are needed to extract precision data on carrier dynamics and electric field distribution.
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Figure 1: (a) Optical image of the detector. The four arrays are referred to as (from top right anti-clockwise) A, B, C, and D. (b) Array A on the detector. The readout of two neighboring strips as described in the text are outlined in green, and a basic cell is outlined in red. (c) Electrodes fabricated on a detector within array A (left) and the presence of secondary electrodes observed in array C after processing the diamond, highlighted in red (right). (d) Scanning Electron Microscope (SEM) images of one electrode in array B, showing the exit side (left) and the seed side (right) of the electrode.
Figure 2: Raman spectroscopy of one electrode, with the baseline subtracted. The grating dispersion is 1.3 cm\(^{-1}\), with a pixel resolution of 5.17 cm\(^{-1}\).
Figure 3: (a) Cross-polarised image of array B. High brightness areas show high levels of stress within the array. Partially formed electrodes are highlighted in red and green. (b) and (c) Malformed electrodes identified from Figure 3a.
Figure 4: The beam fluence used to fabricate each array versus average electrode diameter (black) and stress (red).

Figure 5: Detector response to a 15 keV photon beam for array A for two different readout channels at two different bias voltages. Readout channel one at (a) $-5\,\text{V}$ and (b) $-40\,\text{V}$. Readout channel two at (c) $-5\,\text{V}$ and (d) $-40\,\text{V}$. 
Figure 6: Signal response to proton micro-beam of array A with two readout channels at two bias voltages. Readout one at (a) $-5$ V and (b) $-40$ V. Readout two at (c) $-5$ V and (d) $-40$ V. The area highlighted in black in (a) is the cell shown in Figure 7, and the areas highlighted in white in (b) and (d) indicate cells with a low collection efficiency.

Figure 7: Signal response to proton micro-beam for a single cell on array A with a bias voltage of $-5$ V.

Figure 8: Average collection efficiency as a function of bias voltage for the highlighted cell in Figure 6a for photon (black) and proton (red) data.
Figure 9: Signal response to photon and proton micro-beams along a line at $x = -8.51\, \text{mm}$ at a bias voltage of $-40\, \text{V}$ for (a) readout one, and (b) readout two.

Figure 10: Transient current signal from TRIBIC data and simulation at the center of the diagonal between the bias and readout electrode for a bias voltage of (a) $+60\, \text{V}$ and (b) $-60\, \text{V}$.
Figure 11: Transient current signal from TRIBIC data and simulation at a bias electrode for a bias voltage of (a) +60 V and (b) −60 V.
Figure 12: Peak amplitude as a function of position for the top right quarter cell for TRIBIC data (a,c) and simulation (b,d) for a bias voltage of +60 V (a,b) and −60 V (c,d). For the simulations the electric field distribution (e) and the weighting potential (f) were used at a depth of 250 µm. The bias and readout electrodes are located at (60,60) and (0,0), respectively.