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The physical modeling and aerodynamics of turbulent flows around horizontal axis wind turbines

Sherwan A. Abdulqadir  Hector Iacovides
Adel Nasser
Turbulence Mechanics Group, School of MACE, University of Manchester, Manchester, UK

This paper aims to assess the reliability of turbulence models in predicting the flow fields around the horizontal axis wind turbine (HAWT) rotor blades and also to improve our understanding of the aerodynamics of the flow field around the blades. The simulations are validated against data from the NREL/NASA Phase VI wind turbine experiments. The simulations encompass the use of twelve turbulence models. The numerical procedure is based on the finite-volume discretization of the 3D unsteady Reynolds-Averaged Navier-Stokes equations. The resulting comparisons demonstrated that introduction of the RANS solver improved the predictions in terms of aerodynamic power, lifting force and surface pre.

The main contributions of this study are in establishing which RANS models can produce quantitatively reliable simulations of wind turbine flows and in presenting the flow evolution over a range of operating conditions. At low (relative to the blade tip speed) wind speeds the flow over the blade surfaces remains attached and all RANS models tested return the correct values of key performance coefficients. At higher wind speeds there is circumferential flow separation over the downwind surface of the blade. Moreover, within the separation bubble the centrifugal force pumps the flow outwards, which at the higher wind speeds suppresses the formation of the classical tip vortices. RANS models which do not rely on the linear effective viscosity approximation generally lead to more reliable predictions at higher wind speeds. By contrast some popular linear effective viscosity models perform the poorest over this complex flow range. Finally all RANS models are also able to predict the dominant (lowest) frequency of the pressure fluctuations.

1. Introduction

Renewable sources of energy (such as wind, solar and wave) continue to attract tremendous interest because of the negative environmental impact of the traditional energy sources that are based on fossil fuels, such as coal, oil and natural gas. One of the most developed and cost-effective renewable energy sources is wind energy, because of its environmentally friendly and economically low cost. The global cumulative capacity of wind power installations approached 198 GW in 2010, while this capacity increased dramatically to reach 370 GW by the end of 2014 [1]. This demand has speeded up the development of wind turbine technologies. The Horizontal Axis Wind Turbine (HAWT) emerged as the most popular in today's market, because of its high efficiency.

Numerous efforts have been directed towards the improvement of the design of wind turbines and the efficiency of the rotor blades. Early investigations relied mainly on the use of the Blade Element Momentum (BEM) approaches and the experimental data for lift and drag coefficients to investigate the complex flow around the blade [2,3,4]. BEM approaches fail to resolve the 3D flow around the rotor blade because they use 2D airfoil data and empirical models to capture the 3D influences [5]. Moreover these models are limited by impractical assumptions such as uniform wind and steady flow [6]. Although the data measurements are able to provide precise and reliable performance parameters of the wind turbine, the interior details of the flow around the blade remain unexplored. Consequently, the development of more effective designs remains a slow process based on trial and error. Therefore to overcome the restrictions of the experimental methodology, the current study employs computational fluid dynamics (CFD) simulations to investigate the aerodynamics of the flow field around the rotor blades.

Most researchers to date have been validating the numerical approaches through comparing with the National Renewable Energy Laboratory (NREL) Unsteady Aerodynamics Experiment (UAE) [7,8]. These experiments give extremely precise measurements of the flow around the modified Grumman 20 kW two-bladed wind turbine, performed in the wind tunnel at NASA Ames. These highly significant measurements are obtained from the Phase VI of the experiments.

A variety of CFD techniques have been used to predict the flow field around the wind turbine blades and their efficiency. Duque et al [9] studied the aerodynamic performance of the Phase VI rotor. They applied the Baldwin and Barh algebraic turbulence model [10]. The authors compared the RANS Baldwin-Barth predictions with those of a vortex lattice code. The resulting comparisons demonstrated that introduction of the RANS solver improved the predictions in terms of aerodynamic power, lifting force and surface pressure coefficient. In a parallel study of the Phase II rotor, Duque et al [11] employed three numerical methods, the blade element momentum (BEM) method, by using YAWDYN/AERODYN code, the vortex lattice (VL) method using CAMRAD II code and the Reynolds-averaged Navier-Stokes method (RANS) by using OVERFLOW code. In the RANS method, the boundary layer turbulence was modelled using two algebraic turbulence models: Baldwin-Lomax (Baldwin and Lomax [12] and Baldwin-Barth [10] models. At the lower wind speeds, the predictions of the three approaches for the aerodynamic power and the sectional normal force coefficient agreed well with the NREL experiments. At higher wind speeds, however, they showed notable differences.
Sorensen et al. [13] tested the use of RANS in the prediction of the Phase VI rotor for several wind speeds using the SST($k - \omega$) model. Qualitatively, the model was able to predict the experimental trend. Quantitatively, on the other hand, the SST($k - \omega$) model showed strong deviations from the experiments at intermediate and high wind speeds. Time-dependent calculations of the NREL Phase VI wind turbine at full-scale were presented by Li et al. [14]. RANS and Detached Eddy Simulation (DES) were used to account for the effects of turbulence. They employed the SST($k - \omega$) model and simulated cases with fixed and variable pitch angles. Comparisons between RANS and DES calculations at low and high wind speeds were performed. At low wind speeds both approaches predicted essentially the same flow around the blades. At high wind speeds, however, the predicted flow by both approaches changed dramatically, with the DES capturing the highly unsteady separated bubbles and the SST($k - \omega$) model failing to reproduce most of them. Sezer-Uzol and Long [15] studied the effect of wind speed and yaw angle on the flow around the Phase VI rotor using large eddy simulation (LES) approach. The results of the local surface pressure coefficient showed relatively high deviations from the NREL experiments. Van Rooij and Arens [16] examined the phenomenon of augmented lift caused by the blade rotation at different wind speeds using incompressible, steady state, RANS, with the SST($k - \omega$) model. The results demonstrated that the augmented lift was caused by radial flow in the separated regions.

Four further and relatively recent numerical studies, Yu et al. [17], Moshfeghi et al. [18], Lanzafname et al. [19] and Lynch and Smith [20] all focussed on the use of the SST($k - \omega$) model in flow predictions past the NREL Phase VI rotor. In the last of these studies a hybrid RANS/LES method was also employed. In all these studies the SST-based RANS computations were shown to deviate from the NREL measurements at high wind speeds. The hybrid RANS/LES method performed better than the SST-based RANS, but was still not in full agreement with the experimental data at high wind speeds.

Finally Tacho et al. [21] explored the effectiveness four RANS models, the Spalart–Allmaras, the standard high-Reynolds-number $k - \epsilon$, the $k - \epsilon$ renormalization group (RNG), and the SST ($k - \omega$) models. They found that even at relatively low wind speeds the predictions of these models strongly deviated from the NREL data.

The majority of earlier numerical studies on this topic have confined themselves to a limited number of turbulence models. There has been little attempt to explore if, for example, introduction of stress transport models or non-linear eddy viscosity models can improve the quantitative accuracy and reliability of the predictions, or indeed whether the use of high-Reynolds-number models can reduce computational costs and increase turnover.

The primary objective of this paper is to advance our understanding of time-dependent flow past rotating HAWT rotor and to assess the effectiveness of turbulence models in capturing the aerodynamics of the flow field around the turbine blades. The investigation tests twelve different turbulence models representing low- and high-Reynolds-number, linear and non-linear eddy-viscosity models, and Reynolds stress transport models. The simulations include cases with constant blade pitch angle ($3^\circ$), rotational speed of approximately 72 RPM, and wide range of wind speeds, which in turn leads to a wide range of tip speed ratios. All computations are performed using the finite volume flow solver, STAR CCM+. Extensive comparisons with all available NREL experimental data are carried out to fully assess the effectiveness of the turbulence models included in this study and to understand the reasons why. In order to achieve this objective, detailed comparisons of a number of flow field properties around the blade surface are carried out, including plots of the relative velocity field. These also further advance our understanding of the flow dynamics. The use of effective dimensionless operating parameters is also explored.

2. Mathematical Formulation and numerical methods

The computations of turbulent flow past the rotating blade of the wind turbine are carried out using commercial CFD code STAR-CCM+. In this code the finite volume approach is utilized to replace, through the process of discretization, each of the differential flow transport equations, with a set of algebraic equations, one for each control volume, which can then be solved numerically. At each iteration the transport equations for the momentum components in the three directions are first solved sequentially to update the velocity field and the SIMPLE algorithm, Patankar and Spalding [22], pressure correction equation is subsequently used to update the pressure field and correct the velocity field to satisfy the mass conservation. Other transport equations, for the turbulence field, are subsequently solved. Convection terms are discretized with a second-order upwind scheme. A second-order temporal scheme discretization is employed for transient terms.

The resulting discretized equations have been solved using the Hybrid Gauss-LSQ gradient method and an Algebraic Multigrid (AMG) linear solver. The solution convergence criteria have been based on (i) the values of the residuals for the continuity, $x$-, $y$-, $z$-momentum equations; (ii) Global parameter plots, for example, in the current study the aerodynamic torque and thrust are to check if their average values are approximately constant for the last rotor blade cycles (at least for 5 cycles); and (iii) local parameters such as the surface pressure coefficient at a certain point on the blade surface.

2.1 Governing Equations and Turbulence modelling

The conservation principles of mass and momentum are applied to an infinitesimal element of fluid to derive the Navier-Stokes (NS) equations. The 3D incompressible Navier–Stokes (NS) equations with no heat addition, no mass diffusion and
no body forces, are expanded through decomposing the velocity field into the mean and fluctuating velocity components:

\[ \vec{U}_{ij}^{\text{instant}} = \vec{U}_{ij}^{\text{mean}} + \vec{u}_{ij} \]  

Few mathematical manipulations result in the Reynolds-averaged form of the Navier–Stokes equations (or RANS equations) in an inertial frame of reference using suffix notation as follows:

\[ \frac{\partial \vec{U}_i}{\partial x_i} = 0 \]  

\[ \frac{\partial (\rho \vec{U}_i)}{\partial t} + \frac{\partial}{\partial x_j} (\rho \vec{U}_j \vec{U}_i) = - \frac{\partial P}{\partial x_i} + \frac{\partial}{\partial x_j} (2\mu S_{ij} - \rho \vec{u}_i \vec{u}_j) \]  

\[ S_{ij} = \frac{1}{2} \left( \frac{\partial \vec{U}_j}{\partial x_i} + \frac{\partial \vec{U}_i}{\partial x_j} \right) \]  

where \( \rho \) is the density, \( P \) is the pressure, \( \mu \) is the molecular viscosity coefficient, \( S_{ij} \) is the mean strain rate tensor, and the index \( i,j,k = 1,2,3 \) refers to the components in each coordinate direction. As can be seen in equation (3), the RANS form of the momentum equations includes an additional group of terms, namely spacial gradients of terms, which is symmetric. Since in the RANS form of the Navier-Stokes equations there are more unknown variables than equations additional equations need to be introduced to determine the variation of the six components of the Reynolds stress tensor. While, as will be discussed later, transport equations can be derived for the Reynolds stresses, these include further unknown terms, so at some stage an approximation needs to be introduced. A variety of mathematical models for the Reynolds stresses, known as turbulence models, have consequently been developed, which involve different levels of approximation and result in flow predictions of varying quality. An extensive comparison of the effectiveness of different types of turbulence models over a range of non-equilibrium flows is provided in the recent study of Klein et al. [23]. The predictive advantages and disadvantages of the different model types are demonstrated.

Twelve turbulent models, grouped in Table 1, are briefly described in the following subsections. Only their major features are included in the main body of the paper. More details can be found either in the Appendix or in the original references.

### 2.1.1 Eddy-Viscosity Models (EVM)

This group of models employs the Boussinesq hypothesis [32] to model the Reynolds-Stress tensor algebraically based on an analogy between the Reynolds-Stress and the strain rate tensors as displayed in equation (5). A linear relationship is produced between the Reynolds-Stress and the mean strain rate tensors. The modelling of the eddy viscosity can involve: zero, one or two equation models, the numbers denoting the number of transport equations, employed for this purpose. These are transport equations for turbulent quantities such as the turbulent kinetic energy \( k \) and a second turbulent parameter, which essentially determines the turbulent length-scale, such as the dissipation rate of the turbulent kinetic energy, \( \varepsilon \), or the ratio of \( k / \varepsilon \), denoted by \( \omega \). All of these models involve the same basic assumption that the eddy viscosity \( \mu_e \) is isotropic, meaning that the ratio between Reynolds stress and mean strain rate \( S_{ij} \) is constant in all directions. This assumption is not valid in most complex flows and it can consequently lead to incorrect predictions [33].

\[ \tau_{ij,L} = -\rho \vec{u}_i \vec{u}_j = 2\mu_e S_{ij} - \frac{2}{3} \rho k \delta_{ij} \]  

where \( \tau_{ij,L} \) is the Reynolds stress and the sub L refers to linear, \( \mu_e \) is the eddy viscosity which is a hypothetical property of the flow and requires modelling, \( \delta_{ij} \) is the Kronecker delta equal to 1 if \( i = j \) and 0 otherwise.

Two-equation models are more complex and consequently more expensive than the one- or zero-counterparts, but far more general, because they do not involve the arbitrary prescription of a length scale. They have consequently established themselves as the models most widely used. The most commonly used two-equation model is the \( (k - \varepsilon) \) version, originated by Jones and Launder [24], usually with coefficients and damping functions proposed by Launder and Sharma [34]. This model involves transport equations for the turbulent kinetic energy \( k \) and its dissipation rate \( \varepsilon \). A wide range of other two-equation models are available in the scientific literature, such as those of, Menter [27], Lien et al [25], Shia et al [26], and Goldberg and Apsley [35]. The major differences between them are in the selected turbulent quantities in which the transport equations are solved for, whether the model coefficients are constant or functions of local flow properties, or the wall distance. In addition, the low-Reynolds-number models include different types of damping functions and terms which become active only when local turbulent length scales small enough for the viscous effects to be significant, as is the case in the wall viscous sub-layer. The two-equation models generally give acceptable results for shear dominated flows where the normal turbulent stresses are not influential. Their predictions of complex flows are not always successful.

The linear two-equation models (linear eddy-viscosity models) fail to capture the subtle connections between Reynolds stresses and production of turbulent kinetic energy, due to the anisotropic nature of the normal stresses. Therefore, non-linear two-equation models (non-linear eddy-viscosity models) have been developed. A number of quadratic and cubic formulations have been proposed such as Lien et al [25], Speziale [36], and Craft et al. [37]. They aim to improve model
predictions through sensitising the Reynolds stresses to strain and vorticity invariants and making the algebraic expressions for the Reynolds stresses either quadratic, or cubic in terms of the strain rate tensor. Moreover the constant $C_\mu$, which appears in the equation for the turbulent viscosity, is made a function of the dimensionless strain rate, a feature demonstrated in Klein et al. [23] to improve the predictive capabilities of the model in regions subjected to strong shear.

For all turbulence models, the flow is characterised using time and length scales, usually $k/\varepsilon$ or $\sqrt{\nu/\varepsilon}$ for the time scales of the large, energy-containing and the small, dissipative scales respectively and $k^{3/2}/\varepsilon$ for the length scale of the large eddies. The eddy-viscosity can be written as:

$$\mu_\varepsilon = \rho c_\mu f_\mu k T$$

where $T = \max \left( k/\varepsilon, C_\nu \sqrt{\nu/\varepsilon} \right)$ is the turbulent time scale, $c_\mu$ is a coefficient, and $f_\mu$ is a damping function employed in low-Reynolds-number models and for High-Reynolds-number models $f_\mu = 1$.

The quadratic and cubic non-linear formulations proposed by Lien et al. [25] are given in equations (7) and (8) respectively:

$$\tau_{ij,Q} = -\rho \overline{u_i u_j} = \tau_{ij,L} - 4C_1 \mu_t (k/\varepsilon) \left[ S_{ik} S_{jk} - (1/3) S_{kl} S_{lj} \delta_{ij} \right] + 4C_2 \mu_t (k/\varepsilon) \left( \Omega_{ik} S_{kj} + \Omega_{jk} S_{ki} \right)$$

$$+ 4C_3 \mu_t (k/\varepsilon) \left( \Omega_{ik} \Omega_{jk} - (1/3) \Omega_{ik} \Omega_{lk} \delta_{ij} \right)$$

$$\tau_{ij,C} = -\rho \overline{u_i u_j} = \tau_{ij,Q} - 8C_4 \mu_t (k^2/\varepsilon^2) \left( S_{ik} \Omega_{kj} + S_{kj} \Omega_{ik} \right) S_{li} - 8C_5 \mu_t (k^2/\varepsilon^2) \left( S_{kl} S_{ki} + \Omega_{kl} \Omega_{ki} \right) S_{ij}$$

where $\Omega_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} - \frac{\partial u_j}{\partial x_i} \right)$ is the mean vorticity tensor.

For the linear EVM, the Reynolds stresses are computed by equation (5), for the Lien quadratic non-linear EVM by equation (7), and for the Lien cubic non-linear EVM by equation (8).

As most of the EVM models used in this investigation contain two transport equations, the turbulent quantities are turbulent kinetic energy $k$ and its dissipation rate $\varepsilon$ or the specific dissipation rate $\omega$. The general transport equations for $k$ and $\varepsilon$ are:

$$\frac{\partial (\rho k)}{\partial t} + \frac{\partial (\rho U_i k)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_t}{\sigma_k} \frac{\partial k}{\partial x_j} \right] + P_k - \rho \varepsilon$$

$$\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho U_i \varepsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_t}{\sigma_\varepsilon} \frac{\partial \varepsilon}{\partial x_j} \right] + \frac{1}{\tau} [C_{\varepsilon 1} P_k - \rho C_{\varepsilon 2} \varepsilon]$$

The term $P_k$ represents the production of turbulent kinetic energy and is described as:

$$P_k = -\rho \overline{u_i \partial U_i \partial x_j}$$

Various categories of the linear and non-linear EVM’s are briefly described as follows:

**S($k - \varepsilon$)HR [24], ($k - \varepsilon$) Lien HR Non-linear Quadratic [24, 25], ($k - \varepsilon$) Lien HR Non-linear cubic [17, 25]**

The original version of the two-equation model is the $(k - \varepsilon)$ model which includes transport equations, equations (9) and (10), for $k$ and $\varepsilon$ respectively, proposed by Jones and Launder [24], with coefficients given by Launder and Shama [34]. The Reynolds stresses are computed from equation (5), and the eddy viscosity by equation (6), using constant $c_\mu$. The S($k - \varepsilon$)HR model avoids the need for integrating the transport equations right up to the wall by taking advantage of wall function, usually log-law approximation, which relates the shear stress at the wall to the mean flow quantities, such as velocity and turbulent kinetic energy, at the nodes close to the wall. Therefore the need for a fine resolution of the near-wall regions is avoided.

For non-linear EVMs [25], the two high-Re versions, quadratic and cubic, ($k - \varepsilon$)LHRNQ and ($k - \varepsilon$)LHRNC, the production due to the non-linear parts ($\tau_{ij,Q}$ and $\tau_{ij,C}$) of the stress is included. These parts include non-linear terms of the strain and rotation tensors that are used to account for anisotropy and sensitize the turbulent flow to streamline curvature and rotation. The same transport equations for $k$ and epsilon as those for the S($k - \varepsilon$)HR are also used for the non-linear models. Moreover, the coefficient $c_\mu$ is no longer constant. Instead, $c_\mu$ becomes a function of the dimensionless mean strain rate $S k/\varepsilon$, where $S = \sqrt{2\overline{S_{ij}S_{ij}}}$.
Realizable($k - \varepsilon$) High-Reynolds-number [26], Realizable($k - \varepsilon$) Two-Layer
A successful development on the $S(k - \varepsilon)$ HR model is the realizable($k - \varepsilon$) high-Reynolds-number model, $R(k - \varepsilon)$ HR model, that Shih et al [36] developed by modifying the transport equation for the specific dissipation rate $\varepsilon$, where the production and dissipation forms in the last two terms in Equation (10), are defined as $C_{2\varepsilon} S\varepsilon - \frac{\varepsilon}{k+\sqrt{\varepsilon}} C_{2\varepsilon} \rho \varepsilon$ in which the coefficient $C_{2\varepsilon}$ is sensitive to the dimensionless mean strain rate $Sk/\varepsilon$. Also to increase the model flexibility, coefficient $c_\mu$ is suggested to be variable, related to flow and turbulence properties. Therefore specific mathematical constraints on the normal straining, which are consistent with the physical behaviour of turbulence, are satisfied. The transport equation of $k$ retains the form of equation (9) and the eddy-viscosity is defined by equation (6), with time scale $T = k/\varepsilon$. As this is a high-Reynold-number model, the wall function is used to account for the effects of the near-wall turbulence. This is the conventional log-low-based version.

Combination of the high-Re realizable k-epsilon and the two-layer approach gives the Realizable($k - \varepsilon$) Two-Layer R($k - \varepsilon$)TL model. This is an approach pioneered by the UMIST group in the 1980s with publications such as Azzola et al. [38], Iacovides et al. [39] and Iacovides and Launder [40]. The turbulence in the near-wall region is modeled using simpler low-Reynolds number models such as the mixing length or the one-equation, which do not require the fine resolution of the near-wall regions that low-Re two-equation models do. The flow domain is divided into the main and the near-wall regions. In the near-wall regions the turbulent properties $\varepsilon$ and $\mu$ are defined in terms of the normal wall distance, $\varepsilon = k^{3/2}/l_{w}$ and $\mu/\mu = f(R_{e_\varepsilon})$. The prescribed length scale, $l_w$, is proportional to the wall-normal distance, y, and in the one-equation model of Wolfstein [41], is defined across the viscous sub-layer using the local turbulent Reynolds number $R_{e_\varepsilon} = \sqrt{k}y/\nu$, and the turbulent kinetic energy, $k$, is obtained through the solution of a transport equation similar to that used in the high-Re $k - \varepsilon$ model.

\[
P' = f_2(P_h + 2\mu k/y^2)\exp(-0.00375Re_\varepsilon^2)
\]

(12)

$f_2$ is a damping function , given as $[1 - 0.3\exp(-Re_\varepsilon^2)]$, $Re_\varepsilon$ is turbulence Reynolds number defined as $k^2/\epsilon\nu$.

Another damping function is employed in the eddy-viscosity expression, equation (6), as described below:

\[
f_\mu = 1 - \exp\left[-(C_{d1}\sqrt{Re_\varepsilon} + C_{d2}Re_\varepsilon + C_{d3}Re_\varepsilon^2)\right]
\]

As shown above, two damping function are utilized, one in the eddy-viscosity expression and other for the dissipation rate destruction and production terms. These damping functions are employed in order to take into account the effect of molecular viscosity near the wall, in which the turbulence is low. The damping function $f_\mu$ is employed in the expression for the additional production term $P'$ to ensure that $P'$ approaches zero at low turbulent levels. $P'$ is introduced to ensure that the right level of near-wall turbulence energy dissipation is returned. As can be seen in the expression for $f_\mu$ above, in this models, in common with the practice followed by a number of low-Re models, the damping function explicitly includes the wall distance. This is generally undesirable since it makes the model non-local and in complex geometries the prescription of the wall distance becomes more approximate.

The same $k$ and $\varepsilon$ transport equations of the low-Re version of the linear eddy-viscosity, $k - \varepsilon$ of Lien [25] are also employed for those of the $k - \varepsilon$ Lien low-Reynolds-number non-linear quadratic model.

The $k - \varepsilon$ Two-Layer Lien non-linear quadratic model is a combination of $k - \varepsilon$ Lien high-Reynolds-number non-linear quadratic model and the two-layer approach. Therefore the transport equations are similar to those in the $k - \varepsilon$ Lien high-Reynolds-number non-linear quadratic model and also the equations of the two-layer approach are the same as those in the realizable $k - \varepsilon$ Two-Layer model.

SST($k - \omega$)
The $k - \omega$ model of Wilcox [43] which includes a transport equation for $k$ and one for the specific dissipation rate $\omega$. In external flows, the predictions of this model are influenced by the boundary value of $\omega$ in the free stream. To overcome this deficiency, Menter [27] suggested combining the $k - \omega$ and $k - \varepsilon$ models to create the shear stress transport SST($k - \omega$) model. It is designed to remove the free-stream sensitivity by using a blending function based wall distance to
switch from the $k - \omega$ at the near-wall regions to the $k - \varepsilon$ model away from the wall. The $k - \varepsilon$ transport equations, equations (9) & (10), are organized through the relationship, $\varepsilon = \beta \omega k$, to follow a similar format to that of the $k - \omega$ equations of Wilcox. The version of the SST($k - \omega$), employed in this study, is a low-Reynolds-number model because $\omega$ can be integrated up to the solid surface. Consequently a fine near-wall mesh is needed. A second blending function is employed in the model so as to switch to one of the two available eddy-viscosity approaches, either equation (6) or that originated by Johnson and King [44]. The latter can improve model predictions in regions of adverse pressure gradient and wake flows.

**v^2 - f(k - \varepsilon)**

The $v^2 - f(k - \varepsilon)$ Low-Reynolds-number model [28, 29] solves transport equations for $k$, $\varepsilon$, the parameter $v^2$ which is used as a damping function for the turbulent viscosity, and can best be described as the normal turbulent stress perpendicular to the local flow streamline, and an elliptic relaxation function ($f$). The $v^2 - f(k - \varepsilon)$ model uses equations (9) and (10) for $k$ and epsilon respectively, but with the production term multiplied by $1 + a \sqrt{k/v^2}$. The variable $f$ which appears in the transport equation for $v^2$ is the solution to the elliptic relaxation equation. The elliptic function is employed to calculate a term analogous to the pressure-strain correlation of the Reynolds-stress model. The strength of the $v^2 - f$ model, is that it can account for the effects of the wall damping without the use of non-local parameters like the wall distance. Its weakness is the inclusion of extra differential equations and numerical stability problems related to the implementation of boundary conditions for $f$.

Although the non-linear EVMs can improve the model sensitivity to the anisotropy of normal Reynolds stresses, there are still some constraints that cannot be addressed without introducing to Reynolds stress models.

### 2.1.2 Reynolds stress models

The Reynolds stress models (RSM), which are also called second-moment closures (SMC), are the most complex turbulence models. In the previous models, the turbulent stresses tensor is directly related to the mean flow strain rate tensor. In Reynolds stress closures, as the name implies, the components of the Reynolds stress tensor are obtained through the solution of separate transport equations. Exact transport equations for the turbulent stresses can be derived, but these contain further unknown terms which need to be modelled. Reynolds stress models therefore are also approximate, but in contrast to the simpler models they can exactly account for the convection, diffusion and generation rate of the Reynolds stresses. The resulting turbulence field is consequently anisotropic, which in complex flows, see Iacovides et al [45] and Bo et al [46] can result in predictive improvements.

RSM models require more computational effort than the previous models. Some RSM models, like that of Gibson and Launder account for the wall influences on the Reynolds stresses anisotropy through the so called wall-reflection term employing low- or high-Reynolds-number approaches [47, 48, 31].

The starting point for the development of RSM is the exact differential transport equation for the Reynolds stresses $\rho \bar{u}_i \bar{u}_j$ (equation (14)).

$$\frac{\partial}{\partial t} \left( \rho \bar{u}_i \bar{u}_j \right) + \frac{\partial}{\partial x_k} \left( \bar{u}_k \rho \bar{u}_i \bar{u}_j \right) = \frac{\partial}{\partial x_k} \left[ \mu \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_k} \right] - \rho \left( \frac{\partial \bar{u}_i}{\partial x_k} \frac{\partial \bar{u}_j}{\partial x_k} + \frac{\partial \bar{u}_j}{\partial x_k} \frac{\partial \bar{u}_i}{\partial x_k} \right)$$

As commented earlier, in the resulting equations, the transient, convective transport $C_{ij}$, molecular diffusion $D_{ij}$, and stress production $P_{ij}$ require no modelling. The terms remaining to be modelled are the turbulent diffusion term $D_{Tij}$, the dissipation term $\epsilon_{ij}$, and, perhaps the greatest challenge, the pressure-strain term $\phi_{ij}$. The generalized gradient diffusion hypothesis of Daly and Harlow [49] is the most popular model for $D_{Tij}$, though often for simplicity, which is also the case here, the isotropic model of the turbulent diffusion is adopted [50]:

$$D_{Tij} = \frac{\partial}{\partial x_k} \left( \frac{\mu_k}{\sigma_k} \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_k} \right)$$

The eddy-viscosity is defined in equation (6), with time scale $T \equiv k/\varepsilon$, the turbulent kinetic energy defined as $k \equiv 0.5 \bar{u}_i \bar{u}_j$ and the scalar turbulent dissipation rate $\varepsilon$ is computed from a transport equation analogous to the $k - \varepsilon$ model:

$$\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x_j} (\rho U_j \varepsilon) = \frac{\varepsilon}{k} \left[ C_{\varepsilon 1} P_{ii} - C_{\varepsilon 2} \rho \varepsilon \right] + \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right]$$

(16)
The above equations represent a base construction for the following two versions of the RSM used in this study.

**Gibson and Launder [30], RSM-GL**

Gibson and Launder [30] proposed a Reynolds stress model for high-Reynolds-number turbulent flows with a wall-function to deal with the near wall flows. Therefore the turbulent dissipation rate tensor in equation (16) is described as 

$$\varepsilon_{ij} = \frac{2}{3} p \delta_{ij} \epsilon,$$

accounting for isotropy of the small-scales [51].

One of the most challenging modelling tasks is how to account for the effects of the pressure-strain correlation $\phi_{ij}$. A linear approach is adopted in the RSM-GL. There are four distinct contributions to this process. Two of them isotropise the turbulence field, by redistributing the turbulence energy from the direction it is concentrated to the other two, at regions that there is either anisotropy in the turbulence energy itself, or in its rate of production. The other two terms are only active in the near-wall regions, where they take away fluctuating energy from the wall-normal direction and distribute it in the two wall-parallel directions. In the Gibson-Launder version, the wall distance and wall-normal direction appear explicitly in the latter group of redistribution terms, which are known as wall-reflection terms.

**Speziale, Sarkar and Gatski [31], RSM-SSG**

Speziale, Sarkar and Gatski [31] proposed an alternative version of the RSM in which the main difference with the G-L version is in the redistribution term. The isotropisation of production is now quadratic in terms of the strain rate tensor and one consequence is that there is no need to use wall-reflection terms to model the re-distributive effect of the walls on the turbulence structure.

As mentioned earlier, full details of the models are provided in the Appendix that follows the main text.

### 3. Sliding Grids

The experiments simulated in this study involve flow past a scaled down wind turbine placed in a large wind tunnel. The flow domain consequently involves the rotating blades of the wind turbine at the centre and stationary outer boundaries. Such flows can be best resolved through the use of a combination of rotating and stationary meshes. Within the structured grid approach there are two main options, shown in Figure 1, which can involve either an overlapping, Chimera mesh where a rotating cylindrical mesh is superimposed on a stationary Cartesian mesh, or the sliding mesh method, where a rotating cylindrical mesh at the centre slides past a non-overlapping outer stationary and usually non-orthogonal mesh. For the Chimera mesh, over most of the region covered by both meshes the flow equations are discretized and solved over the rotating mesh and at the interface there is an overlap region over which the flow equations are solved over both meshes. Interpolation is used to provide boundary condition to the rotating mesh from the numerical solution of the stationary mesh and vice-versa. While the transfer of information across the two meshes is more complex in the case of the Chimera mesh, than in sliding meshes, grid generation is simpler.

Blades and Marcum [52] recommended to employ sliding mesh approach for geometries which have known rotational motion. In the sliding mesh approach no hole cutting is necessary, making it computationally less expensive. Therefore the sliding mesh approach is widely employed in applications such as turbomachinery, stirred tanks and wind turbines. An apparent disadvantage of the sliding mesh is that the interface splits the flow field into two separate domains. The only way to make these separate domains aware of changes on the other side is by updating the values at the interface. Therefore it is very significant to update the values at the interface frequently throughout the time step.

A direct interface is employed to connect between the boundaries in the grid either permanently (for stationary cases) or temporarily for some time period (for moving cases). In STAR-CCM+ the direct interface includes several interface types and for this work the internal interface type is employed.

### 4. Wind turbine rotor blade geometry construction, experimental data, and Computational Mesh

The focus of this study is the simulation of the flow field around the rotor blade of NREL Phase VI HAWT [7]. The turbine consists of two blades with rotor 10.058m diameter as shown in Figure 2. The NREL S809 airfoil is employed as the blade cross section from the root to the tip with various chords and twist angles, producing tapered and twisted blade. The NREL Phase VI unsteady aerodynamics experiments [7, 53] were carried out using the NASA Ames large scale wind tunnel. The computations have been validated against a series of tests carried out with the blades rotating at constant rotational speed and over a range of wind speeds. At each test the experiments provide measurements of the local wall pressure around the blade surface at 5 radial locations, the circumferentially-averaged values of the normal force coefficient at the same radial locations and the global values of the power and thrust coefficients for each test. Since there are two independent velocity scales here, two independent dimensionless groups are needed to characterize each test. The two chosen here are the rotational Reynolds number ($Re_\Omega$) based on the rotational speed of the outer blade tip and the blade radius ($Re_\theta = \Omega R^2/v$, where $\Omega$ is the blade rotational speed, $R$ is the rotor radius and $v$ is the air kinematic viscosity), and the tip-speed ratio.
(TSR), based on the ratio between the rotational speed of the outer blade tip and the free stream wind speed (TSR = ΩR/U∞, where U∞ is the free stream wind speed). The former is chosen because on the one hand it remains constant for all the tests considered but also because at these high values of the rotational Reynolds number the flow is expected to become independent of it. The latter dimensionless group is chosen because at this high rotational Reynolds numbers it is the one likely to exert the strongest influence on the flow. These issues will be further explored later in the paper.

The computational domain in Figure 3 replicates the NASA-Ames wind tunnel dimensions of 24.4m height and 36.6 m width, with streamwise dimension of 170m. The rotor is placed 20m downstream of the inlet. Two computational domains are generated, one for low-Reynolds-number LR models and other for high-Reynolds-number HR models. Each computational domain consists of two parts, the rotating cylinder and the stationary wind tunnel connecting with each other employing the sliding mesh technique. The entire computational domain consists of hexahedral meshes. An O-grid topology is employed for the flow domain and around the two blades. The blade grid is split into three parts; a blade, root, and tip part. The number of hexahedral cells for the blade and root parts in Figure 4 is respectively 97 and 29 in the spanwise orientation, and in the chordwise orientation 158 hexahedral cells for LR models and 142 for HR models covered both the upper and lower sides of the blade. The grid blocks of the rotor blade and the cylindrical part with a slice mesh through the rotor plane are demonstrated in Figure 5. Figure 6 displays the grid distribution around the blade tip, and close up view of mesh near both the leading- and trailing edges. The distance of the layer next to the wall is around 0.01 mm for LR models and 0.7 mm for HR models. The vertical spacing has an increase rate of 1.1 and includes 40 control volumes for LR and 20 for HR. The total number of control volumes in the computational domain is 6.65 × 10^6 for low-Reynolds-number models and 5 × 10^6 for high-Reynolds-number models.

The simulations have taken approximately 97 hours per LR case and 76 hours per HR case on the Computational Shared Facility (CSF) at the University of Manchester, using 32-core nodes, 64GB RAM, and 2.6 GHz power. One rotor cycle is accomplished within 0.8333s using 0.001156s time step or 0.5° blade rotation. CFD computations have been performed for ten rotor cycles or 8.333 s, providing 7209 sampling data, in order to ensure stable flow computations.

5. Grid Sensitivity tests

The grid dependence of the numerical solution has first been investigated, in order to arrive at a mesh size which can reduce numerical errors to an insignificant level. Seven hexahedral meshes sizes from 0.5 to 10 million cells have been employed to determine the mesh size beyond which, as shown in Figure 7(a), a further mesh refinement no longer changes the values of power and thrust predicted with a linear, low-Re k − ε turbulence model, namely the (k − ε)LLR. Figure 7(a) demonstrates that for the range of tip-speed ratio for which data are available and at a rotational Reynolds-number Reθ = 1.31 × 10^7, the predicted values of these key performance parameters no longer change for mesh sizes larger than 6.65M cells. Further evidence on the grid independence of the solution is provided in the local pressure coefficient comparisons of Figure 7(b). These show that for the two tip-speed ratio extremes the distributions predicted by a mesh of 6.65M cells (using a low-Re model) and one of 10M are practically identical. Consequently the 6.65M cell mesh is employed for all computations which involve low-Reynolds-number models. The same grid is employed to create computational mesh for high-Reynolds-number models by reducing the nodes close to the blade surface to just 20 nodes and the whole grid to 5x10^6 cells.

The y* values of the near-wall nodes over the blade upper and lower surfaces, for the grids chosen for low-Reynolds-number and high-Reynolds-number models are presented in Figures 8(a) and 8(b) respectively. As can be seen, use of the low-Reynolds-number mesh results in near-wall-node y* values of order 1 or less over the entire blade surface, while for the high-Reynolds number grid, the corresponding y* values range from 30 to 75 over most of the blade surface.

6. Results and discussion

6.1 Power Coefficient and Normalised Power

The value of the power coefficient at each set of conditions, is obtained through the numerical integration of the surface pressures over the entire blade surface which provides the torque around the axis, which is then multiplied by the angular velocity to result in the power. For the power coefficient, the power is non-dimensionalised by \( \frac{1}{2} \rho_\infty U_\infty^3 \pi R^2 \), and for the normalised power by \( \frac{1}{2} \rho_\infty (\Omega R)^3 \pi R^2 \) where \( \rho_\infty \) and \( U_\infty \) denote the free-stream values of the air density and wind speed respectively, and \( \Omega \) is the angular velocity of the rotor blade. Figures 9a & 9b assess the effectiveness of the models tested in this investigation in reproducing the variation of the power coefficient and the normalised power with the inverse of the tip speed ratio, which can be viewed as a dimensionless wind speed. For clarity the comparisons are organized in two parts; Figures 9a(i) and 9b(i) present comparisons which involve the simpler, linear effective viscosity models and Figure 9a(ii) and 9b(ii) the corresponding comparisons for the more advanced, non-linear effective viscosity and Reynolds stress transport models. The power coefficient is essentially the ratio between the aerodynamic power produced by the wind turbine and the rate at which kinetic energy is transported by the wind. As indicated by the experimental data in Figure 9a, at low wind speeds relative to the blade tip speed (TSR 5 of greater), the power coefficient has a value of just under 0.4. As
the wind speed increases, the angle of attack (the angle between the resultant wind speed relative to the rotating blade and the blade itself) increases, which will eventually lead to stall. As a result at values of TSR less than 5 there is initially a rapid reduction in the power coefficient with a point of inflection at around TSR of 3 and then for values lower than that the power coefficient approaches zero asymptotically as 1/TSR increases further. All turbulence tested return this overall variation of power coefficient with the inverse of the tip speed ratio, but in the case of the simpler linear effective-viscosity models, as can be seen in Figure 9a(i), the deviation between predictions and experimental data is wider than for the more refined non-linear and stress transport models, summarised in 9a(ii). While at first glance the deviation between the predicted and measured values of the power coefficient look small, these occur in regions where the absolute value of the power coefficient is low and are thus indicative of far larger deviations between the predicted and measured actual power. It is for this reason that the comparisons between measured and predicted power normalised by the tip speed ΩR, which is independent of the wind speed, have been included in Figure 9b. The experimental data in Figure 9b show that initially the power rises sharply and linearly with the inverse of the tip-speed ratio, but subsequently reaches a local maximum at about TSR = 4, followed by a gentle reduction with further decrease in tip-speed ratio until the value of 2.2, where there is a local minimum. A moderate steady increase in the normalized power takes place when the tip-speed ratio is lower than 2.2. This non-linear and non-monotonic variation of power with the inverse of the tip-speed ratio suggests that the flow regime around the rotating blade undergoes fundamental changes as the as the value of the tip-speed ratio is changed. The first question being addressed with these comparisons is whether the turbulence models under investigation can reproduce these flow changes. Even a casual look at Figures 9(a) and 9(b) is sufficient to make the point that, in general, stress transport and non-linear effective-viscosity models provide significantly more reliable predictions than the linear effective-viscosity approaches. All models appear to predict correctly the initial steep rise of the normalized power with the inverse of the tip-speed ratio, presumably because over this range the flow around the rotating blade is simpler. Beyond this initial region, where the flow features probably become more complex, the predictions of a number of these models start to deviate from the measured behaviour. Most notable is how substantially the normalized power is under-estimated by linear EVM models widely used in industry, mainly through commercial codes, such as the SST and the $v^2 - f$. Indeed, of the linear EVM models tested only the high-Reynolds number version of the realizable $k - \varepsilon$ and the low-Re version of the Lien et al $k - \varepsilon$ can be considered reliable. By contrast, the comparisons of Figure 9b(ii) demonstrate that the deviation among the predictions of the different stress transport and non-linear $k - \varepsilon$ models is far narrower. The Gibson-Launer version of the stress transport model and the two high Reynolds-number versions of the non-linear $k - \varepsilon$ models (quadratic and cubic in terms of the strain rate tensor) predict values of the normalized power which are in very close agreement with the measured ones, over the entire range of tip-speed ratios. Perhaps the most surprising outcome of the comparisons of Figure 9b(ii) is that the predictions of the SSG version of the stress transport model are not as close to the measurements as those of the three above-mentioned models. The reasons for the predictive successes and failures of these models are discussed in further detail, later in this paper when comparisons of local flow parameters are presented.

### 6.2 Normal Force Coefficient

Comparisons of the radial variation of the circumferentially averaged normal force coefficient, in a sense a semi-global parameter, shown in Figure 10, provide a further assessment of the models' capabilities. These comparisons are presented over the full range of tip-speed ratio for which data are available, listed in Tables 2. While the normalized power and power coefficient, discussed in the previous section depend on the component of the pressure force acting on the blade surface along the circumferential direction, the normal force coefficient depends on the corresponding component of this force in the axial (wind speed) direction. The experimental data show that at the highest tip-speed ratio, the normal force coefficient is relatively low and uniform over the radius of the blade. As the tip-speed ratio decreases, the normal force coefficient first rises uniformly over the blade radius and subsequently continues to rise, but displays a non-uniform radial distribution with the lowest level at the outer tip of the blade and a monotonic and substantial rise along the blade in the inward direction. The ratio between the innermost and outermost values becomes greater than 2:1. As was also the case with the power variation with tip-speed ratio, here again there is an indication that the flow structures around the rotating blade change as the tip-speed ratio decreases.

At the higher tip-speed ratios all the turbulence models return very similar predictions of the radial distribution of the normal force coefficient, which are in close agreement with the data. This is consistent with the corresponding power comparisons of Figure 9 and provide further support for the hypothesis that at the higher tip-speed ratios the flow field around the rotating blades is relatively simple. As the tip-speed ratio decreases the predicted radial variations of the force coefficient start to deviate from each other, with these deviations becoming strongest and substantial at the intermediate tip-speed ratios. These deviations diminish at the lowest tip-speed ratios, but do not entirely disappear. The fact that the predictions of a number of turbulence models become poor at the intermediate tip-speed ratios suggests that it is failure to correctly predict the changes from the high to the low tip-speed ratio flow fields which leads to poor predictions of the normal force coefficient. The models returning the poorer predictions include linear eddy viscosity models like the SST $k - \omega$, the $v^2 - f$, the two versions (high-Re and low-Re) of the realizable $k - \varepsilon$ and the high-Re version of the quadratic non-linear $k - \varepsilon$. The predictions of the two versions of the stress transport model and of the cubic non-linear $k - \varepsilon$ are in close agreement with the measurements. Once again the greater reliability of the more refined models is demonstrated. The fact that for the normal force coefficient predictions are generally closer to the data than for the power suggests that the pressure force in
the axial direction, mainly caused by the wind impinging on the flat surface of the blade, is less sensitive to the turbulence field.

6.3 Surface Pressure Coefficient

The comparisons of the variation of the local surface pressure coefficient around the blade, shown in Figures 11 to 13, for a number of radial locations, provides a more detailed insight to the flow behaviour. At the higher tip-speed ratios, the measurements show that there is little change in pressure across the blade and what there is, is confined to the leading edge of the rotating blade. There is also very little variation in the radial direction. As the tip-speed ratio decreases, first the difference between the pressure across the blade starts to rise and subsequently, over the inner region, the pressure difference across the blade starts becoming more uniform in the circumferential direction. These observations are consistent with the observed variations in the power and normal force coefficients of Figure 9a and 10 respectively. As far as comparisons with the current computations are concerned, notable deviations between predicted and measured distributions start to appear at intermediate wind speeds near the leading edge of the blade and over the upper surface. Initially these deviations appear in the SST $k - \omega$ model, the $v^2 - f$, and the low-Reynolds-number version of the quadratic non-linear model and then spread to the two-layer form of the quadratic non-linear model and also to the two-layer form of the Realizable $k - \varepsilon$ model and the two high-Reynolds-versions of the quadratic and cubic non-linear models. The predictions of the SSG version of the stress transport model also show some discrepancies in comparison with the experimental data, at this intermediate wind speed region. At the lower tip-speed ratios, as also noted in earlier comparisons, differences between predictions and measurements start to diminish, though for models such as the $v^2 - f$, the high-Re $k - \varepsilon$ and the Lien et al low-Re $k - \varepsilon$ their predictions still show differences with the measured values of the pressure coefficient, over the inner region, which extend from the leading to the trailing edge of the upper surface. As expected, the models that exhibited predictive deficiencies in the comparisons of the global parameters are the ones that also fail to reproduce some of the features of the variation of the local pressure coefficient.

6.4 Instantaneous Flow Field

In order to further understand the flow characteristics involved and also the reasons for the models' predictive characteristics; Figures 14 to 19 present selected predictions of instantaneous flow path-lines over the upper surface of the blade and also flow path-lines and static pressure contours within planes normal to the blade surface, at five radial locations.

At the highest tip-speed ratio, the predictions of the three turbulent models depicted in Figure 14 are also typical of all the others. The flow remains attached over the upper blade surface (the surface on the downwind side of the blade) and the pressure is higher on the lower surface, the surface which acts as the impingement surface for the oncoming wind. This pressure difference of course generates a force normal to the blade surface, which leads to the drag force on the wind turbine and also, due to the blade angle of attack, a force in the circumferential direction, towards the left in Figures 14 to 19, which leads to the blade rotation and power generation.

As the tip-speed ratio decreases, Figure 15 shows that the flow field over the upper (downwind) surface of the blade becomes more complex and the predictions of different turbulence models start to vary. A region of either slow-moving or re-circulating, relative to the rotating blade, flow is formed near the trailing edge of the upper surface with a strong radial velocity component in the outward direction. This region at the inner part of the blade extends over most of the upper surface, but its size gradually diminishes further outwards until it disappears. The stronger wind-speed generates a region of very low pressure over the upper part of the leading edge. As a result there is a strong adverse pressure gradient over the upper surface, which causes the flow to separate towards the trailing edge. Because in absolute terms, the fluid within the re-circulation bubble has a rotational speed similar to that of the rotating blade, the centrifugal force drives it radially outwards. Since the flow field is now far more complex, it is reasonable to expect the predictions to become sensitive to the turbulence model used. This is confirmed by the plots of Figure 15, which show that the radial extend of the recirculation bubble and the pressure over the upper surface predicted by the different models vary substantially. The SST and the SSG predict that the separation bubble extends to 90% of the blade radius, while with the high-Re $k - \varepsilon$ the predicted length is down to 60%. The Gibson-Launder version of the RSM, which is the model in closest agreement with the experimental data, predicts that the separation region extends to around 80% of the blade radius.

As can be seen in Figures 16 to 19, as the tip-speed ratio decreases further, the recirculation bubble expands both in the radial and the circumferential directions until, as shown in Figure 18, for a tip-speed ratio of 2.5, the recirculation region extends over the entire upper surface of the blade. The differences in the predictions of the turbulence models tested appear to be strongest at the intermediate tip-speed ratios, at which the upper surface is only partially covered by the recirculation bubble. When the flow over the upper surface of the blade is either fully attached or fully separated the different models return similar flow predictions.
6.5 Mean Local Velocity Profiles
Another view of the flow development around the rotating blade is provided through the mean velocity profiles of figures 21 to 23, predicted using the Gibson-Launder stress transport model. These are profiles of the circumferential, radial and axial components of the velocity field, relative to the rotating blade, along traverse lines within planes normal to the blade surface, at three different radial locations, shown in Figure 20.

Starting from the highest tip-speed ratio case, shown in Figure 21, the circumferential velocity profiles (the three top sets of profiles) show that the circumferential flow remains attached over both the upper and lower surface. As also noted earlier the velocity field is relatively uncomplicated at this low wind speed. The axial velocity profiles, for the innermost location show that over the lower side the axial flow moves towards the blade surface, while over the upper side the fluid moves away from the blade surface. At the mid-blade and outer locations, because of the stronger curvature of the blade surface the axial flow direction is reversed over the lower surface near the leading edge and over the upper surface near the trailing edge. The radial velocity profiles show that for the inner and mid-blade planes the fluid is pumped outwards by the centrifugal force and along the lower surface the radial motion is very weak. At the outer plane, the radial motion conditions are reversed. The path-line plots of Figure 14 suggest that this is due to the presence of the trailing edge vortex.

At the lower tip-speed ratios for which the corresponding profiles are presented in Figures 22 and 23. The most notable difference is the reversal of the circumferential velocity over the upper surface. As a result, the thickness of the circumferential boundary layers over the upper surface of the blade is progressively increased, especially at the inner and mid-plane locations. This in turn leads to a large region of low axial velocity over the upper surface and strong radially outward motion. These profile plots confirm the complexity of the flow over the upper (downwind) side of the rotating blades at the higher wind speeds.

6.6 Turbulence Shear Stress Profiles
Figures 24 and 25 present profiles of the two components of the turbulent shear stress which include the velocity fluctuations in the axial direction, at the same locations around the blade surface, for which mean velocity profiles have been presented. These two components exert the strongest influence on the mean flow development around the blade and also on the generation of turbulence. These profiles have been predicted by a number of different turbulence models. They are only presented for a tip-speed ratio of 2.9 and $Re_\theta = 1.31 \times 10^7$, which is one of the intermediate wind speeds at which the upper surface of the blade is partially covered by the separation bubble. Since these are time-dependent flow simulations there are two contributions to the Reynolds stresses. One is the modeled contribution of the smaller scales of turbulence and is obtained from either the solution of transport equations for the turbulent stresses, or the effective viscosity approximation and the other is the resolved contribution of the large scales and it is obtained from the post-processing of the instantaneous flow field. Figure 24 and 25 present the total (continuous lines) and resolved components (broken lines).

Starting with the profiles predicted by the Gibson-Launder version of the RSM model, which is in closest agreement with the data, the profiles of both components show that the turbulent shear stress is negligible over the lower side of the blade, where the circumferential flow is largely undisturbed and there is practically no radial motion. Over the upper side where the circumferential boundary layer separates and there is a strong radial motion, both components show a significant variations which are indicative of the presence of strong turbulent structures. The turbulence levels are especially high at the mid-blade ($r/R = 63\%$) location, where these turbulent structures extend about a chord length away from the upper surface, in the downwind direction and which is consistent with the corresponding mean flow profiles. It is also noticeable that around the leading edge at the inner plane ($r/R = 30\%$) and around the trailing edge of the outer location ($r/R = 95\%$) the resolved components make a sizeable contribution to the total shear stress, which indicates the presence of resolved, large-scale unsteady structures.

The two $k - \varepsilon$ models, the high-Re and the Lien et al. [25] low-Re versions, return similar shear stress predictions. The stress levels are generally higher than those of the GL-RSM and in contrast to those of the RSM, the effective-viscosity profiles do not change sign along a traverse line. These differences arise from the insensitivity of the effective viscosity approximation to the effects of streamline curvature and strong shear as demonstrated in Choi et al [54] and Klein et al [23]. Another most notable difference between RSM and $k - \varepsilon$ predictions is the strong spike in the circumferential-axial shear stress at the leading edge of the blade. This is due to the well known predictive flaw of the effective viscosity models at the stagnation point region, explained by, among others, Craft et al [55]. The effective-viscosity models fail to return significant levels of the resolved components, certainly a lot lower than what the Gibson-Launder RSM does, which in turn suggests that they fail to resolve large-scale unsteady structures around the blade. Possibly as a result of this, at the outer location ($r/R = 95\%$) the $k - \varepsilon$ models predict a thinner region of significant turbulence levels over the upper surface.

The predictions of the SST model also differ from those of the Gibson-Lauder RSM. The shear stress profiles with the circumferential-axial fluctuations predicted by the SST suggest that at the inner and outer planes ($r/R = 30\%$ and $95\%$) these fluctuations are confined over narrower regions above the upper blade surface. The SST also predicts mostly zero resolved components, which suggest that like the other EVM models, the SST also predicts weaker three dimensional unsteady structures. Moreover, at the outer location ($r/R = 95\%$) the SST model produces a spike at the stagnation point region. The
shear stress profiles with the radial-axial fluctuations predicted by the SST, on the other hand are stronger than those of the RSM at the inner location (r/R = 30%), and weaker at the other two.

The predictions of the \( v^2 - f \) model also have their own individual features. The profiles of the circumferential-axial fluctuations returned by the \( v^2 - f \), show that at the inner and mid-plane sections (r/R = 30% and 63%) the \( v^2 - f \) model returns higher shear stress levels than the RSM at r/R = 30% and 60%, but at the outer location the \( v^2 - f \) predicted turbulent shear stresses are confined to a narrower region above the upper surface of the blade. The corresponding comparisons of the radial-axial shear stress present a similar picture.

The above comparisons show that in the presence of flow impingement, streamline curvature, strong shear and flow separation, the different categories of models respond very differently, which consequently leads to the differences in the resulting flow field predictions. The response of the Reynolds stress closure of Gibson and Launder [30] appears to be the one that most closely resembles that of the real flow.

6.7 Vortex structure
The structure of the flow departing the wind turbine blades is studied by visualising the evolution of the iso-surfaces of Q-criteria, \( Q = (1/2)(||\Omega||^2 - ||S||^2) \) with the value of \( Q = 5 \), downstream of the rotating blades. Because the meshes described in Section 5 were only intended to accurately resolve the flow around the blades and in the region immediately downstream, for this task additional computations have been carried out with the Gibson-Lauder stress transport model, using a mesh of 25M control volumes which maintains fine grid resolution for three rotor diameters downstream of the blades. Positive \( Q \) defines the flow regions having strong swirling or excess rotation rate in relation to the strain. This is illustrated in Figure 26 where the iso-surfaces computed by the Gibson-Lauder RSM at different tip-speed ratios are presented. At the highest tip-speed ratio, where as seen in Figures 14 and 21 the flow around the blade remains attached, the blade rotation causes relatively little disturbance. The one exception to this are the trailing edge vortices, which due to the blade rotation and the convectively effect of the wind follow a helical path, and persist over the entire length of the monitoring domain. The vortical structures shed from the trailing edge of the rest of the blade are fairly weak, though they increase in strength somewhat near the inner base of the blade where according to the path line plots of Figure 14, there is a corner region of flow separation.

At the intermediate speed ratios the strength of the vortical structures shed from the trailing edge of the blade is increased. This is due to the separation region formed over the upper (downwind) side of the blade, observed in Figures 15 and 16. The trailing edge vortices are also present, but, due to the stronger wind speed, the helical angle increases.

At the lower tip-speed ratios the vortical structures shed from the trailing edge of the blade further increase in strength, which is consistent with the corresponding increase in the strength of the re-circulation region over the downwind surface of the blade, but the trailing edge vortices now disappear. The path-line plots of Figure 19, show that at the lower tip-speed ratios, the re-circulation region over the downwind surface of the blade extends over the entire blade radius. As also shown in Figure 19, there is a strong radially outward motion along the entire downwind surface of the blade, which suppresses the formation of trailing edge vortices. Each of the two rotating blades consequently generates a vortex structures within a plane coming off the trailing edge of each blade, which, due to the blade rotation and the transport effect of the wind, develops a helical shape. The resulting effect is therefore that of a double helix of vortex structures, reminiscent of the DNA structure.

The complex vortical structure and the attached and separated flow can be seen in the animations of Electronic Annexes AN1P, AN1S, AN2P, AN2S, AN3P, AN3S, and AN4P, AN4S. These animations show 3D rotation of the wind turbine rotor from the pressure side view (AN1P, AN2P, AN3P, and AN4P) and also from the suction side view (AN1S, AN2S, AN3S, and AN4S) applying RSM-GL model at rotational Reynolds-number \( 1.31 \times 10^7 \) and tip-speed ratios 7.6, 3.5, 2.5, and 1.5.

6.8 Time-dependent Pressure Coefficient and Spectral Analysis
In Figure 27 we take a look at the ability of some of the unsteady RANS models tested to predict the unsteadiness of the measured pressure field. This comparison relates to a single point in the flow and a single flow case, so perhaps the comparisons between the total and resolved shear stress profiles in Figures 24 and 25 provides a more comprehensive evaluation of the models abilities to predict unsteadiness. Nevertheless, these limited comparisons between the measured and predicted time histories of wall pressure and their corresponding spectral distributions allow for a more complete assessment of the models' capabilities. More specifically, Figure 27 presents time history comparisons of the wall static pressure at a point on the trailing edge of the blade, at r/R = 0.3 and for an tip-speed ratio of 1.5 and \( Re_0 = 1.31 \times 10^7 \) and also of the corresponding spectral analysis of the fluctuations, using the Fast Fourier Transform (FFT).

Starting with the experimental data, the instantaneous pressure, on the left hand of Figure 27, shows rapid changes superimposed on longer time-scale changes, which suggests that pressure fluctuations occur over a range of frequencies. The spectral distribution that results from the Fourier transform of the instantaneous pressure measurements do confirm the
previous conclusion, showing a dominant peak in pressure fluctuations at a frequency about 3Hz and then a series of lower peaks at frequencies extending beyond 30Hz. In terms of the dimensionless Strouhal number (St = fD/U) the frequency of 3Hz corresponds to St of 1.2. In the predicted time histories of the wall pressure, all models return unsteady behaviour, but there are marked differences in the temporal variation in pressure produced by the turbulence models. The two k − ε models return almost sinusoidal temporal variations, which lead to a spectral distribution with only a single peak, located at about the same frequency as the dominant frequency in the experimental data, but not as high. The Gibson-Launder version of the RSM produces a wall pressure time history similar to that produced by the k − ε models, but with a higher peak at around 3 Hz. This suggests that at this point and wind speed the GL-RSM is only able to reproduce the dominant flow fluctuation frequency. The time history predicted by the v² − f, on the other hand, shows very strong low frequency fluctuations. As a result, the spectral distribution shows a number of erroneously high peaks for frequencies up to 12 Hz and practically no fluctuations beyond that. By contrast the SST model predicts a spectral distribution similar to that of the experiments for frequencies up to 20 Hz. This improved performance of the SST in comparison to the linear k − ε models, is probably due to the feature in this model that limits the magnitude of the turbulent viscosity in regions of strong shear. The lower turbulent viscosity in such regions makes it more likely for the predicted flow to develop instabilities. This improvement in the SST predictions is in contrast to the generally poor performance of this model when it comes to key performance parameters like the normalized power. It is perhaps an indication that single point comparisons are of limited usefulness. The two non-linear models also manage to produce spectral distributions for frequencies up to 20 Hz, reasonably close to those of the experimental data. In common with the SST model, in the non-linear models the turbulent viscosity is also reduced at higher strain rates. It is this common feature that enables both types of models to resolve a greater proportion of the pressure fluctuation spectrum. Finally the SSG version of the RSM, in contrast to the GL version over-estimates the fluctuation levels at the dominant frequency (3Hz), but, more in common with the GL version, it fails to predict significant fluctuation levels at higher frequencies.

It thus appears that the models which directly allow for strain rate to reduce the turbulent viscosity, resolve a greater proportion of the fluctuation spectrum, extending to higher frequencies. This feature alone, however, is not sufficient for the satisfactory prediction of the entire flow field.

6.9 Relevant Dimensionless Parameters

As mentioned earlier, the two dimensionless groups selected here to fully describe each case are the rotational Reynolds number and the tip-speed ratios of the blade. One of the reasons for making this selection is the expectation/hypothesis that at the level of rotational Reynolds number considered here, the flow characteristics and the resulting dimensionless flow parameters are primarily dependent on the tip-speed ratio. To explore this, a further set of simulations has been produced, using the Gibson-Launder RSM, at a rotational Reynolds number of 2.62 × 10⁷, which is twice as high as the one at which all the previous computations have been produced, and at tip-speed ratio values of 7.6, 2.9 and 1.5. The resulting comparisons between the predictions at Reθ = 2.62 × 10⁷ with those at the corresponding tip-speed ratios at Reθ = 1.31 × 10⁷, are presented in Figures 28 and 29.

Figure 28, compares the values of the two global performance parameters, namely the power coefficient and the normalised thrust at the tip-speed ratio values of 7.6, 2.9 and 1.5. These comparisons demonstrate that both these coefficients, at the same inverse tip-speed ratios, have practically identical values at the two different rotational Reynolds numbers.

Figure 29, on the other hand, focuses on the tip-speed ratio of 2.9 and compares the local flow fields around the blade, at the two rotational Reynolds numbers. While there are some minor differences in the local flow field around the blade, the main flow characteristics are essentially the same, namely a bubble of circumferential flow re-circulation over most of the upper, downwind, surface of the blade, apart from a short region near the outer blade tip, with also a strong outward radial motion. These comparisons confirm that the selection of these dimensionless groups is indeed the most appropriate and that at high rotational Reynolds numbers, the tip-speed ratio, which is effectively the angle between the rotating blade and the resultant velocity relative to it, exerts the primary influence on the flow characteristics and the values of the flow dimensionless parameters.

7. Conclusions

CFD simulations of flow around the NREL Phase VI rotor are performed employing the 3D, unsteady, parallel, finite volume flow solver, STAR CCM+. The computations are conducted for the rotor blades in an inertial frame of reference using sliding mesh technique. The study has covered a wide range of tip-speed ratios between 7.6 and 1.5 (wind speeds 5-25 m/s) and rotational Reynolds-number 1.31 × 10⁷ at 3° pitch angle and 0° yaw angle, using twelve turbulence models.

The main contribution of this study is undoubtedly in identifying which of the turbulence models currently available in widely used CFD codes, are able to provide quantitatively reliable simulations of wind-turbine flows, using the cost-effective unsteady RANS approach. Moreover, interrogation of the resulting predictions is used to advance our understanding of the flow structures present, which in turn helps to explain differences in the models’ predictive
performances. When the ratio between the wind speed and the blade tip speed is low, the aerodynamic power increases linearly with wind speed (at a fixed rotational speed) and all models predict reliably key performance parameters, like the normalized power and the power and thrust coefficients. At higher ratios between the wind speed and the blade speed, where the relationship between the aerodynamic power and the wind speed (for a fixed blade rotational speed) becomes non-linear, the predictions that result from the use of different turbulence models start to deviate. As far as the predictions of the normalized aerodynamic power are concerned, these deviations in predictions are far wider in the case of the simpler linear effective-viscosity models. Popular models of this type, like the SST \((k - \omega)\) and the \(v^2 - f\), return some of the poorest predictions, under-estimating the normalized power by as much as 50% in places. The non-linear effective-viscosity and Reynolds stress transport models show narrower predictive deviations, making them a safer choice. In particular, the Gibson-Launer version of the Reynolds stress model, a high-Reynolds number model, and also the two high-Re versions of the non-linear effective viscosity model (quadratic and cubic) are the most reliable. Among the linear effective-viscosity models tested, the Lien et al low-Re \(k - \varepsilon\) and the high-Re version of the realisable \(k - \varepsilon\), though not as faithful as the three more refined models identified above, also produce reliable predictions. More extensive comparisons of profiles of the local pressure coefficient also confirm the above conclusions on the suitability of the turbulence models tested.

Examination of the predicted flow fields shows that at low wind speeds, relative to the blade tip speed, the circumferential flow remains attached on both sides of the rotating blade. And a circumferential vortex is formed at the blade tip, similar to the wing tip vortex of aircraft wings. It is because of the uncomplicated nature of the flow field over this range that all turbulence models tested have been able to produce reliable predictions. At higher wind speeds to blade tip speed ratios, a flow re-circulation (in the circumferential direction) bubble is formed over the downwind surface of the blade, initially confined to the innermost location and the trailing edge region. As the wind speed increases further, the separation bubble expands in both the radial and circumferential directions to cover the entire downwind surface of the blade. Because in absolute terms the fluid within the separation bubble rotates with the same angular velocity as the blade, the centrifugal force drive the fluid within the separation bubble outwards. When the separation bubble extends over the entire blade surface, this outward motion suppresses the formation of the tip vortex. The flow field is evidently more complex in this operating range, with strong shear, streamline curvature, body force and impingement effects. Consequently, most turbulence models, especially those relying on the linear effective viscosity approximation, are unable to return the correct flow development at this operating range.

Limited investigation of the time histories of the wall pressure measurements has shown that the pressure fluctuations have a dominant peak at a frequency of 3Hz, which corresponds to a Strouhal number of 1.2 and smaller peaks at higher frequencies, up to 30Hz. All the RANS models used to simulate these flows as time-dependent are able to predict the dominant, low-frequency peak in pressure fluctuations but only non-linear effective viscosity models and the SST model, in which the turbulent viscosity is reduced in regions of strong shear, return some of the higher frequency peaks.

A limited parametric study, suggests that at the range of rotational Reynolds number for which the NERL VI experiments have been carried out, the flow characteristics, and the values of the dimensionless performance parameters are primarily determined by the value of the tip speed ratio.

It has thus been demonstrated that, provided that the right advanced turbulence models are used, the cost-effective method of unsteady RANS can be used to provide quantitatively reliable predictions of the flow around the wind turbine blades, in the downstream wake, and also the dominant frequency of the pressure fluctuations, all of which are critical to the development of more efficient and durable designs.
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Appendix A. Description of turbulence models

For the turbulence models employed in this study, the transport equations and other relationships with their constants are given in this appendix.

A.1. S(k – $\varepsilon$)HR, (k – $\varepsilon$)LHRNQ, and (k – $\varepsilon$)LHRNC model

The transport equations for $k$ and $\varepsilon$ for these three models are given in equations (9) & (10) respectively. The Reynolds stresses for S(k – $\varepsilon$)HR, (k – $\varepsilon$)LHRNQ & (k – $\varepsilon$)LHRNC models are computed by equation (5), (7) & (8) respectively. The eddy viscosity for the three models is defined by equation (6).

The coefficients for S(k – $\varepsilon$)HR are:

$C_{e1} = 1.44, C_{e2} = 1.92, C_\mu = 0.09, \sigma_k = 1.0, \sigma_\varepsilon = 1.3, C_\varepsilon = 1.0$

The same coefficients except $C_\mu$ are used for (k – $\varepsilon$)LHRNQ & (k – $\varepsilon$)LHRNC models.

and $C_\mu$ now becomes:

$$C_\mu = C_{a0}(C_{a1} + C_{a2} k/\varepsilon \sqrt{S_{ij}S_{ij}} + C_{a3} k/\varepsilon \sqrt{\Omega_{ij}\Omega_{ij}})$$

(17)

The remaining coefficients for (k – $\varepsilon$)LHRNQ & (k – $\varepsilon$)LHRNC models are:

$$C_1 = 0.75/(1000 + (k/\varepsilon \sqrt{S_{ij}S_{ij}})^3)C_\mu, C_2 = 3.75/(1000 + (k/\varepsilon \sqrt{S_{ij}S_{ij}})^3)C_\mu$$

$$C_3 = 4.75/(1000 + (k/\varepsilon \sqrt{S_{ij}S_{ij}})^3), C_\mu, C_4 = -10C_{\mu}, C_5 = -2C_{\mu}^2$$

(18)

A.2. R(k – $\varepsilon$)HR & R(k – $\varepsilon$)TL models

The transport equation for $k$ is presented in equation (9) and for $\varepsilon$ is defined as:

$$\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho U_j \varepsilon)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ (\mu + \mu_t) \frac{\partial \varepsilon}{\partial x_j} \right] + C_{\varepsilon 2} S \varepsilon - \frac{\varepsilon}{k + \sqrt{\varepsilon}} C_{\varepsilon 3} \nu \varepsilon$$

(19)

and

$$C_\mu = \frac{1}{A_0 + A_1 U^{(c)} \frac{k}{\varepsilon}}$$

(20)

where

$$U^{(c)} = \sqrt{S_{ij}S_{ij} - \Omega_{ij} \Omega_{ij}}, A_s = \sqrt{6} \cos \phi, \phi = \frac{1}{3} \cos^{-1}(\sqrt{6} W), W = \frac{S_{ij} S_{kj} S_{ki}}{(\sqrt{S_{ij} S_{ij}})^3}, A_0 = 4.0$$

(21)

the coefficient $C_{e1}$ is expressed as:

$$C_{e1} = \max(0.43, \eta/5 + \eta)$$

(22)

where $\eta = S k / \varepsilon$, and the rest of the coefficients are: $C_{e2} = 1.9, \sigma_k = 1.0, \sigma_\varepsilon = 1.2$.

For Two-layer formulations, the transport equation of $k$ (equation (9)) is applied for inner and outer layers, while for $\varepsilon$ the transport equation (19) is only applied for the outer layer because of using algebraic equation for the outer layer, defined as:

$$\varepsilon = k^{3/2}/l_\varepsilon$$

(23)

The merging function suggested by Jongen [42] is:

$$\lambda = 0.5[1 + \tanh((Re_y - Re_y^*)/A)]$$

(24)
Re\textsubscript{\textgamma}'\textsuperscript{*} specifies the limit of applicability of the two-layer formulation. A value of Re\textsubscript{\textgamma}' = 60 is used in the code. The width of the merging function is determined by the constant A. By giving a width such that the value of \lambda is within 1\% of its value far from a wall for a given difference of \Delta Re\textsubscript{\textgamma}, the following relation between A and \Delta Re\textsubscript{\textgamma} is obtained: 
\[
A = \frac{|\Delta Re_{\gamma}|}{\tanh^{-1}(0.98)}
\]
and \Delta Re\textsubscript{\textgamma} = 10.

The transport equations are employed to compute \(A\).

The same coefficients are used for \(C\) and \(\theta\) eddy viscosity model of Wolfstein [41] except \(C_{\mu}\) which is defined in equation (13).

The length scale is defined by the one-equation model of Wolfstein [41] is:
\[
l_e = c_3y\left[1 - \exp\left(\frac{Re_{\gamma}}{A_e}\right)\right]
\]
where \(A_e = 2c_1, c_1 = \kappa C_{\mu}^{-3/4}, C_{\mu} = 0.09,\) and \(\kappa = 0.42\).

The turbulent viscosity for the inner layer is defined as:
\[
\mu_t/\mu = \frac{Re_{\gamma}C_{\mu}^{1/4}\kappa\left[1 - \exp\left(-\frac{Re_{\gamma}}{70}\right)\right]}{\mu}.
\]

The merging function of the eddy viscosity from both the \((k-\varepsilon)\) and two-layer models is:
\[
\mu_t = \lambda \mu_t|_{k-\varepsilon} + (1 - \lambda)\mu(\mu_t/\mu)_{2layer}
\]

### A.3. \((k-\varepsilon)LLR \& (k-\varepsilon)LLRNQ models\)

The transport equation for \(k\) is the same as in equations (9), and for \(\varepsilon\) is defined as:
\[
\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho U_j \varepsilon)}{\partial x_j} = \frac{1}{T} \left[ C_{\varepsilon_1}(P_k + P') - C_{\varepsilon_2} f_2 \rho \varepsilon \right] + \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right]
\]
where \(P'\) is an additional production term, given by equation (12).

\(f_2\) is a damping function, defined as:
\[
f_2 = 1 - 0.3\exp(Re_{\gamma}^2)
\]
where Re\textsubscript{\textgamma} and Re\textsubscript{\textepsilon} are turbulence Reynolds number, in which Re\textsubscript{\textgamma} is given by equation (25), and Re\textsubscript{\textepsilon}:
\[
Re_{\varepsilon} = \frac{k^2}{\varepsilon}\nu
\]
the eddy-viscosity is defined in equation (6) with the damping function \(f_\mu\) given in equation (13).

and the constants are:
\[
C_{d1} = 0.091, C_{d2} = 0.0042, C_{d3} = 0.00011
\]

The coefficients for \((k-\varepsilon)LLR\) model are:
\[
C_{\varepsilon_1} = 1.44, C_{\varepsilon_2} = 1.92, C_{\mu} = 0.09, \sigma_k = 1.0, \sigma_\varepsilon = 1.3, C_t = 1.0
\]

The same coefficients are used for \((k-\varepsilon)LLRNQ\) except \(C_{\mu}\) which is defined in equation (19).

### A.4. Shear Stress Transport SST \((k-\omega)\) Model

The following transport equations are employed to compute \(k\) and \(\omega\):

\[
Re_{\textsubscript{\textgamma}} = \sqrt{k}y/\nu
\]
y is the normal distance to the wall.

The length scale is defined by the one-equation model of Wolfstein [41] is:

\[
l_e = c_3y\left[1 - \exp\left(\frac{Re_{\gamma}}{A_e}\right)\right]
\]
where \(A_e = 2c_1, c_1 = \kappa C_{\mu}^{-3/4}, C_{\mu} = 0.09,\) and \(\kappa = 0.42\).

The turbulent viscosity for the inner layer is defined as:
\[
\mu_t/\mu = \frac{Re_{\gamma}C_{\mu}^{1/4}\kappa\left[1 - \exp\left(-\frac{Re_{\gamma}}{70}\right)\right]}{\mu}.
\]

The merging function of the eddy viscosity from both the \((k-\varepsilon)\) and two-layer models is:
\[
\mu_t = \lambda \mu_t|_{k-\varepsilon} + (1 - \lambda)\mu(\mu_t/\mu)_{2layer}
\]
\[
\frac{\partial (\rho k)}{\partial t} + \frac{\partial}{\partial x_j} (\rho U_j k) = P_k - \rho \beta^* \omega k + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_k \mu_t) \frac{\partial k}{\partial x_j} \right] 
\]

(32)

\[
\frac{\partial (\rho \omega)}{\partial t} + \frac{\partial}{\partial x_j} (\rho U_j \omega) = P_\omega - \rho \beta \omega^2 + D_\omega + \frac{\partial}{\partial x_j} \left[ (\mu + \sigma_\omega \mu_t) \frac{\partial \omega}{\partial x_j} \right] 
\]

(33)

the production of \( \omega \) is defined as:

\[
P_\omega = \rho \gamma \left( S^2 - \frac{2}{3} \left( \frac{\partial U_j}{\partial x_j} \right)^2 - \frac{2}{3} \omega \frac{\partial U_j}{\partial x_j} \right) 
\]

(34)

the term \( D_\omega \) is a cross-derivative term, described as:

\[
D_\omega = 2(1 - F_1) \rho \sigma_\omega \frac{1}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j} 
\]

(35)

\( F_1 \) is the blending function given as a function of the distance to the wall as:

\[
F_1 = \tanh[arg_1^4] 
\]

(36)

with

\[
arg_1 = \min \left( \max \left( \sqrt{k/0.09 \omega y}, 500 \nu/\gamma^2 \omega \right), \frac{2k}{\gamma^2 CD_{k\omega}} \right) 
\]

(37)

Where

\[
CD_{k\omega} = \max \left( \frac{1}{\omega} \frac{\partial k}{\partial x_j} \frac{\partial \omega}{\partial x_j}; 10^{-20} \right) 
\]

(38)

The coefficients in the model are calculated from the blending function \( F_1 \), such that each coefficient \( \phi \) is defined as:

\[
\phi = F_1 \phi_1 + (1 - F_1) \phi_2 
\]

(39)

where \( \phi_1 \) for values from \((k - \omega)\) model and \( \phi_2 \) for \((k - \varepsilon)\) model. The coefficients of Set 1 (\( \phi_1 \)) are:

\[
\beta_1 = 0.075, \sigma_{k1} = 0.85, \sigma_{\omega1} = 0.5, \kappa = 0.41, \gamma_1 = \beta_1 / \beta^* - \sigma_{\omega1} \kappa^2 / \sqrt{\beta^*} 
\]

The coefficients of Set 2 (\( \phi_2 \)) are:

\[
\beta_2 = 0.0828, \sigma_{k2} = 1.0, \sigma_{\omega2} = 0.856, \kappa = 0.41, \gamma_2 = \beta_2 / \beta^* - \sigma_{\omega2} \kappa^2 / \sqrt{\beta^*} 
\]

and in both Set 1 and Set 2:

\[
\beta^* = 0.09, \alpha^* = 1.0 
\]

The turbulent viscosity is defined as:

\[
\mu_t = \rho k \min[\alpha^*/\omega, \alpha_t/CF_2] 
\]

(40)

where \( S \) is the mean strain rate given as:

\[
S = \sqrt{2S_{ij} S_{ij}} 
\]

(41)

and \( F_2 \) is the second blending function given as:

\[
F_2 = \tanh[arg_2^2] 
\]

(42)

with
arg_2 = max(2\sqrt{k/\beta \omega y}, 500v/y^2\omega) \tag{43}

and a_1 = 0.31.

A.5. $v^2 - f (k - \omega)$ Model

Here again the transport equation of $k$ is the same as equation (9), and for the specific dissipation rate $\varepsilon$, the normal velocity fluctuating $v^2$, and the elliptic function $f$ are:

$$
\frac{\partial (\rho \varepsilon)}{\partial t} + \frac{\partial (\rho U_j \varepsilon)}{\partial x_j} = \rho C_{e1} \left(1 + a \sqrt{k/v^2} \right) \frac{P_k}{T} - \rho C_{e2} \frac{\varepsilon^2}{k} + \frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_t}{\sigma_k} \frac{\partial \varepsilon}{\partial x_j} \right] \tag{44}
$$

$$
\frac{\partial (\rho v^2)}{\partial t} + \frac{\partial (\rho U_j v^2)}{\partial x_j} = \rho \min \left\{ kf, - \frac{1}{T} \left[ (C_1 - 6)v^2 - \frac{2k}{3} (C_1 - 1) \right] + C_2 P_k \right\} - \frac{6\rho v^2 \varepsilon}{k} + \frac{\partial}{\partial x_j} \left[ \mu + \frac{\mu_t}{\sigma_k} \frac{\partial v^2}{\partial x_j} \right] \tag{45}
$$

$$
\frac{\partial}{\partial x_j} \left[ L^2 \frac{\partial f}{\partial x_j} \right] - f + \frac{1}{T} (C_1 - 1) \left( \frac{2}{3} \frac{v^2}{k} \right) + C_2 \frac{C_{\mu g^2} v^2 S^2}{\varepsilon} + \frac{5v^2}{kT} + S_f = 0 \tag{46}
$$

The turbulent viscosity is defined as:

$$
\mu_t = \rho T \min \left(C_{\mu \text{std}} k, C_{\mu g^2} \overline{v^2} \right) \tag{47}
$$

The turbulent length scale is given as:

$$
L = C_L \max \left\{ \min \left(k^{3/2}/\varepsilon, k^{3/2}/\sqrt{3C_{\mu g^2} \overline{v^2} S} \right), C_\eta (v^3/\varepsilon)^{1/4} \right\} \tag{48}
$$

and the turbulent time scale is described as:

$$
T = \max \left(k/\varepsilon, C_t \sqrt{v/\varepsilon}\right) \tag{49}
$$

The model coefficients are:

$a = 0.045, C_{e1} = 1.4, C_{e2} = 1.9, C_{\mu \text{std}} = 0.09, C_{\mu g^2} = 0.22, \sigma_k = 1.0,$

$\sigma_\varepsilon = 1.3, C_1 = 1.4, C_2 = 0.3, C_\eta = 70.0, C_t = 6.0, C_L = 0.23.$

A.6. Reynolds Stress Model-Gibson and Launder RSM-GL

The linear pressure-strain correlation of $\phi_{ij}$ in RSM-GL consists of for main terms as:

$$
\phi_{ij} = \phi_{ij,1} + \phi_{ij,2} + \phi_{ij,w1} + \phi_{ij,w2} \tag{50}
$$

$$
\phi_{ij,1} = -C_{s1} \rho \frac{e}{k} \left[ \overline{u_i u_j} - (2/3) \delta_{ij} \right] \tag{51}
$$

$$
\phi_{ij,2} = -C_{s2} \left[ P_{ij} - (1/3) \delta_{ij} P_{kk} \right] \tag{52}
$$

$$
\phi_{ij,w1} = C_{1w} e/k \left( \overline{u_k u_m n_k n_m \delta_{ij}} - 3/2 \overline{u_i u_k n_j n_k} - 3/2 \overline{u_j u_k n_i n_k} \right) f_w \tag{53}
$$

$$
\phi_{ij,w2} = C_{2w} \left( \phi_{km,2} n_k n_m \delta_{ij} - 3/2 \phi_{ik,2} n_j n_k - 3/2 \phi_{jk,2} n_i n_k \right) f_w \tag{54}
$$

$$
f_w = \min (k^{3/2}/C_{t,ed}, 1.4) \tag{55}
$$

where $d$ is the normal distance to the wall, $n_k$ is the $x_k$ component of the unit normal to the wall, and the model coefficients are:
A.7. Reynolds Stress Model-Speziale, Sarkar and Gatski RSM-SSG

The quadratic pressure-strain correlation of $\phi_{ij}$ in RSM-SSG is:

$$\phi_{ij} = -\left(C_{1} \phi C_{2} p_{kk}\right) b_{ij} + \left(C_{2} \phi C_{3} p_{kk}\right) \rho k S_{ij} + \left(C_{3} \phi C_{4} p_{kk}\right) \rho k S_{ij} + C_{r3} \rho k (b_{ik} S_{jk} + b_{jk} S_{ik} - 2/3 b_{mm} S_{mm} \delta_{ij}) + C_{r2} \rho k (b_{ik} \Omega_{jk} + b_{jk} \Omega_{ik})$$

where $b_{ij}$ is the Reynolds stress anisotropy tensor which is defined as:

$$b_{ij} = \frac{\overline{u_i' u_j'}}{k} - \frac{2}{3} \delta_{ij}$$

and the constants are:

$$C_{r1} = 1.7, C_{r4} = 0.45, C_{r2} = 1.05, C_{r3} = 0.8, C_{r5} = 0.65, C_{r1} = 0.625, C_{r2} = 0.2.$$  
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Table 1: List of Turbulent models investigated in the present study.

<table>
<thead>
<tr>
<th>Eddy-Viscosity Models (EVM)</th>
<th>Model Naming Convention</th>
<th>Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S((k - \varepsilon)HR)</td>
<td>1</td>
<td>Standard((k - \varepsilon))High-Reynolds-number [24]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)LHRNQ)</td>
<td></td>
<td>((k - \varepsilon))Lien High-Reynolds-number Non-linear Quadratic [24, 25]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)LHRNC)</td>
<td></td>
<td>((k - \varepsilon))Lien High-Reynolds-number Non-linear Cubic [24, 25]</td>
</tr>
<tr>
<td></td>
<td>R((k - \varepsilon)HR)</td>
<td>2</td>
<td>Realizable((k - \varepsilon))High-Reynolds-number [26]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)TL)</td>
<td></td>
<td>Realizable((k - \varepsilon))Two-Layer [26]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)LLR)</td>
<td>3</td>
<td>((k - \varepsilon))Lien Low-Reynolds-Number [25]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)LLRNQ)</td>
<td></td>
<td>((k - \varepsilon))Lien Low-Reynolds-Number Non-linear Quadratic [25]</td>
</tr>
<tr>
<td></td>
<td>((k - \varepsilon)TLLNQ)</td>
<td></td>
<td>((k - \varepsilon))Two-Layer Lien Non-linear Quadratic [25]</td>
</tr>
<tr>
<td></td>
<td>SST((k - \omega))</td>
<td>4</td>
<td>Shear Stress Transport SST((k - \omega)) [27]</td>
</tr>
<tr>
<td></td>
<td>(v^2 - f(k - \varepsilon))</td>
<td>5</td>
<td>(v^2 - f(k - \varepsilon)) Low-Reynolds-number [28, 29]</td>
</tr>
<tr>
<td>Reynolds stress models</td>
<td>RSM-GL</td>
<td>6</td>
<td>Reynolds Stress Model-Gibson and Launder [30]</td>
</tr>
<tr>
<td></td>
<td>RSM-SSG</td>
<td>7</td>
<td>Reynolds Stress Model-Speziale, Sarkar and Gatski [31]</td>
</tr>
</tbody>
</table>

Figure 1: Examples of Chimera and sliding mesh approaches

Figure 2: NREL Phase VI rotor blade geometry model
Figure 3: computational domain

Figure 4: Grid distribution on the blade surface.

Figure 5: Blocking strategy for the cylindrical part grids and grid on slice through plane of rotation.

Figure 6: O-grid around the blade and on the blade tip and close up of leading- and trailing edges.

Figure 7(a): Power and thrust for tip-speed ratios 7.6 and 2.2 vs. several mesh sizes using the linear low-Re $k-\varepsilon$, LLR model.

Figure 7(b): Local pressure coefficient at $r/R = 0.3$ and TSR of 7.6 and 2.2, several mesh sizes using the linear low-Re $k-\varepsilon$, LLR model.
Figure 8(a): The $y^*$ contour of the nodes in the vicinity of (i) the suction side of the blade surface and (ii) the pressure side of the blade surface, for the grids selected for low-Reynolds-number models at the lowest tip-speed ratio or wind-speed 25m/s.

Figure 8(b): The $y^*$ contour of the nodes in the vicinity of (i) the suction side of the blade surface and (ii) the pressure side of the blade surface, for the grids selected for high-Reynolds-number models at the lowest tip-speed ratio or wind-speed 25m/s.
Table 2: The range of wind speeds and corresponding tip-speed ratios included in the present study

<table>
<thead>
<tr>
<th>Wind Speeds (m/s)</th>
<th>5</th>
<th>9</th>
<th>11</th>
<th>13</th>
<th>15</th>
<th>17</th>
<th>22</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>tip-speed ratio (TSR)</td>
<td>7.6</td>
<td>4.2</td>
<td>3.5</td>
<td>2.9</td>
<td>2.5</td>
<td>2.2</td>
<td>1.7</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Figure (9a): Power coefficient at different inverse tip-speed ratios using (i) linear EVM and (ii) non-linear EVM and RSM.

Figure 9b: Aerodynamic normalised power vs inverse tip-speed ratio at rotational Reynolds-number \( Re_\theta = 1.31 \times 10^7 \) using (i) linear EVM, and (ii) non-linear EVM and RSM.
Figure 10: Normal force coefficients for different tip-speed ratios and rotational Reynolds number $Re_\theta = 1.31 \times 10^7$ at 5 radial sections using several turbulence models.
Figure 11: Pressure coefficient for tip-speed ratios 7.6 and 4.2 on 5 blade sections using different turbulence models at rotational Reynolds-number $Re_\theta = 1.31 \times 10^7$. 

[Diagram showing pressure coefficients for different blade sections with r/R values of 30%, 47%, 63%, 80%, and 95% and TSR values of 7.6 and 4.2. The diagrams compare the performance of different turbulence models (RSM-GL, RSM-SSG, (k-\epsilon)LHRNQ, (k-\epsilon)LHRNC, (k-\epsilon)LLRNQ, (k-\epsilon)TLLNQ, R(k-\epsilon)HR, S(k-\epsilon)HR, (k-\epsilon)LLR, R(k-\epsilon)TL, V2F(k-\epsilon), SST(k-w)).]
Figure 12: Pressure coefficient for tip-speed ratios 3.5 and 2.9 on 5 blade sections using different turbulence models at rotational Reynolds-number $Re_\theta = 1.31 \times 10^7$. 

$\Omega_r$ — Angular Velocity 

$U_\infty$ — Free Stream Velocity
Figure 13: Pressure coefficient for tip-speed ratios 2.5 and 1.5 on 5 blade sections using different turbulence models at rotational Reynolds-number $Re_\theta = 1.31 \times 10^7$. 
Figure 14: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 7.6 and three turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 
Figures 15: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 4.2 and six turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 
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Figures 16: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 3.5 and six turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 
Figures 17: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 2.9 and six turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 

$$\text{RSM} - \text{GL} \quad \text{TSR} = 2.9$$
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$$\text{SST(k-w)} \quad \text{TSR} = 2.9$$
Figures 18: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 2.5 and six turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 
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Figures 19: Instantaneous flow path lines on the upper (downwind) side of the blade and five spanwise sections for tip-speed ratio 1.5 and six turbulence models at rotational Reynolds-number $1.31 \times 10^7$. 
Figure 20: Views from the tip of the rotor blade show traverse lines within planes normal to the blade surface at three sections (A) $r/R=30\%$, (B) $r/R=63\%$, and (C) $r/R=95\%$. The traverse lines
Figure 21: Profiles of the normalised relative (to the rotating blade) velocity at three sections (A) $r/R=30\%$, (B) 63\%, and (C) 95\% using RSM-GL for tip-speed ratio 7.6 and rotational Reynolds-number $Re_\theta = 1.31 \times 10^7$. 
Figure 22: Profiles of the normalised relative (to the rotating blade) velocity at three sections (A) \( r/R = 30\% \), (B) 63\%, and (C) 95\% using RSM-GL for tip-speed ratio 2.9 and rotational Reynolds-number \( Re_\theta = 1.31 \times 10^7 \).
Figure 23: Profiles of the normalised relative (to the rotating blade) velocity at three sections (A) r/R=30%, (B) 63%, and (C) 95% using RSM-GL for tip-speed ratio 1.5 and rotational Reynolds-number $1.31 \times 10^7$. 
Figure 24: Normalised total (continuous curves) and resolved (broken curves) shear stresses $\overline{u'\theta'v'/U_∞^2}$ profiles at three sections (A) $r/R=30\%$, (B) 63\%, and (C) 95\% for various models compared to the corresponding RSM-GL for tip-speed ratio 2.9 and $Re_θ = 1.31 \times 10^7$. 
Figure 25: Normalised total (continuous curves) and resolved (broken curves) shear stresses $\overline{u_\theta' u_\theta'}/U^2_\infty$ profiles at three sections (A) $r/R=30\%$, (B) $63\%$, and (C) $95\%$ for various models compared to the corresponding RSM-GL for tip-speed ratio $2.9$ and $Re_\theta = 1.31 \times 10^7$. 
Figure 26: Comparison of vortex structures based on isosurfaces of Q-criteria (Q = 5.0) by GL-RSM models at four tip-speed ratios and rotational Reynolds-number $1.31 \times 10^7$. 
Figure 27: (A) CP transient with (B) corresponding frequency spectra at TSR = 7.6 for point CP1 on the trailing-edge of section r/R=30% using different turbulence models.

Figure 28: Comparisons of power coefficient and normalised at $Re_\theta = 1.31 \times 10^7$ and $Re_\theta = 2.62 \times 10^7$. 
Figure 29: Comparisons of flow field around the blade at $Re_\theta = 1.31 \times 10^7$ and $Re_\theta = 2.62 \times 10^7$. 