Abstract—This paper analyzes the performance of energy-constrained dual-hop amplify-and-forward (AF) relaying systems with multi-antenna nodes, in the presence of multiple co-channel interferers (CCI) at the destination. To maximize the overall signal-to-interference-plus-noise ratio (SINR) as well as the harvested energy so as to mitigate the severe effects of fading and enable long-distance wireless power transfer, hop-by-hop information and energy beamforming is proposed where the transmitted signal is steered along the strongest eigenmode of each hop. The wirelessly powered relay scavenge energy from the source information radio-frequency (RF) signal through energy beamforming, where both the time-switching receiver (TSR) and power-splitting receiver (PSR) are considered, then uses the harvested energy to forward the source message to the destination. To this end, tight lower and upper bound expressions for the outage probability and ergodic capacity are presented in closed-form. These are employed to investigate the throughput of the delay-constrained and delay-tolerant transmission modes. In addition, the asymptotic high signal-to-noise ratio (SNR) outage probability and ergodic capacity approximations are derived, where the achievable diversity order is also presented. Numerical results sustained by Monte Carlo simulations show the tightness of the proposed analytical expressions. The impact of various parameters such as energy harvesting time, power-splitting ratio, source transmit power and the number of antennas on the system throughput is also considered.
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I. INTRODUCTION

Conventional wireless information transmission systems have a limited viable lifetime and require periodic battery recharging or replacement, which besides being costly, it can be undesirable or sometimes not feasible. Energy harvesting techniques, which rely on external natural resources such as solar and wind energy, have attracted a lot of research attention due to its ability to prolong the life time of wireless communication systems. However, the naturally harvested energy is random and highly dependent on the weather conditions, thus, impinging on the whole reliability of wireless communications. Recently, wireless power transfer (WPT) is introduced to overcome such problem, where energy is harvested through ambient radio-frequency (RF) signals [1]–[6].

Due to practical circuit limitations, the receiver can not decode information and harvest energy from the same signal. Therefore, different wireless information and power transfer (WIPT) architectures have been proposed in the literature (see e.g., [1], [2], [7], [8]), namely, time-switching receiver where the receiver switches over time between information decoding and energy harvesting, power-splitting receiver where the receiver splits the signal into two portions, one for information decoding and the other for harvesting energy, and antenna-selection receiver in the case of multiple transmit antennas where a subset of the available antennas is used for information decoding while the remaining set is used for energy harvesting. The optimal switching, splitting, or selection ratio which maximizes the overall system throughput is selected.

More recently, wireless information transfer and energy harvesting in the context of cooperative relaying systems received a great deal of attention, where an intermediate relay with limited battery reserves which relies on external charging mechanism in order to assist in delivering the source signal to the destination. The work in [4] investigated the throughput performance of delay-limited and delay-tolerant transmission modes, for an amplify-and-forward (AF) relaying systems, where both time-switching and power-splitting receivers are considered. The work in [4] was extended in [9] by assuming nakagami-m fading channels, and including co-channel interference at the relay and destination nodes. In [3], a decode-and-forward (DF) relaying system with co-channel interference at the relay is considered, where the energy constrained relay harvests energy from both, the received information signal and the co-channel interference signals, whereby the throughput performance of time-switching and power-splitting receivers are studied. The authors in [10] addressed several power allocation strategies where multiple source-destination pairs communicate with each other with the help of energy harvesting relay. The performance analysis of relay selection in a wireless powered cooperative relays has been studied in [11], [12]. Meanwhile, in the context of full-duplex (FD) relaying, the authors in [13] proposed exploiting both antennas at the FD relay (i.e., the receive and transmit antennas) to increase the harvested energy during the power transfer period using the time switching receiver, thus resulting in an improved overall system throughput. However, all these works are limited to single antenna nodes and therefore face numerous challenges. For instance, owing to the fact that wireless power transfer is highly sensitive to channel fading and path loss, wireless information and power transfer systems are more susceptible to multipath channel fading and path loss when compared to the
conventional self-powered wireless information transmission. Hence, resulting in an extremely short power transfer distance.

The benefits of transmit and receive diversity in wireless information and power transfer are twofold, in addition to combating the severe effects of multipath fading as in the traditional wireless information transmission, it improves the scavenged energy as it also benefits from spatial energy beamforming [1], i.e., steering the transmitted information and/or energy signal along the strongest eigenmodes of the multiple-input multiple-output (MIMO) source → relay and relay → destination channels in order to maximize the overall signal-to-interference-plus-noise ratio (SINR). In the conventional point to point communication, the performance limit of MIMO systems with separated and co-located information processing and energy harvesting receivers are investigated in [14]. The authors in [15] and [16] studied the performance analysis of a wireless powered single antenna user communicating with a multi-antenna hybrid access point, where energy is scavenged from RF signal through energy beamforming. In [17], the performance analysis of a wireless powered multi-antenna relay is considered, where different linear processing schemes are presented for the power-splitting relay receiver. Closed-form lower and upper bounds are derived for the outage probability and ergodic capacity, respectively. On the other hand, in the context of FD relaying, to improve the overall system throughput, the authors in [18] proposed that the relay is operated in the HD mode during the first half of the block time, and in the FD mode during the second half of the block time, where the loopback self-interference is used as a source of additional energy besides the source signal. However, in all previous relaying system set-ups, one or more terminals are limited to single antenna structure. To the best of the authors knowledge, the performance analysis of hop-by-hop information and energy beamforming, where the source and relay perform eigenmode beamforming, in MIMO cooperative relaying systems has not been investigated yet.

In this paper, motivated by the above mentioned limitations, we investigate the performance analysis of MIMO relaying systems with an energy-constrained AF half-duplex (HD) relay in the presence of multiple interferers at the destination, where hop-by-hop energy and information beamforming are utilized to maximize the harvested energy as well as the overall received SINR, where both the time-switching receiver (TSR) and power-splitting receiver (PSR) are considered. In this paper, we examine the general situation where each node can have an arbitrarily multiple antennas, including multiple co-channel interferers (CCI) at the destination, where we jointly design the precoding and decoding at the source, relay, and destination in order to maximize the overall SINR.

The main contributions of this paper are summarized as follows:

1) The optimization problem for the design of source, relay, and destination precoding and/or decoding weight vectors which maximizes the overall signal-to-interference-plus-noise ratio (SINR) is formulated, then a sub-optimal solution based on the added receive zero-forcing (ZF) constraint (null space projection designed to completely suppress the CCI at the destination) is proposed for the second-hop, through which a transmit and receive beamforming weight vectors are derived and used to present a closed-form overall SINR.

2) As the performance analysis of the derived exact overall SINR is a challenging mathematical problem due to the presence of high correlation between the first-hop and second-hop SNRs, and the complicated statistics of the second-hop SNR, and as far as a closed-form outage probability and ergodic capacity expressions are concerned, a simpler mathematically tractable overall SINR upper-bound is proposed.

3) A new closed-form expression for the outage probability of the proposed overall SINR upper-bound is derived, where it is shown to be a tight lower-bound to the outage probability for the exact overall SINR. In addition, an asymptotically exact outage probability lower-bound expression is derived, by which the characterization of high SNR outage probability show that the achievable diversity order is min \( \left( N_S N_R, N_R (N_D - M) \right) \).

4) A new closed-form approximate ergodic capacity expression for the proposed overall SINR upper-bound is derived. Besides, a tight closed-form lower-bound ergodic capacity expression for the proposed overall SINR upper-bound is also presented. These expressions are shown to be tight over the entire SNR range of interest, and become exact as the SNR and/or number of antennas approaches infinity (i.e., the asymptotic results of these expressions are exact).

The structure of the rest of the paper is as follows. In section II, we introduce the system and channel model. In section III, the instantaneous overall SINR is addressed. In section IV, the performance analysis is considered. Numerical results are provided in section V. Finally, section VI concludes the paper.

II. THE SYSTEM AND CHANNEL MODEL

We consider a dual-hop amplify-and-forward wirelessly powered relay system with multi-antenna terminals, where a source \( S \) with \( N_S \) transmitting antennas is communicating with a destination \( D \) with \( N_D \) receiving antennas through an energy-constrained relay \( R \) with \( N_R \) antennas, in the presence of \( M \) co-channel interferers (CCI) at the destination\(^1\) as depicted in Fig. 1(a). Throughout this paper, the following assumptions are considered: 1) It is assumed that the source does not have a direct link to the destination due to heavy path loss and shadowing (i.e., the direct link is assumed to be in deep fade). 2) A single half-duplex AF relay is considered, where communications take place in two orthogonal channels as the relay can not receive and re-transmit information at the same time over the same frequency due to the inherent half-duplex relaying transmission constraint. 3) Channels are modeled as quasi-static block flat fading and remain constant over the block time \( T \), and varies independently and identically from one block to the next. The source \( S \) → relay \( \left( S \rightarrow R \right) \)

\(^1\)As far as a closed-form performance analysis expression is concern, the problem of incorporating CCI at the relay is ignored in this paper due to the challenging mathematical tractability of the resultant overall SINR. Note that our analysis could be seen as a bound to the case where CCI is considered at the relay.
channel $H_1$ with $N_R \times N_S$ matrix, the relay $\rightarrow$ destination ($R \rightarrow D$) channel $H_2$ with $N_D \times N_R$ matrix, and the $i^{th}$ interferer channel at the destination $g_i$ with $N_D \times 1$ vector represent small scale fading with entries follow independent and identically distributed (i.i.d.) random variables distributed according to $CN(0, 1)$. Full channel state information (CSI) of the $S \rightarrow R$ channel $H_1$ is assumed to be available at the source and the relay, while full CSI of the $R \rightarrow D$ channel $H_2$ and the $i^{th}$ interferer channel $g_i$ with $i = 1, \ldots, M$ are assumed to be available at the relay and destination. 4) The relay is an energy-constrained and relies on energy harvested from the source energy signal in order to assist communication between the source and destination nodes.

In this paper, the performance of both TSR and PSR are investigated, assuming that the relay has no external power supply and all harvested energy from the received signal at every block time $T$ is consumed by the relay to forward the message signal to the destination.

III. THE INSTANTANEOUS OVERALL SINR

In this section, the overall SINR for the time-switching receiver and power-splitting receiver are presented. Therefore, as far as a closed-form simple analytically tractable overall SINR is concern, the optimal transmit and receive precoding weight vectors are obtained through solving an optimization problem subject to an added zero forcing constraint that forces the co-channel interferers to zero.

A. Time-Switching Receiver (TSR)

The time-switching receiver for wireless information and power transfer (WIPT) is depicted in Fig. 1(b). At each block time $T$, where a certain block of information is transmitted from the source node to the destination node, the relay uses a fraction $\alpha$, with $0 < \alpha < 1$ of the block time to harvest energy from the source energy signal, where the harvested energy is used to forward the source signal to the destination. The remaining block time $(1 - \alpha)T$ is divided into two equal parts, one for transmitting the information signal from the $S \rightarrow R$, and the other for transmitting the information signal from the $R \rightarrow D$. All energy harvested during the power transfer phase is consumed by the relay when forwarding the source signal to the destination. The optimal choice for the time fraction $\alpha$ which maximizes the achievable throughput is selected.

The received signal during the energy harvesting phase is given as

$$y_E = \sqrt{\frac{P_S}{d_1}} H_1 u_T x_E + n_R$$

where $P_S$ denotes the source power, $d_1$ is the distance between the source and relay, with $\tau$ being the path loss exponent, $x_E$ is the energy symbol with unit power, $u_T$ is the transmit information and energy beamforming weight vector at the source with unit norm, and $n_R$ is the noise vector at the relay which is modeled by complex additive white Gaussian noise (AWGN) with zero mean and co-variance of $\sigma^2 I_{N_R}$.

Due to the energy conservation law, the harvested energy is proportional to the energy of the base-band signals, and is directly applied to the received RF signal from all receive antennas. Therefore, once ignoring the negligible energy harvested from the AWGN noise, it is easily shown that the relay transmit power after $\alpha T$ harvesting time can be written as

$$P_R = \eta \frac{\alpha P_S}{1 - \alpha \tau} \frac{1}{d_1^2} \| H_1 u_T \|^2 = \eta \frac{\alpha P_S}{1 - \alpha d_1^2} \| H_1 u_T \|^2$$

where $\eta$ is the energy conversion efficiency, and $\|\cdot\|$ denotes the Euclidean norm.

During the first-hop information transmission phase, the combined received signal at the relay is given by

$$y_R = \sqrt{\frac{P_S}{d_1^2}} u_R^\dagger H_1 u_T x_S + u_R^\dagger n_R$$

where $u_R$ is the receive combining weight vector at the relay with unit norm, $\dagger$ denotes the conjugate transpose operator, and $x_S$ is the information signal with unit power.
The combined received signal at the destination can be written as

\[ y_D = \sqrt{\frac{P_R}{d_2^2}} g^H H_2 v_T y_R + \sum_{i=1}^{M} \frac{g_i}{d_i} v_R^i g_i y_i + v_R^i n_D \]

where \( v_R \) is the transmit beamforming weight vector at the relay with unit norm, \( v_R \) is the receive combining weight vector at the destination with unit norm, \( d_2 \) denotes the distance between the relay and the destination, \( d_i \) denotes the distance between the \( i \)th interferer and the destination, \( y_i \) is the \( i \)th interferer signal with unit power, \( M \) is the number of interferers, \( n_D \) is the noise at the destination which is modeled by complex AWGN with zero mean and co-variance of \( \sigma^2 I_{N_D} \), and \( G \) is the channel assisted (variable gain) relay normalizing constant. Let \( G = [g_1, g_2, \ldots, g_M] \) be the co-channel interference (CCI) channel matrix with \( N_D \times M \) matrix. Therefore, \( \sum_{i=1}^{M} \frac{g_i}{d_i} v_R^i g_i y_i \) can be re-written as \( v_R^i G P_T^T y \), where \( y \) is the transmitted signal vector of the interferers given by \( y = [y_1, y_2, \ldots, y_M]^T = \left( \begin{array}{c} \gamma_1 \rho \tau_g \lambda \tau_d \rho \tau_{H_1} \end{array} \right)^T \).

The relay gain for the time-switching receiver is given by

\[ G^{-1} = \frac{\sqrt{E(|y_R|^2)}}{\|u_R^H H_1 u_T\|^2 + \sigma^2} \]

(4)

where \( E(\cdot) \) is the expectation operator, and \( |\cdot| \) is the absolute value operator.

From (3) and (4), the overall SINR can be simplified as in (5), shown at the top of next page, where \( \rho = \frac{P_S}{\sigma^2} \).

In order to mitigate the severe effects of fading and enable long-distance wireless power transfer, our objective is to find an optimal transmit and receive precoding weight vectors so that the overall SINR in (5) is maximized. Therefore, the optimization problem may be formulated as

\[ w^* = \arg \max_{u_T, v_T, v_R} \gamma \quad (\text{in Eq. (5)}) \]

s.t. \( \|u_T\| = \|u_R\| = \|v_T\| = \|v_R\| = 1 \)

(6)

where \( w^* \in \{ u_T^*, u_R^*, v_T^*, v_R^* \} \). It is well known that in the absence of CCI interference, maximum-ratio transmission (MRT) information and energy beamforming at the transmitter and maximum-ratio combining (MRC) at the receiver are optimal precoding schemes as they result in the maximum overall SINR [19]. However, in the presence of CCI interference, MRT and MRC are sub-optimal as they treat the interference as additive noise. Meanwhile, as far as a closed-form simple analytically tractable overall SINR expression is concern, a sub-optimal solution for the receive combining weight vector at the destination is found by applying the zero forcing (ZF) precoding scheme, where the interference term \( P_T G^H v_R \) in (5) is forced to zero assuming that \( N_D > M \), i.e., we add the ZF constraint \( G^H v_R = 0 \) to the optimization problem in (6). To this end, due to the separability of the problem in (6), the optimization problem could be separated into two simpler problems as follows

\[ w^* = \arg \max_{u_T, v_R} \left| u_T^H H_1 u_T \right|^2 \]

s.t. \( \|u_T\| = \|v_R\| = 1 \)

(7)

and

\[ w^* = \arg \max_{v_T, v_R} \left| v_R^H H_2 v_T \right|^2 \]

s.t. \( G^H v_R = 0 \)

(8)

It is to be emphasized that the ZF scheme is optimal in the high SNR region and/or in the presence of strong co-channel interferers (i.e., the asymptotic results of the ZF scheme are optimal). In order to maximize the harvested energy and information signal power in (7) so as to maximize the overall SINR, the principle of maximum ratio combining (MRC) is used, i.e., the dot product between the two vectors \( u_R \) and \( H_1 u_T \) is maximized iff \( u_R = \frac{H_1 u_T}{\|H_1 u_T\|} \). Therefore, the problem in (7) simplifies to [19], [20]

\[ u_T^* = \arg \max_{u_T} \|H_1 u_T\|^2 \]

s.t. \( \|u_T\| = 1 \)

(9)

This is a well known problem (known as the squared spectral norm [19, Eq. (8)]) and its optimal solution is the right or left singular vector of the channel matrix \( H_1^H H_1 \) corresponding to the strongest eigenmode, i.e., \( u_T^* = u_{\max}(H_1^H H_1) \), the eigenvector corresponding to \( \lambda_{\max}(H_1^H H_1) \), the largest eigenvalue of the Wishart matrix \( H_1^H H_1 \), where \( \|H_1 u_T\|^2 = \lambda_{\max}(H_1) \).

Similarly, the optimal solution to the constraint optimization problem in (8) is derived as

\[ v_T^* = v_{\max}(H_2^H P H_2) \]

(10)

where \( P = I_{N_D} - G (G^H G)^{-1} G^H \) and \( v_{\max}(H_2^H P H_2) \) is the eigenvector corresponding to \( \lambda_{\max}(H_2^H P H_2) \), the largest eigenvalue of the matrix \( H_2^H P H_2 \), where \( \|P H_2 v_T^*\|^2 = \lambda_{\max}(H_2^H P H_2) \).

**Proof:** The proof is given in Appendix A.

Therefore, the overall SINR for the time-switching receiver is simplified to

\[ \gamma = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1} \]

(11)

where \( \gamma_1 = \tau_1 \|H_1\|_2^2 \) is the first-hop SNR, with \( \tau_1 = \frac{\rho}{\sigma^2} \), \( \|H_1\|_2 = \lambda_{\max}(H_1) \), \( \gamma_2 = \tau_2 \|H_1\|_2 \|P H_2\|_2^2 \) is the second-hop SNR, with \( \tau_2 = \frac{\eta}{\sigma^2} \) \( \frac{\alpha}{\sigma^2} \), and \( \|P H_2\|_2^2 \)

Note that maximizing \( \|H_1 u_T\|^2 \) is exactly the same as maximizing \( \|u_T^H H_1 u_T\|^2 \), i.e., \( \arg \max_{u_T} \|H_1 u_T\|^2 = \arg \max_{u_T} \left| u_T^H H_1 u_T \right|^2 \) [19].
\[ \gamma = \frac{\eta \rho}{d_1} 2^{\alpha} \beta \begin{bmatrix} u_R^H H_1 u_T \end{bmatrix}^2 \begin{bmatrix} H_1 u_T \end{bmatrix}^2 \begin{bmatrix} v_R^H H_2 v_T \end{bmatrix}^2 + \frac{\rho}{d_1} \beta \begin{bmatrix} u_R^H H_1 u_T \end{bmatrix}^2 + 1 + 1 \]  

(5)

\( \lambda_{\text{max}}(H_2^2 P H_2) \). The matrix \( P \) is an idempotent orthogonal projection matrix, which is used to eliminate the CCI channel at the destination. The term \( |P H_2|^2 \) is the largest eigenvalue of the Wishart matrix \( H_2^2 P H_2 \) with dimensions \((N_D - M) \times N_R \) [21, Eq. (37)].

It is to be emphasized that analyzing the performance of the overall SINR in (11) is much more complicated than that of the conventional self-powered MIMO relaying systems due to the dependency of the second-hop SNR on the first-hop SNR (i.e., \( \gamma_2 = \frac{2\alpha}{(1-\alpha) d_2^2} |P H_2|^2 \gamma_1 \)). Therefore, the presence of high correlation between the first-hop and second-hop SNRs and the complicated statistics of the second-hop SNR (i.e., \( \gamma_2 = \sqrt{\gamma} |H_1|^2 |P H_2|^2 \)) make the analysis of such systems a mathematically challenging problem.

B. Power-Splitting Receiver (PSR)

The power-splitting receiver for information processing and energy harvesting is shown in Fig. 1(c), where \( \beta \) with \( 0 < \beta < 1 \) is the fraction of received power which the relay uses for energy harvesting during the first half of the block time. The remaining power fraction \( (1 - \beta) \) is used for the \( S \rightarrow R \) information transmission during the first half of the block time. All energy scavenged from the RF signal during the first half of the block time is consumed by the energy-constrained relay when forwarding the source message from the \( R \rightarrow D \) during the second half of the block time. It is clear that the choice of the power fraction \( \beta \) affects the overall achievable throughput. Therefore, the optimal choice for the power fraction \( \beta \) which maximizes the achievable throughput is selected.

Using the same transmit and receive precoding vectors derived in (6), the received signal at the energy harvesting receiver after energy MRT beamforming is given by

\[ y_E = \sqrt{\frac{\beta P_S}{d_1^2}} H_1 u_T x_E + n_R. \]  

(12)

Therefore, the relay transmit power after \( T/2 \) harvesting time is given by \( P_R = \frac{\eta \rho}{d_1^2} \frac{(H_1^2)^{T/2}}{T/2} = \eta \beta \frac{P_S}{d_1^2} |H_1|^2. \)

Accordingly, after the power-splitting receiver, the MRC combined received information signal at the relay, after MRT beamforming at the transmitter, is given as

\[ y_R = \sqrt{\frac{(1 - \beta) P_S}{d_1^2}} |H_1|^2 x_S + u_R^* n_R. \]  

(13)

The ZF combined received signal at the destination is expressed as

\[ y_D = \sqrt{\frac{P_R}{d_2^2}} P |H_2|^2 y_R + v_R^* n_D. \]  

(14)

Note that the channel assisted relay normalizing constant \( G \) in the power-splitting receiver is given by

\[ G^{-1} = \sqrt{\frac{(1 - \gamma) P_S}{d_1^2}} |H_1|^2 + \sigma^2. \]  

(15)

Therefore, the overall SINR for the power-splitting receiver is simplified to

\[ \gamma = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2 + 1} \]  

(16)

where \( \gamma_1 = \frac{1}{\tau_1} |H_1|^2 \) is the first-hop SNR, with \( \tau_1 = \frac{1 - \beta}{d_1^2} \), and \( \gamma_2 = \frac{1}{\tau_2} |H_1|^2 |P H_2|^2 \) is the second-hop SNR, with \( \tau_2 = \frac{\beta}{d_1^2} \).

IV. PERFORMANCE ANALYSIS

The performance analysis of the overall SINR for MIMO wireless information and power transfer systems in (11) for TSR and in (16) for PSR is a challenging mathematical problem due to the presence of high correlation between the first-hop and second-hop SNRs and the complicated statistics of the second-hop SNR. Therefore, in order to simplify the mathematical tractability and attain closed-form expressions so as to gain a better insights onto the performance analysis of the system, the overall SINR in (11) and (16) can be tightly upper-bounded by

\[ \gamma \leq \gamma_{\text{up}} = \frac{\gamma_1 \gamma_2}{\gamma_1 + \gamma_2}. \]  

(17)

Therefore, the overall SINR upper-bound can be simplified to

\[ \gamma_{\text{up}} = \frac{\gamma_1 \gamma_2 |H_1|^2 |P H_2|^2}{\gamma_1 |H_2|^2 + \gamma_1}. \]  

(18)

It is to be emphasized that the asymptotic results of this bound are exact. Hence, the throughput performance of the time-switching receiver and power-splitting receiver are analyzed for delay-limited and delay-tolerant transmission modes, namely, exact outage probability as well as tight approximate and lower-bound ergodic capacity expressions for the proposed overall SINR upper-bound are derived in closed-form.

\footnote{The overall SINR for the wirelessly powered MIMO relaying systems in (11) is written as \( \gamma = \frac{\gamma_1 |H_1|^2 |P H_2|^2}{\gamma_1 |H_2|^2 + \gamma_1}. \) Note that the overall SINR for the conventional self-powered MIMO relaying systems is given by \( \gamma = \frac{\rho_1 |H_1|^2 |P H_2|^2}{\rho_1 |H_2|^2 + \rho_2 |H_1|^2}. \) where \( \rho_1 \) is the source average transmit SNR and \( \rho_2 \) is the relay average transmit SNR.}

\footnote{It is well known in the conventional self-powered half-duplex relaying literature that the overall SNR \( \frac{\gamma_1 |H_1|^2 |P H_2|^2}{\gamma_1 |H_2|^2 + \gamma_1} \) can be tightly upper-bounded by \( \frac{\gamma_1 |H_1|^2 |P H_2|^2}{\gamma_1^{1/2} |H_2|^2 + \gamma_1^{1/2}} \) (see e.g., [23, Eq. (6)]). In addition, the upper-bound \( \frac{\gamma_1 |H_1|^2 |P H_2|^2}{\gamma_1^{1/2} |H_2|^2 + \gamma_1^{1/2}} \) can be further upper-bounded by \( \min (\gamma_1, \gamma_2) \) (see e.g., [24, Eq. (8)]).}
A. Outage Probability Analysis

In this section, the SINR outage probability of the overall SINR of MIMO energy-constrained relaying system is investigated. The SINR outage probability is defined as the probability that the instantaneous overall SINR $\gamma$, falls below a pre-defined SINR threshold $\gamma_T$, which can be given as

$$P_{out}(\gamma_T) = Pr(\gamma < \gamma_T) = F_\gamma(\gamma_T)$$

where $F_\gamma(\cdot)$ denotes the cumulative distribution function (CDF) of the overall SINR.

In this section, closed-form expression for the outage probability of the overall SINR upper-bound (lower-bound outage probability (CDF) of the overall SINR.

The outage probability of the overall SINR upper-bound is given as

$$F_{\gamma_{up}}(\gamma_T) = Pr\left(\frac{\| H_1 \|_F^2 \| PH_2 \|_F^2}{\gamma_T \| PH_2 \|_F^2 + \frac{1}{\gamma}} < \gamma_T \right).$$

Note that the distributions of $\| H_1 \|_F^2$ and $\| PH_2 \|_F^2$ follow Wishart distribution with dimensions $N_R \times N_S$ and $(N_D - M) \times N_R$ degrees of freedom, respectively. Hence, the cumulative distribution function (CDF) and probability density function (PDF) of $\| H_1 \|_F^2$ and $\| PH_2 \|_F^2$, respectively, are given as [19]

$$F\| H_1 \|_F^2(x) = 1 - \sum_{i=1}^{\min(N_S, N_R)} \frac{\Gamma(2, 2)N_S + N_R)}{\Gamma(2, 2)|N_R - N_s|} - 2^j \sum_{k=0}^{j} \frac{j!}{k!} d_1(1, j) x^k e^{-ix}$$

and

$$f\| PH_2 \|_F^2(y) = \sum_{l=1}^{\min(N_D - M)} \sum_{m=|N_R - N_D + M|}^{N_D - M - l} \frac{l^{m+1} 2^l (l, m) m! y^m e^{-ly}}{m!}$$

where the coefficients $d_1(\alpha, \beta, l, 2)$ are given in [19] for some system configurations, and they can be efficiently evaluated using [20, Algorithm 1].

Theorem 1. A closed-form lower-bound outage probability expression of the overall SINR for MIMO energy-constrained relaying systems with information and energy beamforming can be expressed as in (23), shown at the top of next page, where $K_v(z)$ is the modified Bessel function of the second kind of order $v$.

Proof: The proof is given in Appendix B.

Corollary 2. In the case of energy-constrained single antenna relay (i.e., $N_R = 1$), the closed-form lower-bound outage probability expression is simplified to [25]

$$F_{\gamma_{up}}(\gamma_T) = 1 - \frac{2e^{-\gamma_T}}{\Gamma(N_D - M)} \sum_{k=0}^{N_S - 1} \frac{1}{k!} \left(\frac{\gamma_T}{\gamma_T} \right)^k \sum_{n=0}^k \binom{k}{n}$$

\times \left(\frac{\gamma_T}{\gamma_T}\right)^n \frac{N_R - M - n}{2} K_{N_R - M - n}(2, \frac{\gamma_T}{\gamma_T}).$$

In the case of delay-constrained (limited) (DL) transmission, the source transmits information at a fixed rate $R_0 = \log_2(1 + \gamma_T)$ bits/sec/Hz. Therefore, the average throughput $R$ is given as [4]

$$R_{DL} = \frac{1 - \alpha}{2} (1 - P_{out}(\gamma_T)) \log_2 (1 + \gamma_T)$$

for the time-switching receiver, and

$$R_{DL} = \frac{1}{2} (1 - P_{out}(\gamma_T)) \log_2 (1 + \gamma_T)$$

for the power-splitting receiver.

1) Asymptotic analysis: Note that though theorem 1 provides an efficient means for analyzing the outage probability of the system, this formula is quite complicated as it does not provide simple insights onto the performance analysis of the system. Therefore, to validate and characterize the achievable diversity order of MIMO energy-constrained relaying systems with information and energy beamforming, the overall SINR is upper-bounded to

$$\gamma \leq \gamma_{up}^2 = min(\gamma_1, \gamma_2).$$

Therefore, the asymptotic outage probability of MIMO energy-constrained relaying systems is derived as

$$F_{\gamma_{\infty}}(\gamma_T) = \frac{\Gamma(N_S, N_R)}{\Gamma(N_D - M, l)} \sum_{l=0}^{\min(N_S, N_R)} \frac{1}{l!} \left(\gamma_T \right)^{N_S, N_R}$$

$$\quad \times \left(\frac{\gamma_T}{\gamma_T}\right)^n \frac{N_R - M - n}{2} K_{N_R - M - n}(2, \frac{\gamma_T}{\gamma_T}).$$

where $s_1 = \min(N_S, N_R)$, $t_1 = \max(N_S, N_R)$, $s_2 = \min(N_R, N_D - M)$, $t_2 = \max(N_R, N_D - M)$, and $K_v$ is given as

$$= \sum_{l=0}^{\min(s_1, N_R - N_D + M)} \frac{(s_1 + N_S - N_R)}{l!} \frac{d_1(1, j)}{j!} e^{-ly}$$

$$\times \Gamma\left(j - N_R (N_D - M) + 1, \frac{\gamma_T}{\gamma_T}\right).$$

Proof: The proof is given in Appendix C.

It is straightforward to show from (28) that the achievable diversity order of MIMO relay system with information and energy beamforming is $\min(N_S N_R, N_R (N_D - M))$. It is to be emphasized that $M$ degrees of freedom is used for null space projection to eliminate the CCI. Note that in contrast to the conventional MIMO self-powered relaying systems, the asymptotic outage probability of MIMO energy-constrained relaying system with information and energy beamforming decays slower due to the term $K_v$ in (28) which is not present.
in the self-powered relaying systems. This implies that the convergence of $F_{\gamma}^{\infty} (\gamma_T)$ in wireless information and power transfer systems is exceedingly slower compared to that of self-powered relaying systems.

### B. Ergodic Capacity Analysis

The capacity analysis is an important performance measure for any wireless communication system as it results in the maximum achievable rate. In the delay-tolerant transmission, the throughput is defined by analyzing the ergodic capacity. Here, in contrast to the delay-limited transmission mode, where the source transmits at a constant rate $R_0$ in order to meet the outage constraint, the source can transmit data at any rate upper bounded by the ergodic capacity. The ergodic capacity is defined as the expected value of the instantaneous mutual information between the source and destination, written as

$$ C = \frac{1}{2} \mathbb{E} \left[ \log_2 (1 + \gamma) \right]. \quad (30) $$

Unfortunately, the exact analysis of the ergodic capacity in (30) is mathematically intractable. Therefore, the ergodic capacity is evaluated for the proposed overall SINR upper-bound as follows

$$ C_{\text{up}} = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( 1 + \frac{\gamma T}{\gamma_1} \| H_1 \|_2^2 \| P H_2 \|_2^2 \right) \right]. \quad (31) $$

An exact closed-form expression for the ergodic capacity (31) is still a challenging mathematical problem. Therefore, in this section we introduce an approximate as well as a tight lower-bound closed-form expressions for the ergodic capacity of the overall SINR upper-bound (31).

1) Approximate Expression: Here, a closed-form approximate ergodic capacity expression is obtained once exploiting the Taylor series expansion of the function $\log_2 (1 + \gamma_{\text{up}})$ around the mean value of the instantaneous overall SINR upper-bound $\mathbb{E} (\gamma_{\text{up}})$. Therefore, an approximate ergodic capacity expression can be written as (see e.g., [26, Eq. (6)] and [27, Eq. (26)])

$$ C_{\text{up}} \approx \frac{1}{2 \ln 2} \left( \ln (1 + \mathbb{E} (\gamma_{\text{up}})) - \frac{\mathbb{E} (\gamma_{\text{up}})^2}{2 (1 + \mathbb{E} (\gamma_{\text{up}}))^2} \right). \quad (32) $$

Note that in order to evaluate the approximate ergodic capacity expression in (32), moments of the overall SINR upper-bound are required. Therefore, next we derive a closed-form expression for the moments of the overall SINR upper-bound.

**Theorem 3.** A closed-form expression for the moments of the overall SINR upper-bound for MIMO energy-constrained relaying systems with information and energy beamforming is derived as in (33), shown at the top of next page, where $\Psi (\alpha, \gamma; z)$ is the Tricomi confluent hypergeometric function of the second kind.

**Proof:** The proof is given in Appendix D.  

**Corollary 4.** In the case of energy-constrained single antenna relayN, $N_R = 1$, the closed-form expression for the moments of the overall SINR upper-bound is simplified to [25]

$$ \mathbb{E} \left[ (\gamma_{\text{up}})^k \right] = \frac{\Gamma (N_S + k) \Gamma (N_D - M + k)}{\Gamma (N_S) \Gamma (N_D - M)} \times \Psi \left( k, 1 - N_D + M; \frac{\gamma_1}{\gamma_2} \right). \quad (34) $$

2) Lower-Bound Expression: In order to find a closed-form lower-bound expression for the ergodic capacity in (31), we take advantage of the fact that $\log_2 (1 + \alpha \exp (x))$ is a convex function in $x$ for $\alpha > 0$. Therefore, equation (31) can be tightly lower-bounded by

$$ C_{\text{up}} \geq \frac{1}{2} \log_2 \left( 1 + \exp \left( \mathbb{E} \left[ \ln \left( \frac{\gamma T}{\gamma_1} \| H_1 \|_2^2 \| P H_2 \|_2^2 \right) \right] \right) \right). \quad (35) $$

**Theorem 5.** A closed-form lower-bound expression for the ergodic capacity of the overall SINR upper-bound for MIMO energy-constrained relaying systems with information and energy beamforming is expressed as in (36), shown at the top of next page, where

$$ \mathbb{E} \left[ \ln \left( \| H_1 \|_2^2 \right) \right] = \sum_{i=1}^{N_S} \sum_{j=|N_S-N_R|}^{(N_S+N_R)j-2i^2} d_1 (i, j) [\psi (j + 1) - \ln i] \quad (37) $$
Throughput (bits/sec/Hz) shown at the top of the page.

For the ergodic capacity of the overall SINR upper-bound for the power-splitting receiver, and for the time-switching receiver, and can be written as

\[ C_{\text{up}} \geq \frac{1}{2} \log_2 \left( 1 + \exp \left( \mathbb{E} \left[ \ln \left( \| H_1 \|_2^2 \right) \right] + \mathbb{E} \left[ \ln \left( \gamma_2 \| PH_2 \|_2^2 \right) \right] - \mathbb{E} \left[ \ln \left( 1 + \frac{\gamma_2}{\gamma_1} \| PH_2 \|_2^2 \right) \right] \right) \] (36)

and

\[
\mathbb{E} \left[ \ln \left( \gamma_2 \| PH_2 \|_2^2 \right) \right] = \ln \left( \gamma_2 \right) + \sum_{l=1}^{s_2} \sum_{m=|N_R-N_D+M|}^{(N_R+N_D-M)-2l^2} d_2(l, m) \left[ \psi(m + 1) - \ln l \right] \] (38)

and

\[
\mathbb{E} \left[ \ln \left( 1 + \frac{\gamma_2}{\gamma_1} \| PH_2 \|_2^2 \right) \right] = \sum_{l=1}^{s_2} \sum_{m=|N_R-N_D+M|}^{(N_R+N_D-M)-2l^2} \sum_{n=0}^{m} d_2(l, m) e^{\frac{\gamma_2}{\gamma_1}} E_{1+n} \left( \frac{l \gamma_1}{\gamma_2} \right) \] (39)

where \( \psi(\cdot) \) is the digamma (psi) function \([28, \text{Eq. (8.360.1)}]\), and \( E_{1+n}(\cdot) \) is the exponential integral function \([29, \text{Eq. (5.1.4)}]\).

Proof: The proof is given in Appendix E.

**Corollary 6.** In the case of energy-constrained single antenna relay (i.e., \( N_R = 1 \)), the closed-form lower-bound expression for the ergodic capacity of the overall SINR upper-bound for MIMO energy-constrained relaying system is simplified to (40) [25], shown at the top of the page.

3) Asymptotic analysis: The ergodic capacity at high SNR can be written as

\[
C^\infty = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( \frac{\gamma_2 \| H_1 \|_2^2 \| PH_2 \|_2^2}{\gamma_1 \| PH_2 \|_2^2 + 1} \right) \right] = \frac{1}{2} \mathbb{E} \left[ \log_2 \left( \| H_1 \|_2^2 \right) \right] + \frac{1}{2} \mathbb{E} \left[ \log_2 \left( \frac{\gamma_2 \| PH_2 \|_2^2}{\gamma_1 \| PH_2 \|_2^2 + 1} \right) \right] - \frac{1}{2} \mathbb{E} \left[ \log_2 \left( 1 + \frac{\gamma_2}{\gamma_1} \| PH_2 \|_2^2 \right) \right]. \] (41)

In the case of delay-tolerant (DT) transmission, the source transmits information at any rate less than or equal to the ergodic capacity. Therefore, the average throughput \( \mathcal{R} \) is given as

\[
\mathcal{R}^{\text{DT}} = (1 - \alpha) C \] (42)

for the time-switching receiver, and

\[
\mathcal{R}^{\text{DT}} = C \] (43)

for the power-splitting receiver.

The optimal ratio \( w^* \) for the time-switching receiver or power-splitting receiver \( w \in \{ \alpha, \beta \} \) for the delay-limited and delay-tolerant transmission \( z \in \{ \text{DL}, \text{DT} \} \) could be evaluated by solving the following optimization problem

\[
w^* = \arg \max_w \mathcal{R}^z \quad \text{(in Eq. (25 or 26 or 42 or 43))}
\]

subject to \( 0 < w < 1 \).

V. Numerical Results

In this section, we analyze and validate the presented theoretical results with Monte Carlo simulations. In addition, the impact of key system parameters on the system throughput are investigated. In the delay limited transmission, the source transmission rate is set to \( R_0 = 3 \) bits/sec/Hz. Hence, the predefined SINR threshold is given by \( \gamma_T = 2^{R_0} - 1 = 7 \). Besides, without loss of generality, the energy conversion efficiency is chosen as \( \eta = 0.8 \), the distances \( d_1 \) and \( d_2 \) are set to 5, and the path loss exponent \( \tau = 2 \). The values of each antenna configurations \( N_S, N_R, \) and \( N_D \) are shown at the figure labels as \( \{ N_S, N_R, N_D \} \) in the case of fixed \( M \), and as \( \{ N_S, N_R, N_D, M \} \) in the case of different \( M \).
Throughput (bits/sec/Hz)

\[
C^{\text{up}} \geq \frac{1}{2} \log_2 \left( 1 + \exp \left( \psi (N_S) + \ln \frac{1}{\rho} + \psi (N_D - M) - \sum_{k=0}^{N_D-M-1} \frac{M-k}{M} E_{1+k} \left( \frac{1}{\rho} \right) \right) \right)
\]  

(40)

Figure 3: The delay-tolerant (DT) and delay-limited (DL) transmission throughput for PSR against the energy harvesting ratio \( \beta \), with \( M = 1 \) and \( \rho = 20 \) dB.

In Figs. 2-3, the throughput of delay-tolerant and delay-limited transmission modes versus the energy harvesting ratio \( w \in \{\alpha, \beta\} \) is presented for the TSR and PSR, respectively, where the source average SNR \( \rho \) is chosen to be 20 dB, and the number of interferers are set to \( M = 1 \). Monte Carlo simulations for the performance of the exact overall SINR (11) for the TSR and (16) for the PSR are used to validate the new analytical expressions (23) for the outage probability, (32) and (36) for the ergodic capacity, through the average throughput of the delay-limited and delay-tolerant transmission modes (25) and (42) for the TSR, and (26) and (43) for the PSR. It is seen that the simulation and proposed analytical expressions provide an excellent tightness which corroborate the accuracy of the proposed analytical expressions, and become exact at high SNR and/or high diversity order. Besides, due to the mathematical intractability of the problem, the optimal energy harvesting ratio \( w^* \) is numerically obtained. It is seen in Figs. 2-3 that the throughput increases as the energy harvesting ratio \( w \) increases until an optimum is reached (based on (44)) beyond which it starts to decrease again. This is justified by the trade-off between energy harvesting and information transmission ratios; increasing the time (in the TSR case) or power (in the PSR case) ratio reserved for energy harvesting improves the relay transmission power, however, this results in a reduced overall throughput as less time or power ratio is left for information transmission. Furthermore, the benefit of MRT/MRC information and energy hop-by-hop beamforming are twofold: it results in a substantial improvement in the average throughput of the system as it maximizes the overall SINR as well as the harvested energy, it also reduces the optimal energy harvesting ratio \( w^* \), hence, more time (in the TSR case) or power (in the PSR case) is left for information transmission.

In Figs. 4-5, the throughput of DT and DL transmission modes with optimal energy harvesting ratio \( w^* \) versus first-hop average SNR \( \rho \) is presented for the TSR and PSR, respectively, where the number of interferers are set to \( M = 1 \). The tightness of the proposed closed-form analytical expressions are clearly seen when compared to the exact Monte Carlo simulations. It is seen that the throughput of DL transmission mode is upper bounded by half the transmission rate \( R_0 = 3 \) bits/sec/Hz, where the throughput of DT transmission mode increases without bound as the first-hop average SNR increases. Our results show that multi-antenna nodes provide a significant throughput improvement as compared with single antenna nodes.

Fig. 6 compares the throughput performance of the DT transmission mode for the TSR and PSR, where the approximate closed-form ergodic capacity expression (32) is used to evaluate the DT transmission throughput (42) and (43) for the TSR and PSR, respectively. The achievable diversity order of the configurations \((10, 10, 10), (5, 5, 5, 1), (5, 5, 5, 4), \) and \((3, 3, 3, 2)\), which is given by
Figure 5: The delay-tolerant (DT) and delay-limited (DL) transmission throughput for the PSR with optimal energy harvesting ratio $\beta^*$ against the first-hop average SNR $\rho$, with $M = 1$.

Figure 6: The delay-tolerant (DT) transmission throughput for PSR and TSR with optimal energy harvesting ratio $\beta^*$ and $\alpha^*$ against the first-hop average SNR $\rho$.

Figure 7: The delay-limited (DL) transmission throughput for PSR and TSR with optimal energy harvesting ratio $\beta^*$ and $\alpha^*$ against the first-hop average SNR $\rho$.

Figure 8: The delay-tolerant (DT) transmission throughput for PSR and TSR with optimal energy harvesting ratio against the distance $d_1$, with $d_2 = 11 - d_1$, $M = 1$, and $\rho = 20$ dB.

improvement into the system throughput. As ZF is used at the destination, it is to be emphasized that the performance of the setting $(3, 3, 3, 2)$ is equivalent to that of $(3, 3, 1, 0)$ as two antennas (degrees of freedom) at the destination are used for null space projection to eliminate the CCI, i.e., configurations with equivalent $(N_S, N_R, N_D - M)$ settings will have the same performance.

Fig. 7 compares the throughput performance of the DL
transmission mode for the TSR and PSR, where the closed-form outage probability lower-bound expression (23) is used to evaluate the DL throughput throughput (25) and (26) for the TSR and PSR, respectively. It is observed that the DL throughput of PSR outperforms that of TSR at high SNR. However, at low SNR, TSR outperforms the PSR.

Fig. 8 illustrates the impact of distance on the system performance, namely, the effect of relay location between the source and destination, where the distance between the source and destination is set to $d_1 + d_2 = 11$. Contrary to the conventional self-powered relaying systems where the relay is placed in the middle between the source and destination, the optimal relay location in wirelessly powered relaying systems is close to the source due to the fact that the relay harvested energy is highly deteriorated by path loss and fading, i.e., higher degradation in the overall throughput is seen as $d_1$ increases due to the negative impact of distance between the source and relay on the harvested energy. As information and energy beamforming is performed at the source and relay, it is shown in Fig. 8 that increasing the number of antennas help combat the severe effects of path loss and fading. Therefore, increasing the number of antennas and/or the source power enable longer-distance wireless power transfer.

VI. CONCLUSIONS

In this paper, the throughput of RF based energy harvesting relaying systems with multiple antenna terminals is investigated for both the delay-limited and delay-tolerant transmission modes, where hop-by-hop information and energy beamforming is considered to maximize the overall SINR. The time-switching receiver and power-splitting receiver are included, and their performances are compared. Based on the proposed upper-bound formula for the overall SINR, closed-form analytical expressions for the outage probability and ergodic capacity are derived. In addition, asymptotic expressions were also derived to explicitly reveal some system insights such as the achievable diversity order and array gain. Our results show that there is a significant increase in the optimal throughput due to the increase in diversity order and/or array gain. Furthermore, it is observed that the DT throughput of PSR outperforms that of TSR. However, the DL throughput of PSR outperforms that of TSR at high SNR, while at low SNR, TSR outperforms PSR.

APPENDIX A

PROOF OF EQUATION (10)

In order to find an explicit expression for the optimal solution to the optimization problem in (8), the required solution according to the MRC principle is expressed in the following form $v_R = \frac{PH_2}{\|PH_2v_R\|}$, where both constraints are included in the desired form, namely, 1) the projection matrix $P$ assures that $v_R \perp G$ (owing to the fact that $G^Tv_R = 0$), where, $P = I_{N_D} - G(G^tG)^{-1}G^t$, 2) the division by $\|PH_2v_R\|$ assures that the norm of $v_R$ equals one, i.e., $\|v_R\| = 1$. Therefore, (8) can be re-written as

$$v^*_R = \arg \max_{v_R} \|PH_2v_R\|^2 \quad \text{s. t.} \quad \|v_R\| = 1$$

Therefore, the problem reduces to the well known squared spectral norm problem (9), that concludes the proof.

APPENDIX B

PROOF OF THEOREM 1

From (20)-(22), it is easy to show that the CDF of the overall SINR upper-bound simplifies to

$$F_{\gamma_{up}}(\gamma) = \int_0^{\infty} f_{\|H_1\|^2}^\gamma \left(\frac{\gamma T}{H_1}\right)^k \frac{\min(N_s, N_R) \left(\frac{N_s + N_R}{N_s + N_R} - N_s - 2^2\right)}{k!} \frac{l!}{m!} \left(\frac{\gamma T}{H_1}\right)^k \times \frac{\min(N_s, N_D - M) \left(\frac{N_s + N_D - M}{N_s + N_D - M} - N_s - 2^2\right)}{m!} \int_0^{\infty} w^{m+k-l} e^{-w} dw . \ (46)$$

Now, once applying the binomial expansion $(\frac{\gamma T}{H_1})^k = \sum_{n=0}^k \binom{k}{n} (\frac{\gamma T}{H_1})^n$, equation (46) reduces to

$$F_{\gamma_{up}}(\gamma) = 1 - \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \binom{k}{i} \binom{n}{j} \frac{\gamma T}{H_1}^n \frac{\min(N_s, N_R) \left(\frac{N_s + N_R}{N_s + N_R} - N_s - 2^2\right)}{k!} \frac{l!}{m!} \frac{\min(N_s, N_D - M) \left(\frac{N_s + N_D - M}{N_s + N_D - M} - N_s - 2^2\right)}{m!} \left(\frac{\gamma T}{H_1}\right)^k \times \frac{l!}{m!} \int_0^{\infty} w^{m+k-l} e^{-w} dw . \ (47)$$

The integral $I_1$ is evaluated by utilizing [28, Eq. (3.471.9)], resulting in (23), that concludes the proof.

APPENDIX C

PROOF OF EQUATION (28)

From (27), we have

$$F_{\gamma_{up}}(\gamma) = \Pr (\min(\gamma_1, \gamma_2) < \gamma) = \int_0^\infty \Pr \left(\min(\gamma_1, \gamma_2) < \gamma \right) f_w^\gamma \left(\frac{\gamma T}{w}\right) dw$$

Hence, upon using the asymptotic results of the CDF of the $R \rightarrow D$ link [30, Eq. (27)], equation (48) reduces to
\[
F_{\gamma} (\gamma_T) = 1 - \sum_{0}^{\infty} \Pr (w > \gamma_T / \gamma_T) \\
\times \left[ 1 - \frac{\prod_{i=0}^{s_2-1} (t_2 + l)!}{\prod_{l=0}^{s_2-1} (t_2 + l)!} \left( \frac{\gamma_T}{w_{\gamma_T}} \right)^{N_R(N_D-M)} \right] f_{|H_1|^2} (w) dw \\
= F_{|H_1|^2} \left( \frac{\gamma_T}{\gamma_T} \right) + \frac{\prod_{l=0}^{s_2-1} (t_2 + l)!}{\prod_{l=0}^{s_2-1} (t_2 + l)!} \left( \frac{\gamma_T}{\gamma_T} \right)^{N_R(N_D-M)} \\
\times \sum_{i=1}^{S_1} \sum_{j=|N_R-N_R|} (N_R-N_R!-2i)^{-2} \int_{i_2}^{\gamma_T} w^{j-N_R(N_D-M)} e^{-iw} dw.
\]

The integral \( I_2 \) is solved by utilizing [28, Eq. (8.350.2)], resulting in (28), that concludes the proof.

**APPENDIX D**

**PROOF OF THEOREM 3**

From (18), moments of the overall SINR upper-bound can be defined as

\[
E [\gamma^{np}] = E \left[ \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_1} \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_2} \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_3} \right] \\
= E \left[ \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_1} \right] E \left[ \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_2} \right] E \left[ \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_3} \right].
\]

Where due to independence between the random variables \(||H_1||^2\) and \(||PH_2||^2\), the moments of the overall SINR upper-bound can be easily simplified to (50). To this end, by utilizing the PDFs of \(||H_1||^2\) and \(||PH_2||^2\) in (21)-(22), and with the help of [29, Eq. (6.1.1)] and [28, Eq. (9.211.4)], respectively, we have

\[
E [\gamma^{np}] = E \left[ \left( \frac{\gamma_T}{\gamma_T} \right)^{\alpha R_1} \right] \sum_{i=1}^{\min(N_S, N_R)} (N_S+N_R!-2i)^{-2i} \\
\times \frac{i+j+1}{j!} \int_{i_2}^{\gamma_T} x^{k+j} e^{-ix} dx \\
= \frac{\min(N_S, N_R)}{\gamma_T} \sum_{i=1}^{\min(N_S, N_R)} \sum_{j=|N_R-N_R|} (N_R-N_R!-2i)^{-2i} \\
\times \frac{d_1(i, j)}{j!} \Gamma (k+j+1).
\]

Hence, upon substituting (51) and (52) into (50), we arrive at (33), that concludes the proof.

**APPENDIX E**

**PROOF OF THEOREM 5**

By utilizing the PDFs of \(||H_1||^2\) and \(||PH_2||^2\) in (21)-(22), the expectations in (37) and (38) can be (respectively) derived as

\[
E \left[ \ln \left( ||H_1||^2 \right) \right] = \sum_{i=1}^{\min(N_S, N_R)} \sum_{j=|N_R-N_R|} (N_S+N_R!-2i)^{-2i} \\
\times \frac{i+j+1}{j!} \int_{i_2}^{\gamma_T} x^{k+j} e^{-ix} dx
\]

and

\[
E \left[ \ln \left( ||PH_2||^2 \right) \right] = \ln (\gamma_T) + \sum_{m=|N_R-N_R|}^{\min(N_R, N_D-M)} \\
\times \frac{\min(N_R, N_D-M)}{m!} \int_{i_2}^{\gamma_T} y^m e^{-y} dy.
\]

The integrals in (53) and (54) are solved by utilizing [28, Eq. (4.352.1)], resulting in (37) and (38), while (39) is solved with the help of [31, Lemma 1] which says, for any \( x \geq 0 \), we have

\[
E [\ln (1+x)] = \int_{0}^{1} \frac{1}{z} (1 - M_x (z)) e^{-z} dz
\]

where \( M_x (z) = E [e^{-xz}] \) is the moment generating function (MGF) of the random variable \( x = \frac{\gamma_T}{\gamma_T} ||PH_2||^2 \), which is given as [22, Eq. (20)]

\[
M_x (z) = \sum_{i=1}^{\min(N_R, N_D-M)} \sum_{m=|N_R-N_D-M|}^{\min(N_R, N_D-M)} \frac{d_2(l, m)}{m!} \cdot
\]

(56)
In order to attain a closed-form solution for (55), an alternative form for the MGF of \( x \) may be found similarly to [32, Eq. (26)], as follows

\[
\mathcal{M}_x (z) = 1 - \sum_{l=1}^{\lfloor z/\gamma \rfloor} \frac{\min(N_R, N_D-M)(N_R+N_D-M-1)!}{\gamma} \sum_{m=|N_R-N_D+M|}^{\infty} \prod_{n=0}^{m} \frac{d_2(l,m)}{l!} \left( \frac{\gamma}{\gamma^2 + 1} \right)^{n+1}. \tag{57}
\]

Therefore, upon substituting the MGF (57) into (55), we arrive at

\[
\mathbb{E} \left[ \ln \left( 1 + \frac{\gamma}{\gamma^2} \| PH_2 \|_2^2 \right) \right] = \frac{1}{\gamma} \sum_{l=1}^{\lfloor z/\gamma \rfloor} \frac{\min(N_R, N_D-M)}{\gamma} \sum_{m=|N_R-N_D+M|}^{\infty} \prod_{n=0}^{m} \frac{d_2(l,m)}{l!} \left( \frac{\gamma}{\gamma^2 + 1} \right)^{n+1} \int_0^\infty \frac{1}{\left( \frac{\gamma}{\gamma^2 + 1} \right)^{n+1} e^{-z} dz}.
\]

The integral \( I_3 \) is solved by utilizing [28, Eq. (9.211.4)], which upon using the fact that \( \Psi \left( 1, 1 - n; \frac{\gamma}{\gamma^2} \right) = e^{\frac{\gamma}{\gamma^2}} E_{1+n} \left( \frac{\gamma}{\gamma^2} \right) \), reduces to (39), that concludes the proof.
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