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Semiparametric Hierarchical Model with Heteroscedasticity

Chuoxin Ma and Maozai Tian and Jianxin Pan*

Recent work on hierarchical data analysis mainly focuses on the multilevel structure of the mean response. Little research for hierarchical heteroscedasticity was done in the literature. In this paper, we propose a class of hierarchical models with heteroscedasticity and then investigate the semi-parametric statistical inferences. Laplace’s approximation is employed to obtain an approximated marginal likelihood function and splines method is used to estimate the unknown functions. We also provide the consistency of the estimators. Simulation studies and real data analysis show that the proposed estimation procedures work well.
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1. INTRODUCTION

Hierarchical models are effective in modelling repeated measurements, longitudinal data, clustered data and hierarchical data. Applications in different scientific research areas have led to several specific models, such as mixed-effects models, multilevel models and covariance component models. A great deal of theoretical results of these models can be found in the literature and most of them focus on the estimation of the mean functions. Though several research suggested the existence of heterogeneity in practical application [15, 9, 20, 10] and the necessity to introduce a heteroscedasticity function connecting the intra-individual variation with certain covariates [29], statistical inferences for heteroscedasticity in hierarchical data are less well addressed.

Our research is motivated by an indomethacin analysis. It is based on a pharmacokinetic research in Kwan [13] where the plasma concentration of indomethacin after bolus intravenous injection was investigated to study the metabolic disposition of indomethacin. The data came from an experimental study in which participants received single doses of indomethacin and their serial plasma concentration samples were measured repeatedly at 11 time points subsequently. Kwan et al. [13] used two-compartment open models to analysis the metabolic process. Davidian and Giltinan [5] carried out subsequent analysis and found that heterogeneous variability is evident for the indomethacin data through studentized residuals plot. To account for the heterogeneity, Davidian and Giltinan [5] extended the classic random coefficient models by adding a heteroscedasticity function as follows,

\[ Y_{ij} = f(X_{ij}, \beta_i) + \sigma g(f(X_{ij}, \beta_i), \theta) \varepsilon_{ij}, \]

\[ \beta_i \text{iid} \sim N(\theta, \Sigma), \varepsilon_{ij} \text{iid} \sim N(0, 1), \]

where \( f \) and \( g \) are known functions and \( \theta \) is a vector of parameters. Their analysis reveals an increase relationship between variance and mean response.

Modelling the heterogeneity and identifying covariates that are related to variance can fully characterize the intra-individual variation [5] and provide a better understanding of the research problems [16]. Studying the heteroscedasticity of the model is not only of practical interest, but is also of important theoretical significance. It is well known that ignoring the heteroscedasticity will lead to a great loss of efficiency of the fixed effects estimators. To improve the performance of the estimators for the mean functions, the heterogeneity of variance must be adequately modelled [7]. Heteroscedasticity particularly exists in data which is best fit by a nonlinear model [1]. Hence when constructing nonlinear models for hierarchical data, nonhomogeneous intra-individual variances should be addressed.

Several approaches were suggested to analyse the heteroscedasticity in hierarchical models. Davidian and Giltinan [5] extended the generalized least squares (GLS) estimator by pooling information across individuals to estimate the intra-individual variability in nonlinear mixed effects models. In another research, they introduced several estimation methods for nonlinear mixed models with heterogeneity [4], including two stage method and linearization method. Vonesh [26] also extended several estimation procedures for nonlinear mixed models in which the variance was related to the mean response. Lin, et al.[16] estimated the regression coefficients, variance components, and heterogeneity parameters in linear mixed models based on quasi-likelihood and method of moments. Other researchers employed Bayesian approaches [7, 15] and quantile regression methods [29] to assess the heterogeneity of residual variances in mixed models and multilevel models. Cao and Lin [2] further studied the hypothesis test for variance heterogeneity and autocorrelation in longitudinal nonlinear models.
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However, most models mentioned above were assumed to be parametric, which is restrictive in practical application. Model misspecification can lead to incorrect inferences and misleading conclusions. This problem is especially serious when modelling the heterogeneity as there is usually less mechanistic theories or prior information for the analysis of variance. Thus a more robust and flexible method such as nonparametric or semiparametric regression should be considered.

In this article, we concentrate on the semiparametric statistical inference of the hierarchical models with heteroscedasticity. The rest of this paper is organised as follows. In Section 2 we introduce the hierarchical models with heteroscedasticity and in Section 3 we give the estimation procedures based on Laplace’s approximation. We also present the large sample properties of the proposed estimators. Section 4 gives a simulation study to evaluate the performance of our estimation method. A real analysis based on the indomethacin data set is conducted in Section 5. In Section 6, we make conclusions and provide discussion of the proposed models and estimation method.

2. HIERARCHICAL MODELS WITH HETEROSEDASTICITY

Assume that we have observations \{(Y_{ij}, X_{ij}, Z_{ij}, T_{ij}, S_{ij}, W_i, K_j), i = 1, \cdots, m, j = 1, \cdots, n_i\} where \(Y_{ij}\) is the response value of the \(j\)th observation in subject \(i\). \(X_{ij}\) and \(W_i\) are known \(p\) by 1 vectors of level-1 predictors and \(p\) by \(r\) matrices of level-2 predictors in the mean functions, respectively. \(Z_{ij}\) and \(K_j\) are known \(q\) by 1 vectors of level-1 predictors and \(q\) by \(l\) matrices of level-2 predictors in the heteroscedasticity function, respectively. In practical applications where data are organized hierarchically, it is straightforward to see which explanatory variables are level-1 predictors and which ones are level-2 predictors. For example, in medical research, patients may be grouped into clinics or hospitals. In this case, measurements from individuals like weight or blood pressure are considered to be level-1 predictors while characteristics describing the large unit such as the capacity of hospital are considered to be level-2 predictors. \(T_{ij}\) and \(S_{ij}\) are covariates in the unknown functions. For simplicity, they are considered as scalars in the rest of the paper. The relationship of \(Y_{ij}\) and the first level predictors \(X_{ij}, Z_{ij}, T_{ij}\) and \(S_{ij}\) can be presented according to the following equation:

\[
Y_{ij} = f(X_{ij}; \beta_i, \phi(T_{ij})) + g(Z_{ij}; \theta_i, \nu(S_{ij}))\varepsilon_{ij},
\]

where \(\varepsilon_i = (\varepsilon_{i1}, \cdots, \varepsilon_{in_i})^T\), and \(\varepsilon_i\)'s are independent normally distributed with mean \(0\) and variance-covariance matrix \(\Omega_i\), which depends on \(i\) only through the number of observations within a subject. \(\beta_i\) and \(\theta_i\) are unknown coefficients with random effects. \(f(\cdot)\) and \(g(\cdot)\) are known functions characterizing the mean and the intra-individual variances respectively. In practice, the function forms of \(f(\cdot)\) and \(g(\cdot)\) are usually determined by theory or experience in specific fields. For example, in HIV dynamics analysis, it is common to use a biexponential function to describe the relationship between viral load and measurement time. To account for unexplained covariate effects in \(f(\cdot)\) and \(g(\cdot)\), such as time-varying decay rates in the biexponential models for HIV dynamics, we introduce \(\phi(T_{ij})\) and \(\nu(S_{ij})\) into \(f(\cdot)\) and \(g(\cdot)\), which are both unknown smooth functions associated with the fixed effects. Throughout this paper, we only consider nonparametric inference in the fixed effects, similar as that in Ke and Wang [12]. For the feasibility of estimation, we should specify the model space for \(\phi(T_{ij})\) and \(\nu(S_{ij})\). We assume that \(\phi(T_{ij})\) and \(\nu(S_{ij})\) are both square integrable functions from the Sobolev space.

To capture the variation between individuals and the hierarchical structure of the data, we further propose the following level-2 models

\[
\beta_i = W_i\gamma + U_i, \quad \theta_i = K_j\eta + R_i,
\]

\[
U_i \sim iid N(0, \Sigma), \quad R_i \sim iid N(0, \Lambda),
\]

where \(\gamma\) and \(\eta\) are fixed effects parameters. \(U_i\) and \(R_i\) are mutually independent. \((U_i^T, R_i^T)\) and \(\varepsilon_{ij}\) are independent.

Model (1) is flexible for analyzing hierarchical data with heteroscedasticity. It provides insights for the cause of non-homogeneous variability in responses as well as individual-specific characteristics in the mean. Within the semiparametric framework, both the known components and unobserved covariate effects, such as time-varying coefficients, can be addressed adequately.

3. ESTIMATION

Our goal is to estimate \(\gamma, \eta, \phi(T_{ij}), \nu(S_{ij}), \Omega_i, \Sigma\) and \(\Lambda\) by maximizing the marginal likelihood function. However, there is usually no explicit form of the marginal likelihood function due to the nonlinear structures of the mean level function and heteroscedasticity function. Considerable attention has been paid to this problem and several methods have been proposed to find approximated solutions, such as EM algorithm [28], first order linearization [22, 17] and Laplace’s approximation [12]. Both of the EM algorithm and the first order linearization methods are simple to implement, but have their limitations. The former one is computationally intensive as it incurs large amount of calculation for Monte-Carlo integration and slow convergence for the procedure itself. This problem is particular serious in our proposed heteroscedastic model as it involves estimation of parameters in the intra-individual heterogeneity which may lead to complex inverse matrix operations. The latter method only gives reasonable approximation when the inter-individual variation is small [24, 27], which makes it inflexible in practical application. Hence we propose to use the Laplace method, which provides faster speed and reasonable accuracy, to obtain the approximated marginal likelihood function.
For the estimation of the unknown functions $\phi(T_{ij})$ and $\nu(S_{ij})$ in model (1), kernel smoothing [35], smoothing splines [12], smoothing spline analysis of variance [31] and local fitting [25] are commonly-used methods. In consideration of computing speed and simplicity, we employ spline methods in our nonparametric inferences below.

### 3.1 The approximated likelihood function

We first approximate $\phi(T_{ij})$ and $\nu(S_{ij})$ by two separate systems of basis functions

$$
\begin{align*}
\Upsilon_k(T_{ij}) &= [v_0(T_{ij}), v_1(T_{ij}), \cdots, v_{k-1}(T_{ij})]^T, \\
\Psi_d(S_{ij}) &= [\psi_0(S_{ij}), \psi_1(S_{ij}), \cdots, \psi_{d-1}(S_{ij})]^T,
\end{align*}
$$

where $k$ and $d$ are the numbers of basis functions. Let $\mu_k = (\mu_0, \cdots, \mu_k-1)^T$ and $\xi_d = (\xi_0, \cdots, \xi_{d-1})^T$ be the vectors of coefficients, then we have the approximations

$$
\begin{align*}
\phi(T_{ij}) &\approx \phi_k(T_{ij}) = \sum_{j=0}^{k-1} \mu_j v_j(T_{ij}) = \Upsilon_k(T_{ij})^T \mu_k, \\
\nu(S_{ij}) &\approx \nu_d(S_{ij}) = \sum_{j=0}^{d-1} \xi_j \psi_j(S_{ij}) = \Psi_d(S_{ij})^T \xi_d.
\end{align*}
$$

Substituting (2) into (1), we obtain the following approximate parametric hierarchical model

$$
Y_{ij} = f\left(X_{ij}; \beta, \phi_k(T_{ij})\right) + g\left(Z_{ij}; \theta, \nu_d(S_{ij})\right) \varepsilon_{ij}.
$$

Let $\delta = (\gamma^T, \eta^T, \text{vec}(\Sigma), \text{vec}(\Lambda), \text{vec}(\Omega), \mu_k^T, \xi_d^T)$ be the vector containing all the parameters to be estimated, where $\text{vec}(\mathbf{A})$ represents a vector of parameters in the variance-covariance matrix $\mathbf{A}$. Denote $\mathbf{Y}_i = [Y_{i1}, \cdots, Y_{in_i}]^T$, $\mathbf{f}_i = [f(X_{i1}; \beta, \phi_k(T_{i1})), \cdots, f(X_{in_i}; \beta, \phi_k(T_{in_i}))]^T$, $\mathbf{G}_i = \text{diag}\{g(Z_{i1}; \theta, \nu_d(S_{i1})), \cdots, g(Z_{in_i}; \theta, \nu_d(S_{in_i}))\}$, $\mathbf{V}_i = \mathbf{G}_i \Omega_i \mathbf{G}_i$. The marginal likelihood based on Model (3) is

$$
L(\delta) = \prod_{i=1}^m \int p_Y(Y_{i|\beta, \theta, \delta}) p_\beta(\beta|\gamma, \Sigma) p_\theta(\theta|\eta, \Lambda) \ d\beta \ d\theta,
$$

where

$$
\begin{align*}
p_Y(Y_{i|\beta, \theta, \delta}) &= \left(2\pi\right)^{-\frac{n_i}{2}} |\mathbf{V}_i|^{-\frac{1}{2}} \exp\left\{-\frac{1}{2}(Y_{i} - \mathbf{f}_i)^T \mathbf{V}_i^{-1}(Y_{i} - \mathbf{f}_i)\right\}, \\
p_\beta(\beta|\gamma, \Sigma) &= \left(2\pi\right)^{-\frac{d}{2}} |\Sigma|^{-\frac{1}{2}} \exp\left\{-\frac{1}{2}(\beta - \mathbf{W}_i \gamma)^T \Sigma^{-1}(\beta - \mathbf{W}_i \gamma)\right\}, \\
p_\theta(\theta|\eta, \Lambda) &= \left(2\pi\right)^{-\frac{m}{2}} |\Lambda|^{-\frac{1}{2}} \exp\left\{-\frac{1}{2}(\theta - \mathbf{K}_i \eta)^T \Lambda^{-1}(\theta - \mathbf{K}_i \eta)\right\}.
\end{align*}
$$

Let $\omega = (\beta_0^T, \cdots, \beta_m^T, \theta_1^T, \cdots, \theta_{m_i}^T)^T$. Then the marginal likelihood (4) can be written as a function of $\omega$ as follows

$$
L(\delta) \propto |\Sigma|^{-\frac{1}{2}} |\Lambda|^{-\frac{1}{2}} \int \exp\{-\rho(\omega)\} \ d\omega,
$$

where

$$
\rho(\omega) = \frac{1}{2} \sum_{i=1}^m \left\{ \log |\mathbf{V}_i| + (\mathbf{Y}_i - \mathbf{f}_i)^T \mathbf{V}_i^{-1}(\mathbf{Y}_i - \mathbf{f}_i) + (\beta_i - \mathbf{W}_i \gamma)^T \Sigma^{-1}(\beta_i - \mathbf{W}_i \gamma) + (\theta_i - \mathbf{K}_i \eta)^T \Lambda^{-1}(\theta_i - \mathbf{K}_i \eta) \right\}.
$$

Denote $\omega_0 = (\beta_{01}^T, \cdots, \beta_{0m_i}^T, \theta_{11}^T, \cdots, \theta_{0m_i}^T)^T$ as the solution to the equation $\frac{\partial}{\partial \omega} \rho(\omega)|_{\omega = \omega_0} = 0$. Note that $\omega_0$ is actually the vector of the estimated values of $\beta_i$’s and $\theta_i$’s, which maximize the joint likelihood of the response and the mixed effects coefficients. Obviously, the log-Laplace approximated marginal likelihood is proportional to

$$
\frac{m}{2} \log |\Sigma| - \frac{m}{2} \log |\Lambda| - \frac{1}{2} \left|\rho(\omega_0)\right| - \rho(\omega_0).
$$

where $|\rho(\omega_0)|$ is the determinant of $\frac{\partial}{\partial \omega} \rho(\omega)|_{\omega = \omega_0}$. The explicit expressions of the first and second derivatives of $\rho(\omega)$ with respect to $\omega$ are shown in the Appendix.

### 3.2 Iterative procedures

Maximizing the log-likelihood in (6) with respect to the fixed effects parameters leads to the following estimating equations

$$
\sum_{i=1}^m -\mathbf{W}_i^T \Sigma^{-1}(\beta_{0i} - \mathbf{W}_i \gamma) = 0,
$$

$$
\sum_{i=1}^m -\mathbf{K}_i^T \Lambda^{-1}(\theta_{0i} - \mathbf{K}_i \eta) = 0,
$$

where $\beta_{0i}$ and $\theta_{0i}$ are the estimates of the mixed effects coefficients $\beta_i$ and $\theta_i$ as indicated in Section 3.1. Given the estimators of $\Sigma$ and $\Lambda$, the estimators of the fixed effects can be expressed as

$$
\hat{\gamma} = \left(\sum_{i=1}^m -\mathbf{W}_i^T \Sigma^{-1} \mathbf{W}_i \right)^{-1} \left[\sum_{i=1}^m -\mathbf{W}_i^T \Sigma^{-1} \beta_{0i}\right],
$$

$$
\hat{\eta} = \left(\sum_{i=1}^m -\mathbf{K}_i^T \Lambda^{-1} \mathbf{K}_i \right)^{-1} \left[\sum_{i=1}^m -\mathbf{K}_i^T \Lambda^{-1} \theta_{0i}\right].
$$

Estimation of a full variance-covariance matrix is challenging when its dimension is not small. This is common in clinical trials or education research where the size of a class or the number of successive records of a subject can often be large. If the number of the replicated observations
is not substantial enough, it is suggested to assume certain structures for the residuals to estimate a limited numbers of covariances [19]. Hence we assume structured matrices for \( \Omega_i \). Common structures such as variance components and autoregressive(1) (AR(1)) are employed in the subsequent simulation and real analysis. Details for these structured variance-covariance matrices can be found in Jenrich and Schluchter [11]. Compared to the fixed effects estimators, explicit expressions can be hardly found for the variance components. Numerical methods such as Newton-Raphson algorithm or Nelder-Mead algorithm can be used to find approximated estimates.

As for \( \phi_k(T_{ij}) \) and \( \nu_j(S_{ij}) \), we use natural cubic splines in our simulation study and real analysis. The number of knots is determined by the BIC criteria and the location of knots is selected by the percentile-based knot placing rule (Wu and Zhang[33], Liu and Wu [18]). Estimates of the spline coefficients can also be obtained via numerical methods. We estimate \( \gamma, \eta, \Sigma, \Lambda, \mu_k \) and \( \xi_d \) iteratively in the following four steps:

1. Given the current estimate of \( \delta \), update \( \beta_{0i}'s \) and \( \theta_{0i}'s \) by solving \( \frac{d}{d\omega} \rho(\omega) = 0 \) with \( \rho(\omega_i) \) in (5).
2. Given the current estimates of \( \Sigma, \Lambda \), update \( \gamma \) and \( \eta \) by (7).
3. Given the current estimates of \( \gamma, \eta, \mu_k \) and \( \xi_d \), update \( \Sigma, \Lambda \) and \( \Omega_i \) by maximizing (6) with respect to the variance component parameters.
4. Given the current estimates of \( \Sigma, \Lambda \) and \( \Omega_i \), update \( \mu_k \) and \( \xi_d \) by maximizing (6) with respect to the spline coefficients.

3.3 Bootstrap standard errors and confidence band

Asymptotic variance-covariance matrix is a popular choice for evaluating the uncertainty of estimators, e.g. the Heissian of likelihood function in nonlinear mixed models and sandwich estimator for generalized mixed models. However, the sample size of our motivated example mentioned in Section 1 is quite small and the asymptotic approaches may fail due to substantial bias. To overcome this problem, we follow the idea of Sherman and Le Cessie [23] to propose “all block bootstrap” to calculate the confidence intervals of the parametric estimators and the confidence bands of the non-parametric functions. The bootstrap procedure is outlined as follows

1. Match all of the covariates from each subject \( i \) and then form the blocks \( \{Y_i, W_i, T_i, Z_i, K_i, S_i\} \), \( i = 1, ..., m \), where \( X_i = (X_{i1}^T, ..., X_{im}^T)^T \). \( Z_i, T_i \) and \( S_i \) are similarly defined. Draw a sample of size \( m \) from the blocks with replacement and denote it as \( \{Y_1^*, W_1^*, T_1^*, Z_1^*, K_1^*, S_1^*\}, ..., \{Y_m^*, W_m^*, T_m^*, Z_m^*, K_m^*, S_m^*\}\). The sampling probability is \( F_m = \frac{1}{m} \) for each block.
2. Fit the bootstrap sample by model (3).

3. Repeat steps 1 and 2 \( n_B \) times. Then calculate the standard errors and pointwise confidence bands based on these bootstrap estimates.

3.4 Asymptotic results

In this section, we investigate the consistency of the proposed estimators assuming model (3), including the fixed effects, the variance components, the coefficients of the basis functions and the nonparametric functions. Similar to the results of Vonesh [27], the convergence rates of the parametric estimators are governed by two factors, the accuracy of the Laplace’s approximation and the accuracy of the standard maximum likelihood estimators.

Let \( \delta_0 \) be the true value of \( \delta \). The true value of \( \mu_k \) can be interpreted as follows. Suppose we truncate the expansion of the true (but unknown) function \( \phi(T_{ij}) = \sum_{j=0}^{\infty} \rho_j(T_{ij}) \) at the \( k \)th term and denote \( \rho_{0k} \) as the vector of the first \( k \) coefficients. Then \( \mu_{0k} \) is the true value of \( \mu_k \) for the given integer \( k \). \( \xi_d \) can be defined similarly. Let \( \delta(\gamma^T, \eta^T, vec(\Sigma), vec(\Lambda), vec(\Omega_i), \mu_k^T, \xi_d^T)^T \) be the estimator of \( \delta \), where \( \gamma \) and \( \eta \) are obtained by (7). \( vec(\Sigma), vec(\Lambda), vec(\Omega_i), \mu_k \) and \( \xi_d \) are the estimators which maximize the log-approximated likelihood function in (6). Denote \( \Theta \) as the parameter space of \( \delta \). Let \( l_1(\delta) \) be the marginal likelihood function of \( \delta \) given \( Y_1 \) and \( L_1(\delta) \) be the Laplace’s approximated likelihood function given \( Y_1 \). \( l_1(\delta) = log L_1(\delta) \), \( \nabla l_1(\delta) = \partial l_1(\delta)/\partial \delta \), \( \nabla^2 l_1(\delta) = \partial^2 l_1(\delta)/\partial \delta \partial \delta^T \), \( l_m(\delta) = \sum_{i=1}^{m} l_i(\delta) \), \( \nabla l_m(\delta) = \partial l_m(\delta)/\partial \delta \), \( \nabla^2 l_m(\delta) = \partial^2 l_m(\delta)/\partial \delta \partial \delta^T \), \( l^*_1(\delta) = log L^*_1(\delta) \), \( \nabla l^*_1(\delta) = \partial l^*_1(\delta)/\partial \delta \), \( \nabla^2 l^*_1(\delta) = \partial^2 l^*_1(\delta)/\partial \delta \partial \delta^T \), \( l^*_m(\delta) = \sum_{i=1}^{m} l^*_i(\delta) \), \( \nabla l^*_m(\delta) = \partial l^*_m(\delta)/\partial \delta \), \( \nabla^2 l^*_m(\delta) = \partial^2 l^*_m(\delta)/\partial \delta \partial \delta^T \). Throughout the rest of the paper, \( \overset{p}{\rightarrow} \) refers to convergence in probability and \( \overset{d}{\rightarrow} \) means convergence in distribution.

We first give the consistency of the parameter estimators, including the fixed effects, the variance components and the coefficients of the basis functions in Theorem 3.1. To establish the asymptotic properties, we propose the following regularity conditions, which are similar as those discussed in Vonesh [27], Liu and Wu [18], Wang and Wu [30], Casella and Berger[3].

(C1) The necessary conditions for demonstrating the order of accuracy associated with the Laplace’s approximation as discussed in [32] are satisfied.

(C2) The first two partial derivatives of the score function \( \nabla l_m(\delta) \) with respect to \( \delta \) exist almost everywhere in \( \Theta \).

(C3) There are positive numbers \( \zeta_{hs} \) such that the element in the \( hth \) row and \( sth \) column of \( E[ \nabla l_1(\delta) \nabla l_i(\delta)^T] \) is positive and bounded by \( \zeta_{hs} \) for all \( h = 1, \ldots, a \) and \( s = 1, \ldots, a \), where \( a \) is the dimension of \( \delta \).
For each \( \delta \) in the neighbourhood of \( \delta_0 \) there exist functions \( I_i(\delta) \) and \( H_i(\delta) \) such that \( \int I_i(\delta) \ d \delta < \infty \), \( \int H_i(\delta) \ d \delta < \infty \). And the absolute values of the first two partial derivatives of \( I_i(\delta) \) are bounded by \( I_i(\delta) \) and \( H_i(\delta) \) respectively for \( i = 1, \ldots, m \).

(C5) \( E \left[ \nabla l_i(\delta)^T \nabla I_i(\delta) \right] \) and \( -m^{-1} \sum_{i=1}^{m} E \left[ \nabla^2 I_i(\delta) \right] \) are finite and positive definite matrices for every \( \delta \) in \( \Theta \).

(C6) \( m^{-1} \nabla^2 I_m(\delta_0) \) is bounded.

(C7) The fifth order derivatives of \( f(X_{ij}, \beta_i, \phi_k(T_{ij})) \) and \( g(Z_{ij}, \theta_i, \nu_j(S_{ij})) \) in model (3) with respect to \( \delta \) exist and are continuous in an open neighbourhood of \( \delta \) for \( i = 1, \ldots, m, \ j = 1, \ldots, n_i \).

(C8) There exists a constant \( P \) such that one of \( 1/L_i(\delta) < P \) for every \( \delta \in \Theta \), \( i = 1, \ldots, m \).

In the above regularity conditions, condition (C2) ensures that the score function has a Taylor expansion with respect to \( \delta \). Conditions (C3)–(C5) are similar to the conditions in Wang and Wu [30], in which conditions (C3) and (C4) ensure the convergence of the second order of the log-likelihood function, using the Markov law of large numbers for non-i.i.d. observations, as discussed in [8]. Condition (C5) ensures the stochastic boundedness of the score function following the central limit theorem for non-i.i.d. observations in Serfling [21]. Condition (C7) ensures that the Laplace’s approximation-based score function share the same order of accuracy as that of the Laplace-based marginal likelihood function and condition (C8) is proposed to derive the order of accuracy of the log-approximated likelihood functions.

**Theorem 3.1.** Let \( n = \min\{n_i\} \). For model (3), under regularity conditions (C1)-(C8), we have:

\[
\hat{\delta} = \delta_0 + O_p \left( \max \left[ m^{-\frac{1}{2}}, n^{-1} \right] \right).
\]

**Proof.** The proof can be found in the Appendix.

We further show the consistency of the estimators of the unknown functions in Theorem 3.2. The definitions of norm and inner product are similar as those in [18].

**Theorem 3.2.** With the same assumptions as in Theorem 3.1, if the following conditions are further satisfied,

(i) \( k/m \to 0, d/m \to 0 \) when \( k \to \infty, d \to \infty, m \to \infty \),
(ii) For fixed \( k \) and \( d \), there exist finite constants \( C_1 \) and \( C_2 \), such that \( \| Y_k \| < C_1 \) and \( \| Y_d \| < C_2 \) as \( m \to \infty, n \to \infty \),
(iii) For any fixed \( k \) and \( d \), as \( m \to \infty, n \to \infty \), \( E(\hat{\mu}_k) \to \mu_0, E(\hat{\xi}_d) \to \xi_0, \) \( \operatorname{Cov}(\sqrt{m}\hat{\mu}_k) \to J_k \) and \( \operatorname{Cov}(\sqrt{m}\hat{\xi}_d) \to Q_d \), where \( J_k \) and \( Q_d \) are some semidefinite positive matrices with \( k^{-1}\text{tr}(J_k) \) and \( d^{-1}\text{tr}(Q_d) \) bounded,

then as \( k \to \infty, d \to \infty, m \to \infty \) and \( n \to \infty \), the estimators of the unknown functions in (6) have the following properties:

\[
\| \hat{\phi}_k - \phi \| \overset{P}{\to} 0, \quad |\hat{\nu} - \nu| \overset{P}{\to} 0.
\]

**Proof.** The proof can be found in the Appendix.

Asymptotic normality of \( \hat{\delta} \) is summarized in the following theorem, in which similar regularity conditions can be found in [14].

**Theorem 3.3.** For model (3), in addition to the regularity conditions of Theorem 3.1, suppose that there exists an open subset of \( \delta \) containing \( \delta_0 \) such that \( l_i^*(\delta) \) is twice continuously differentiable and as \( m \to \infty, n \to \infty \),

(i) \( \sum_{i=1}^{m} E\|l_i^*(\delta_0)\|^{2+\alpha} = o(m^\alpha) \) for some \( \alpha > 0 \),
(ii) \( \left\| \sum_{i=1}^{m} E\nabla l_i^*(\delta_0) \right\| = o(\sqrt{m}) \),
(iii) \( m^{-1} \sum_{i=1}^{m} \nabla l_i^*(\delta_0) [\nabla l_i^*(\delta_0)]^T \overset{P}{\to} \Gamma_1 \),
(iv) \( m^{-1} \sup_{\|\delta - \delta_0\| \leq c} \left\| \sum_{i=1}^{m} \nabla^2 l_i^*(\delta) - \sum_{i=1}^{m} \nabla^2 l_i^*(\delta_0) \right\| \overset{P}{\to} 0 \) as \( c \to 0 \),

Then as \( m \to \infty \) and \( n \to \infty \),

\[
\sqrt{m}(\hat{\delta} - \delta_0) \overset{d}{\to} N(0, \Gamma_2^{-1} \Gamma_1 \Gamma_2^{-1}).
\]

**Proof.** The proof can be found in the Appendix.

### 4. Simulation Studies

In this section, we conduct a simulation study to evaluate the performance of our proposed estimation procedures.

Data are generated from the following model which mimics the indomethacin study in the real analysis.

\[
y_{tij} = \left\{ \begin{array}{ll}
\exp(\beta_1 i - \beta_2 t_{ij}) + \exp(\beta_3 i - \phi(t_{ij}) t_{ij}) \\
+ \exp(\theta_1 i - \nu(t_{ij}) t_{ij}) \varepsilon_{ij} \end{array} \right.
\]

\[
\beta_i = \gamma + u_i, \quad u_i \overset{iid}{\sim} N(0, \Sigma),
\]

\[
\theta_i = \eta + r_i, \quad r_i \overset{iid}{\sim} N(0, \lambda^2),
\]

\[
\varepsilon_i = (\varepsilon_{i1}, \ldots, \varepsilon_{in_i}) \overset{iid}{\sim} N(0, \Omega),
\]

\[
i = 1, \ldots, 20, \quad j = 1, \ldots, 20,
\]

where \( t_{ij} \) are taken as equal spaced when \( 0.25 \leq t \leq 2 \) and then \( t = 3, 4, 6, 8 \) when \( t > 2 \). The true values are set as \( \phi(t) = 0.2 t^{-1/2}, \nu(t) = 0.1 t^{-1/2} + 0.1. \gamma = (\log(2), 1.5, \log(0.3)), \eta = \log(0.3), \lambda^2 = 0.05 \) and

\[
\Sigma = \begin{pmatrix}
0.03 & 0.01 & -0.01 \\
0.01 & 0.02 & -0.01 \\
-0.01 & -0.01 & 0.05
\end{pmatrix}.
\]
Both variance component and AR(1) structures of $\Omega$ are investigated in the following two scenarios. We fit the data with our proposed method assuming model (8) and compare the results to those assuming homogeneity models. All computations here are implemented in Matlab. Natural cubic splines are used to estimate $\phi(t)$ and $\mu(t)$. To select the number of knots for the estimated functions, we calculate the BIC values of 16 combinations with the knots of $\hat{\phi}(t)$ and $\hat{\nu}(t)$ ranging from 1 to 4 respectively. Log-Cholesky parameterizations are employed to enforce the positive semidefinite conditions for variance-covariance matrices. In both scenarios, 100 Monte Carlo datasets are conducted. The performance of the parametric estimators are assessed via the relative bias (relBias), the relative Monte Carlo standard deviation (relSD) and the Monte Carlo 95% confidence interval width (95%CIW).

$$\text{relBias} = \frac{\text{bias of estimate}}{\text{true parameter}},$$

$$\text{relSD} = \frac{\text{SD of estimate}}{\text{true parameter}},$$

$$95\%\text{CIW} = 97.5\% \text{ quantile} - 2.5\% \text{ quantile}.$$

As for the nonparametric functions, the performance is assessed with 50 equal spaced grid points in the interval [0.25,8]. We use the average and standard deviation of mean absolute deviation (MAD) and 95% pointwise confidence band to evaluate their curve fitting performance. The MAD of a function $f(t)$ can be calculated as

$$\text{MAD} = n_0^{-1} \sum_{k=1}^{n_0} |\hat{f}(t_k) - f(t_k)|,$$

where $\{t_k, k = 1, ..., n_0\}$ are the grid points at which $f(t)$ are estimated.

**Scenarios I** $\Omega = \text{diag}(\sigma^2)$, $\sigma^2 = 0.05$.

Table 1 shows the estimation results of the fixed effects parameters and the variance components. For $\Sigma$, we only report the estimates of the diagonal elements. As is shown in Table 1, our proposed estimators of the fixed effects work well in terms of relative bias and relative standard deviation. The estimates under model (8) and those under a misspecified homogeneous model have similar bias. However, the latter ones have larger standard deviation in general, which implies that the estimation method ignoring the heteroscedasticity function leads to less efficient results. It is also found that the variance estimators tend to have larger relative SD compared to the fixed effects estimators. This is not surprising as the estimation of second moments is usually more sophisticated.

The simulation results of the smooth functions is summarized in Table 2. The spline method yields good estimators with significantly small average MAD and standard errors of MAD. We further plot out the 95% pointwise confidence band and the average fitted curve in Figure 1 to see whether our proposed estimators are efficient in capturing the unknown smooth functions. The left panel of Figure 1 is $\hat{\phi}(t)$ in model (8) and the middle panel is $\hat{\nu}(t)$ in model (8). The right panel is $\hat{\phi}(t)$ assuming homogeneity model. The dashed lines are the estimates. The solid lines are the true functions and the dotted lines are the 95% pointwise confidence bands. Most part of the $\hat{\phi}(t)$ and $\hat{\nu}(t)$ from model (8) coincide with the true values. The estimators of unknown functions in the mean have similar performance in both model (8) and the misspecified homogeneous model, except that $\hat{\phi}(t)$ have wider confidence band when the heteroscedasticity function is ignored.

**Scenarios II**

$$\sigma^2 = 0.05, \rho = 0.8, n = 20,$$

$$\Omega = \sigma^2 \times \begin{pmatrix}
1 & \rho & \rho^2 & \cdots & \rho^{n-1} \\
\rho & 1 & \rho & \cdots & \rho^{n-2} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
\rho^{n-1} & \rho^{n-2} & \cdots & 1
\end{pmatrix}$$

The simulation in scenario 2 aims to investigate the performance of our estimators when observations within a subject is correlated and hence the intra variance-covariance matrix has a more complex structure. Results are shown in Table 3 and 4. The parametric estimates have small bias similar to scenario 1. It is noted that greater standard deviations of parameter estimates from both the heteroscedastic model and homogeneous model are found in scenario 2, especially for the parameters in the variance function. It may be explained by the more complicated structures of the intra variance-covariance matrices. From Figure 2, we also observe wider confidence band for $\hat{\phi}(t)$ in the misspecified homogeneous model as the way the mean interacts with the variance is more complicated (The left panel is $\hat{\phi}(t)$ in model (8) and the middle panel is $\hat{\nu}(t)$ in model (8). The right panel is $\hat{\phi}(t)$ assuming homogeneity model. The dashed lines are the estimates. The solid lines are the true functions and the dotted lines are the 95% pointwise confidence bands.).

### 5. REAL ANALYSIS

In this section, our proposed models and estimation procedures are applied to the indomethacin medical study discussed earlier. The dataset include plasma concentration of 6 individuals measured at 11 time points ranging from 15...
Table 1. Simulation results of the parametric estimators; scenario 1

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\eta$</th>
<th>$\Sigma_{11}$</th>
<th>$\Sigma_{22}$</th>
<th>$\Sigma_{33}$</th>
<th>$\lambda^2$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heter</td>
<td>0.0184</td>
<td>0.0079</td>
<td>0.0524</td>
<td>0.0131</td>
<td>0.3524</td>
<td>6.4903</td>
<td>2.2935</td>
<td>2.3822</td>
<td>0.7904</td>
</tr>
<tr>
<td>relSD</td>
<td>0.0730</td>
<td>0.0570</td>
<td>0.1139</td>
<td>0.4637</td>
<td>1.3056</td>
<td>11.6010</td>
<td>4.2691</td>
<td>3.6344</td>
<td>1.300</td>
</tr>
<tr>
<td>95%CIW</td>
<td>2.0996</td>
<td>0.3395</td>
<td>0.5685</td>
<td>2.1607</td>
<td>0.1132</td>
<td>0.6796</td>
<td>0.4964</td>
<td>0.5543</td>
<td>0.2423</td>
</tr>
<tr>
<td>Homo</td>
<td>0.0696</td>
<td>0.0151</td>
<td>0.0662</td>
<td>-</td>
<td>0.1475</td>
<td>2.9238</td>
<td>1.6401</td>
<td>-</td>
<td>0.9022</td>
</tr>
<tr>
<td>relSD</td>
<td>0.0978</td>
<td>0.0807</td>
<td>0.1954</td>
<td>-</td>
<td>0.5802</td>
<td>5.3494</td>
<td>3.2038</td>
<td>-</td>
<td>0.1087</td>
</tr>
<tr>
<td>95%CIW</td>
<td>0.2980</td>
<td>0.4927</td>
<td>0.8862</td>
<td>-</td>
<td>0.0775</td>
<td>0.4365</td>
<td>0.5637</td>
<td>-</td>
<td>0.0208</td>
</tr>
</tbody>
</table>

Heter: estimates of the true heteroscedasticity model (8), Homo: estimates of a misspecified homogeneous model.

Figure 1. Fitted curves of the unknown functions in scenario 1 of the simulation.
Table 3. Simulation results of the parametric estimators; scenario 2

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\eta$</th>
<th>$\Sigma_{11}$</th>
<th>$\Sigma_{22}$</th>
<th>$\Sigma_{33}$</th>
<th>$\lambda^2$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heter</td>
<td>0.0239</td>
<td>0.0087</td>
<td>0.0557</td>
<td>0.0964</td>
<td>0.3090</td>
<td>6.1617</td>
<td>2.1130</td>
<td>3.7834</td>
<td>2.1597</td>
</tr>
<tr>
<td>relBias</td>
<td>0.1214</td>
<td>0.0997</td>
<td>0.1647</td>
<td>0.7780</td>
<td>1.4766</td>
<td>11.1543</td>
<td>4.4971</td>
<td>17.2934</td>
<td>3.5185</td>
</tr>
<tr>
<td>relSD</td>
<td>0.2920</td>
<td>0.3586</td>
<td>0.7960</td>
<td>3.2775</td>
<td>0.0745</td>
<td>0.6772</td>
<td>0.5212</td>
<td>0.5452</td>
<td>0.6999</td>
</tr>
<tr>
<td>95%CIW</td>
<td>0.0045</td>
<td>0.0774</td>
<td>0.0586</td>
<td></td>
<td>0.4745</td>
<td>4.0728</td>
<td>1.9321</td>
<td>-</td>
<td>0.8476</td>
</tr>
<tr>
<td>Homo</td>
<td>0.0785</td>
<td>0.0522</td>
<td>0.2312</td>
<td></td>
<td>7.6606</td>
<td>13.5921</td>
<td>2.7406</td>
<td>-</td>
<td>0.1146</td>
</tr>
<tr>
<td>relBias</td>
<td>0.2343</td>
<td>0.3162</td>
<td>0.9375</td>
<td></td>
<td>0.0990</td>
<td>1.0057</td>
<td>0.5716</td>
<td>-</td>
<td>0.0178</td>
</tr>
<tr>
<td>relSD</td>
<td>0.0957</td>
<td>0.0630</td>
<td>0.2312</td>
<td></td>
<td>7.6606</td>
<td>13.5921</td>
<td>2.7406</td>
<td>-</td>
<td>0.1146</td>
</tr>
<tr>
<td>95%CIW</td>
<td>0.0957</td>
<td>0.0630</td>
<td>0.2312</td>
<td></td>
<td>7.6606</td>
<td>13.5921</td>
<td>2.7406</td>
<td>-</td>
<td>0.1146</td>
</tr>
</tbody>
</table>

Heter: estimates of the true heteroscedasticity model (8), Homo: estimates of a misspecified homogeneous model.

Figure 2. Fitted curves of the unknown functions in scenario 2 of the simulation.
where $Y_{ij}$ is the plasma concentration of indomethacin at the $j$th time point in the $i$th subject and $t_{ij}$ is the corresponding measurement time. $f(t_{ij}; \beta_i) = e^{\beta_{i1}} \exp(-e^{\beta_{i2}} t_{ij}) + e^{\beta_{i3}} \exp(-e^{\beta_{i4}} t_{ij})$, $\varepsilon_{ij} \sim N(0, \sigma^2)$. $\beta_i$, $\theta$, $\Sigma$ and $\sigma^2$ are the parameters to be estimated.

It is reasonable to assume that the intra-subject variation is a function of the mean response. However, this leads to a very complex model with two biexponential components, one in the mean and the other in the variance functions. Such complex models may cast doubt on the reliability of the estimators and the robustness of the model. Hence we remain the biexponential form in the mean function while simply assume a monoexponential form for the variance function. We also incorporate random effects to account for the variations between subjects. As discussed in the HIV dynamics research from Wu and Zhang[34], where biexponential models are also employed, the second decay rate often changes with time. To account for this effect, we assume the decay rates to be time-dependent. Hence we propose the following models for analysing the indomethacin data

$$Y_{ij} = f(t_{ij}; \beta_i, \phi(t_{ij})) + g(t_{ij}; \theta_i, \nu(t_{ij})) \varepsilon_{ij},$$

where $g(t_{ij}; \theta_i, \nu(t_{ij})) = \exp(\theta_i - \nu(t_{ij}) t_{ij})$, $f(t_{ij}; \beta_i, \phi(t_{ij})) = e^{\beta_{i1}} \exp(-\beta_{i2} t_{ij}) + e^{\beta_{i3}} \exp(-\phi(t_{ij}) t_{ij})$, $\varepsilon_{ij} \sim N(0, \sigma^2)$. $\phi(\cdot)$ and $\nu(\cdot)$ are unknown functions to be estimated. $\gamma_i, \Sigma, \lambda^2$ and $\sigma^2$ are unknown parameters. We assume $\Sigma$ to be unstructured. Note that Model (9) is a special form of Model (1) in the sense that the second level design matrices $W_i$ and $K_i$ are all set to be identity matrices.

We obtain estimates based on both the heteroscedasticity model (9) and homogeneous models where $g(\cdot)$ in (9) equal to 1. Standard errors are calculated via bootstrap method. Results are summarized in Table 5, where Est refers to the estimated values of parameters and S.E. refers to the bootstrap standard errors. Plots of fitted curves are presented in Figure 3. The left panel is $\hat{\phi}(t)$ in model (9) and the middle panel is $\hat{\nu}(t)$ in model (9). The right panel is $\hat{\phi}(t)$ assuming homogeneity model.

Results from model (9) also reveal the time-varying features of the metabolic process of indomethacin. As found in Figure 3, the second decay rate in the mean gradually decrease as time passes by and still remain positive at the end. This means that the level of indomethacin in plasma concentrate after injection decline along time with a reducing rate and this trend may probably go on after 8 hours. The decay rate in variation have similar trend but with a sharper drop than that in the mean. Hence we can infer that the fluctuation of indomethacin reduces along the metabolic process and the declining effect is much more significant at the start.

### 6. CONCLUSION

To capture the heteroscedasticity in hierarchical data, we have proposed a class of semiparametric hierarchical models with heteroscedasticity. Laplace-based likelihood estimators are obtained and their asymptotic properties are investigated. The simulation study and the real analysis suggest that our proposed estimating procedures work well.

The methodology considered in this paper is only for continuous data with normal distributions for the random effects and model disturbances. The assumption of normality may be relaxed in the subsequent research. In addition, the estimation of the hierarchical models with heteroscedasticity is based on the condition that the structure for the variance-covariance matrices is known in advance, which may limit the use of the proposed methods in some practices. This requires more studies in the future.

Hypothesis testing procedures comparing the proposed semiparametric models with simple parametric models are an interesting topic and will be investigated in our future work.

### Table 4. Simulation results of the nonparametric functions; scenario 2.

<table>
<thead>
<tr>
<th></th>
<th>$\phi(t)$</th>
<th>$\nu(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>av.MAD</td>
<td>std.MAD</td>
</tr>
<tr>
<td>Heter</td>
<td>0.0559</td>
<td>0.2248</td>
</tr>
<tr>
<td>Homo</td>
<td>0.1200</td>
<td>0.0683</td>
</tr>
</tbody>
</table>
Table 5. Parameter estimates of indomethacin data analysis.

<table>
<thead>
<tr>
<th></th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$\gamma_3$</th>
<th>$\eta$</th>
<th>$\Sigma_1$</th>
<th>$\Sigma_2$</th>
<th>$\Sigma_3$</th>
<th>$\lambda^2$</th>
<th>$\sigma^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heter</td>
<td>0.8695</td>
<td>1.9034</td>
<td>-0.5597</td>
<td>0.9577</td>
<td>0.0295</td>
<td>0.3155</td>
<td>0.0767</td>
<td>0.2402</td>
<td>0.0062</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.1113</td>
<td>0.2287</td>
<td>0.1978</td>
<td>0.5411</td>
<td>0.0932</td>
<td>0.2196</td>
<td>0.1571</td>
<td>0.1486</td>
<td>0.2419</td>
</tr>
<tr>
<td>BIC</td>
<td>-336.6686</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Est</td>
<td>1.0038</td>
<td>2.5391</td>
<td>-0.4329</td>
<td>-</td>
<td>0.0769</td>
<td>0.4008</td>
<td>0.1146</td>
<td>-</td>
<td>0.0056</td>
</tr>
<tr>
<td>Homo</td>
<td>0.1819</td>
<td>0.5502</td>
<td>0.4194</td>
<td>-</td>
<td>0.0413</td>
<td>0.3690</td>
<td>0.2070</td>
<td>-</td>
<td>0.0045</td>
</tr>
<tr>
<td>S.E.</td>
<td>0.1819</td>
<td>0.5502</td>
<td>0.4194</td>
<td>-</td>
<td>0.0413</td>
<td>0.3690</td>
<td>0.2070</td>
<td>-</td>
<td>0.0045</td>
</tr>
<tr>
<td>BIC</td>
<td>-185.8370</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Heter: estimates of the true heteroscedasticity model (9); Homo: estimates of a misspecified homogeneous model.

Figure 3. Fitted curves of the unknown functions in the indomethacin data analysis.
7. APPENDIX

7.1 Derivatives of \( \rho(\omega) \) in (6)

Denote the first and second derivatives of \( V_i \) with respect to the \( s \)th element in \( \theta_i \) as

\[
\begin{align*}
\dot{V}_{is} &= G_i \Omega \frac{\partial G_i}{\partial \theta_{is}} + \frac{\partial G_i}{\partial \theta_{is}} \Omega G_i, \\
\ddot{V}_{is'}_{is} &= \frac{\partial G_i}{\partial \theta_{is'}} \Omega \frac{\partial G_i}{\partial \theta_{is}} + \frac{\partial G_i}{\partial \theta_{is'}} \Omega G_i + G_i \Omega \frac{\partial G_i}{\partial \theta_{is'}} + \frac{\partial G_i}{\partial \theta_{is'}} \Omega \frac{\partial G_i}{\partial \theta_{is}},
\end{align*}
\]

Then the first derivatives of \( \rho(\omega) \) with respect to \( \omega \) can be written as:

\[
\frac{\partial}{\partial \theta_{ih}} \rho(\omega) = \left[ A^T, B^T \right]^T
\]

\[
A_{ih} = \frac{\partial}{\partial \theta_{ih}} \rho(\omega) = -(Y_i - f_i)^TV_i^{-1}\frac{\partial f_i}{\partial \beta_{ih}} + (\beta_i - W_i\gamma)^T\Sigma^{-1}L_h,
\]

\[
B_{is} = \frac{\partial}{\partial \theta_{is}} \rho(\omega) = -\frac{1}{2}(Y_i - f_i)^TV_i^{-1}V_isV_i^{-1}(Y_i - f_i) + \frac{1}{2} \text{tr} \left( V_i^{-1}V_is \right) + (\theta_i - K_i\eta)^T\Lambda^{-1}L_s,
\]

where \( A_{ih} \) is the \((i - 1) \times p + h \) component of a \( m \times p \) by 1 vector \( A \) and \( B_{is} \) is the \((i - 1) \times q + s \) component of a \( m \times q \) by 1 vector \( B \). \( L_h \) is the \( h \)th column of a \( p \) dimensional identity matrix and \( L_s \) is the \( s \)th column of a \( q \) dimensional identity matrix. \( \text{tr}(A) \) denotes the trace of matrix \( A \). The second derivatives can be similarly expressed as

\[
\rho^{(2)}(\omega) = \begin{bmatrix} C & D \\ E & F \end{bmatrix}
\]

\[
C_{ih', ih} = \frac{\partial^2}{\partial \beta_{ih'} \partial \beta_{ih}} \rho(\omega) = \frac{\partial f_i^T}{\partial \beta_{ih'}} V_i^{-1} \frac{\partial f_i}{\partial \beta_{ih}} - (Y_i - f_i)^TV_i^{-1} \frac{\partial^2 f_i}{\partial \beta_{ih} \partial \beta_{ih'}} + L_h^T \Sigma^{-1} L_h,
\]

\[
D_{ih', is} = \frac{\partial^2}{\partial \beta_{ih'} \partial \theta_{is}} \rho(\omega) = -\frac{1}{2} \text{tr} \left( V_i^{-1}V_{is}V_i^{-1}V_{is} \right) + \frac{1}{2} \text{tr} \left( V_i^{-1}V_{is} \right) + \frac{1}{2} \text{tr} \left( V_i^{-1}V_{is} \right) + L_h^T \Lambda^{-1} L_s,
\]

where \( C_{ih', ih} \) is the element in the \((i - 1) \times p + h' \) row and \((i - 1) \times p + h \) column of a \( m \times p \) by \( m \times p \) matrix \( C \). \( D_{ih', is}, E_{is}, ih, F_{is'}, is \) can be similarly defined.

7.2 Proof of Theorem 3.1

Proof. Similar to Liu and Wu [18], we investigate the large sample properties of our proposed estimators based on the approximate parametric models in (3). The marginal likelihood function of \( Y_i \) can be written as an integral with respect to the mixed coefficients \( \omega_i = (\beta_i^T, \theta_i^T)^T \)

\[
L(\delta|Y_i) = \int \exp \{n_i J_i(\omega_i)\} d\omega_i = \int \exp \{-n_i [-J_i(\omega_i)]\} d\omega_i,
\]

where \( J_i(\omega_i) = n_i^{-1}[\log p_Y(Y_i|\beta_i, \theta_i, \delta) + \log p_0(\beta_i|\gamma, \Sigma) + \log p_0(\theta_i|\eta, \Lambda)] \) and the detailed expressions of \( p_Y(\cdot), p_0(\cdot) \) and \( p_0(\cdot) \) can be found in Section 3.1. Applying Laplace’s approximation we can obtain the following marginal likelihood function

\[
L(\delta|Y_i) = \exp \{n_i J_i(\omega_{0i})\} \left[ \frac{(2\pi)^{p+q} \Sigma}{n_i^{-1} \Lambda_{ii}(\omega_{0i})} \right] \left[ 1 + O \left( n_i^{-1} \right) \right],
\]
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where $\omega_0 = (\beta_0^T, \theta_0^T)^T$ is a vector of estimates of the mixed effects coefficients, satisfying $\frac{\partial}{\partial \omega} J_i(\omega)|_{\omega_0} = 0$.

$J_i^{(2)}(\omega)|_{\omega_0} = \frac{\partial^2}{\partial \omega \partial \omega^T} J_i(\omega)|_{\omega_0}$. Denote $x = O(n_i^{-1})$ and consider $l_i^*(\delta)$ as a function of $x$, then we have

$$l_i^*(\delta) = \log [L_i(\delta) + x].$$

By Taylor’s theorem and condition (C8), we have

$$l_i^*(\delta) = \log [L_i(\delta)] + \frac{1}{L_i(\delta)} O(n_i^{-1})$$
$$+ \frac{1}{-2(L_i(\delta) + x)^2} \left[ O(n_i^{-1}) \right]^2$$
$$= \log[L_i(\delta)] + O(n_i^{-1}).$$

where $x^*$ is on the line segment joining 0 to $x$. Hence

$$l_i^*(\delta) = l_i(\delta) + O_p(mn^{-1}).$$

$\delta$ satisfies $\nabla l_i^*(\delta) = 0$. Assume $\delta$ is an interior point in a neighbourhood containing $\delta_0$ and take a first order Taylor series expansion of $\nabla l_i(\delta)$ about $\delta_0$ then we can obtain

$$m^{-1} \nabla l_i(\delta) = m^{-1} \nabla l_i(\delta) + m^{-1} \nabla^2 l_i(\delta) (\delta - \delta_0)$$
$$+ O_p(1) (\delta - \delta_0) + O_p(1) (\delta - \delta_0) |_{\omega_a},$$

where $\omega_a$ is a vector with all the elements equalling to 1 and $a$ is the dimension of $\delta$. Given condition (C6) and the assumption that $\delta$ is an interior point in a neighbourhood containing $\delta_0$, we can show that $m^{-1} \nabla^2 l_i(\delta) (\delta - \delta_0) + O_p(1) (\delta - \delta_0) + O_p(1) (\delta - \delta_0) |_{\omega_a} = O_p(1) (\delta - \delta_0)$, where $\omega_a$ is defined as the same as above. Combining these results, it is shown that

$$\delta - \delta_0 = m^{-1} \left[ \nabla l_i(\delta) - \nabla l_i(\delta_0) \right] / O_p(1).$$

Under conditions (C3) and (C4), by the Markov’s law of large numbers for non-i.i.d. observations, the second derivative of the log-likelihood function converges to a matrix as below

$$-m^{-1} \nabla^2 l_i(\delta) \xrightarrow{p} \Pi.$$

Then together with condition (C5) and the Lindeberg condition, it follows that

$$m^{-\frac{1}{2}} \nabla l_i(\delta) \xrightarrow{d} N(0, \Pi).$$

Hence

$$m^{-\frac{1}{2}} \nabla l_i(\delta) = O_p(m^{-\frac{1}{2}}).$$

Moreover, by conditions (C7), we have

$$m^{-\frac{1}{2}} \nabla l_i(\delta) = m^{-\frac{1}{2}} \nabla l_i^*(\delta) + O_p(n^{-1}).$$

7.3 Proof of Theorem 3.2

Proof. The proof of the consistency of $\hat{\nu}_d$ is similar to that of $\hat{\phi}_k$, hence we only demonstrate the consistency of $\hat{\phi}_k$ in this section. Let $\phi_{0k} = \sum_{j=0}^{k-1} \mu_{0j} \nu_j$ be the truncation of the expansion of the true unknown function $\phi$ as described in Section 3.4. Following Liu and Wu[18], it can be shown that

$$E\|\hat{\phi}_k - \phi\|^2 \leq \left\{ \begin{array}{ll}
2 & \left( E\|\hat{\phi}_k - \phi_{0k}\|^2 + \|\phi_{0k} - \phi\|^2 \right) \\
2 & \left( C_1 \|\nu_k - \mu_{0k}\|^2 + \|\phi_{0k} - \phi\|^2 \right) \\
2 & \left( C_1 \|\nu_k - \mu_{0k}\|^2 + \|\phi_{0k} - \phi\|^2 \right) \\
\end{array} \right.$$

$\delta - \delta_0 = m^{-1} \nabla l_i^*(\delta) + O_p(n^{-1}) + O_p(m^{-\frac{1}{2}})$

$$= O_p(\max\left\{ m^{-\frac{1}{2}}, n^{-1} \right\}).$$

7.3.1 Under conditions (i)–(iii) as stated in Theorem 3.2, as $m \to \infty$, $n \to \infty$, $k \to \infty$,

$$\frac{k \text{ tr}[J_k]}{m \text{ tr}[J_k]} \to 0, \quad \|E(\hat{\nu}_k) - \mu_{0k}\|^2 \to 0, \quad \sum_{j=k}^{\infty} \mu_{0j}^2 \to 0.$$

Hence

$$E\|\hat{\phi}_k - \phi\|^2 \to 0,$$

which implies

$$\|\hat{\phi}_k - \phi\| \xrightarrow{p} 0.$$

As we have proved in Theorem 3.1, $\hat{\phi}_k$ is the consistent estimator of $\mu_{0k}$, hence $\hat{\phi}_k$ converges to $\phi$ in probability in $L^2$ norm.
7.4 Proof of Theorem 3.3

Proof. Since \( \sum_{i=1}^{m} \nabla l_i^*(\delta) = 0 \), by Taylor series expansion of \( \sum_{i=1}^{m} \nabla l_i^*(\delta) \) about \( \delta_0 \), we have

\[
\sum_{i=1}^{m} \nabla l_i^*(\delta_0) = -m^{-\frac{1}{2}} \sum_{i=1}^{m} \nabla^2 l_i^*(\delta^*) (\delta - \delta_0),
\]

where \( \delta^* \) is on the line segment joining \( \delta_0 \) to \( \delta \). It follows from assumptions (i)-(iii) in Theorem 3.3 and the Liapounov central limit theorem in [8] that as \( m \to \infty \),

\[
m^{-\frac{1}{2}} \sum_{i=1}^{m} \nabla l_i^*(\delta_0) \xrightarrow{d} N(0, \Gamma_1).
\]

By condition (iv) in Theorem 3.3 and the consistency of \( \hat{\delta} \), we further have

\[
-m^{-1} \sum_{i=1}^{m} \nabla^2 l_i^*(\delta^*) \xrightarrow{P} \Gamma_2.
\]

Combining these results and using Slutsky’s theorem, we have

\[
\sqrt{m}(\delta - \delta_0) \xrightarrow{d} N(0, \Gamma_2^{-1}\Gamma_1\Gamma_2^{-1})
\]

as \( m \to \infty \) and \( n \to \infty \).
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