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In this study, the consensus problem for linear multi-agent systems with general directed graph in the presence of constant input delay and external disturbances is addressed. To deal with input delay, a truncated prediction of the agent state over the delay period is approximated by the finite dimensional term of the classical state predictor. The truncated predictor feedback method is used for the consensus protocol design. By exploring certain features of the Laplacian matrix, the $H_\infty$ consensus analysis is put in the framework of Lyapunov analysis. The integral terms that remain in the transformed systems are carefully analyzed by using Krasovskii functional. Sufficient conditions are derived for the multi-agent systems to guarantee the $H_\infty$ consensus in the time domain. The feedback gain is then designed by solving these conditions with an iterative LMI procedure. A simulation study is carried out to validate the proposed control design.

**Index Terms**

$H_\infty$ consensus, multi-agent systems, truncated prediction, input delay, directed topology.

**I. INTRODUCTION**

With the recent advances in measurements and communication, cooperative control has received considerable attention in recent years, as evidenced by some recent publications [1]–[4]. In many applications, the control problems can be formulated as consensus problem for multi-agent systems with all the agents being coordinated to achieve a common control task [5].

Consensus problems have attracted significant interests from the control theory community and has been intensively studied in the literature. One significant contribution in consensus
control was due to the application of graph theory, particularly, the Laplacian matrix of the network connection, to the control design of the multi-agent systems [6]. Many early results on consensus problems are based on simple agent dynamics such as single integrators or second-order dynamics [6]–[9]. The results were extended to high-order linear multi-agent systems in [10]–[13] and some for nonlinear systems [14]–[17].

The practical physical systems often suffer from external disturbances. The consensus problems of multi-agent systems with performance requirements have emerged as a challenge topic in recent years. The robust $H_\infty$ consensus problems were investigated for multi-agent systems with single integrators and second-order dynamics in [18], [19]. The $H_\infty$ consensus problems for general linear dynamics with undirected graphs were studied in [20], [21]. The results obtained in [20] were extended to directed graph in [22]. The $H_\infty$ consensus problems for switching directed topologies were investigated in [23], [24]. The nonlinear $H_\infty$ consensus problem was studied in [25] with directed graph. Global $H_\infty$ pinning synchronization problem for a class of directed networks with aperiodic sampled-data communications was addressed in [26]. It is worth noting that the directed graphs in [22]–[25] are restricted to be balanced or strongly connected. The main problem is that the Laplacian matrix associated with a directed graph is generally not positive semi-definite [27]. The decomposition method developed in [20] for the undirected systems cannot be applied to the directed one due to this unfavorable feature. Until now, it is still an active research area to achieve $H_\infty$ consensus control in general directed multi-agent systems.

Due to the time taken for the communications between the agents, delays are inevitable in the consensus control. In particular, the consensus time delay occurs in the control input when the protocols depend on the relative state information transmitted over the network. If not taken into consideration a priori, delays will degrade the performance of the closed-loop systems, and in the extreme situations, may even cause the loss of stability. Predictor feedback is a well-known approach to deal with the input delay. A wide variety of predictor-based methods [28]–[32] are effective for the control of input delayed systems. However, state prediction is based on the explicit solution of the state equation, which consists of the zero-input and the zero-state solutions. The zero-state solution involves the integral of the past control input and causes difficulty in control implementation [33]. An alternative method based on the prediction is to ignore the troublesome zero-state solution, and use the zero-input solution as the prediction.
The resulting prediction is referred to as the truncated prediction [34]. The truncated prediction feedback method, which was originally developed for single linear systems [35]–[37], was later further developed for nonlinear systems [38], and for application in linear multi-agent systems [39], [40], where the open-loop dynamics of the agents is required to not exponentially unstable.

With this background, we consider the $H_\infty$ consensus control for high-order multi-agent systems with general directed graph and input delay. The contribution of this paper are two folds. Firstly, upon exploring the certain features of the Laplacian matrix in the real Jordan form, the $H_\infty$ consensus analysis is put in the framework of Lyapunov analysis for multi-agent systems connected by a general directed graph. Compared to the works in [22]–[25], the requirement for the communication graph in this paper is more general. The connection graph between the agents only needs a directed spanning tree, which is essential for consensus control, rather than the balanced or strongly connected conditions. Secondly, we consider the $H_\infty$ consensus control of multi-agent systems in the presence of input delay. This input delay may represent some delays in the network communication. By using the truncated prediction feedback method, the troublesome integral term is ignored, and only the prediction based on the exponential of the systems matrix is used for control design. Furthermore, rigorous analysis is carried out to ensure that the extra integral terms under the transformations, including the ones for external disturbances and input delay, are properly considered using Krasovskii functionals. Sufficient conditions are derived for the multi-agent systems to guarantee the $H_\infty$ consensus in the time domain. The conditions can be solved as LMIs (linear matrix inequalities) with a set of iterative scalar parameters. The iterative procedures developed in [43] for single linear system can be used here. A simulation study is carried out to demonstrate the results obtained in the paper.

The remainder of this paper is organized as follows. Section II presents some notations and the problem formulation. A few preliminary results for the consensus analysis are given in Section III. Section IV presents the main results on the $H_\infty$ consensus control design. Simulation results are given in Section V. Section VI concludes the paper.

II. PROBLEM STATEMENT

Consider a group of $N$ agents, each represented by a linear dynamic subject to input delay and external disturbance,

$$\dot{x}_i(t) = Ax_i(t) + Bu_i(t-h) + D\omega_i,$$  \hspace{1cm} (1)
where for agent \( i, i = 1, 2, \ldots, N \), \( x_i \in \mathbb{R}^n \) is the state vector, \( u_i \in \mathbb{R}^{m \times n} \) is the control input vector, \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \) and \( D \in \mathbb{R}^{n \times m} \) are constant matrices with \((A, B)\) being controllable, \( h > 0 \) is input delay, and \( \omega_i \in \mathcal{L}^m_2 [0, \infty) \) is the external disturbance.

The communications among the agents are described by a directed graph \( G(V, E) \), where \( V \) is a set of vertices and \( E \) is a set of edges. A vertex represents an agent, and each edge represents a connection. Associated with the graph is its adjacency matrix \( Q \), where element \( q_{ij} \) denotes the connection between two agents. More specifically, if a connection exists from agent \( j \) to agent \( i \), \( q_{ij} = 1 \); otherwise \( q_{ij} = 0 \). The Laplacian matrix \( L \) is defined by \( l_{ii} = \sum_{j=1}^{N} q_{ij} \) and \( l_{ij} = -q_{ij} \) when \( i \neq j \). For a directed graph, the Laplacian matrix \( L \) has the following properties.

**Lemma 1 ([8], [27]):** The Laplacian matrix \( L \) of a directed graph \( G \) has at least one zero eigenvalue with 1 as a corresponding right eigenvector and all nonzero eigenvalues have positive real parts. Furthermore, zero is a simple eigenvalue of \( L \) if and only if \( G \) has a directed spanning tree. In addition, there exists a nonnegative left eigenvector \( r \) of \( L \) associated with the zero eigenvalue, satisfying \( r^T L = 0 \) and \( r^T \mathbf{1} = 1 \). Moreover, \( r \) is unique if \( G \) has a directed spanning tree.

The objective of this paper is to design a control algorithm for each agent such that the multi-agent systems (1) achieve consensus and meanwhile maintain a desirable disturbance rejection performance. In view of this, we introduce a state transformation

\[
\xi_i = x_i - \sum_{j=1}^{N} r_j x_j,
\]

where \( i = 1, 2, \ldots, N \), \( \xi_i \in \mathbb{R}^n \), \( r_j \) denotes the \( j \)th element of \( r \). Based on the new variable \( \xi_i \), we define the performance variable as \( e_i(t) = C\xi_i(t) \), where \( e_i \in \mathbb{R}^m \), \( C \in \mathbb{R}^{m \times n} \) is a constant matrix. Let \( e(t) = \begin{bmatrix} e_1^T, e_2^T, \ldots, e_N^T \end{bmatrix}^T \), \( \omega = \begin{bmatrix} \omega_1^T, \omega_2^T, \ldots, \omega_N^T \end{bmatrix}^T \). The \( H_\infty \) consensus control problem can be defined as below.

**Definition 1:** Given a positive scalar \( \gamma \), the \( H_\infty \) consensus is achieved if the two requirements listed below are satisfied:

1. The multi-agent systems (1) with \( \omega_i \equiv 0 \) can reach consensus. That is, under these control algorithms, the following hold for all initial conditions,

\[
\lim_{t \to \infty} \left( x_i(t) - x_j(t) \right) = 0, \quad \forall i \neq j.
\]
2. Under the zero-initial condition, the performance variable \( e(t) \) satisfies
\[
J = \int_0^\infty \left[ e^T(t)e(t) - \gamma^2 \omega^T(t)\omega(t) \right] d\tau < 0.
\]

Assumption 1: Zero is a simple eigenvalue of the Laplacian matrix \( L \).

Remark 1: This assumption implies that the directed graph contains a spanning tree, which is essential for consensus control. If zero is not a simple eigenvalue of \( L \), the agents cannot reach consensus asymptotically as there exist at least two separate subgroups or at least two agents in the group who do not receive any information [8].

Remark 2: The left eigenvector \( r \) of the Laplacian matrix \( L \) with the zero eigenvalue is crucial for the consensus design with directed graph. Feasible methods are given in [8], [16] to calculate this vector. In addition, the elements of \( r \) could be zero. This suggests that the methods developed in [20]–[25] may not be suitable for the \( H_\infty \) consensus analysis here.

III. Preliminary Results

In this section, a few preliminary results are presented. We first recall the truncated predictor feedback method [34], [35]. Consider an input-delayed system
\[
\dot{x}(t) = Ax(t) + Bu(t-h).
\]
From the system dynamics, we have
\[
x(t) = e^{Ah}x(t-h) + \int_{t-h}^t e^{A(t-\tau)}Bu(\tau-h)d\tau.
\]
The first term, \( e^{Ah}x(t-h) \), is a truncated predictor of the state \( x(t) \) based on \( x(t-h) \). We take the control input as
\[
u(t) = Ke^{Ah}x(t),
\]
where \( K \in \mathbb{R}^{m\times n} \) is a control gain matrix. The resultant closed-loop dynamics are given by
\[
\dot{x}(t) = (A + BK)x(t) - BKd(t),
\]
where
\[
d(t) = \int_{t-h}^t e^{A(t-\tau)}Bu(\tau-h)d\tau.
\]
In the truncated predictor feedback method, the troublesome integral term is ignored, and only the prediction based on the exponential of the systems matrix is used for control design.
We also need the following results.

**Lemma 2 ([41]):** For a Laplacian matrix that satisfies Assumption 1, a similarity transformation $T$, with its first column $T_{(1)} = 1$ and the first row of $T^{-1}$, $T_{(1)}^{-1} = r^T$, can be constructed such that

$$T^{-1}LT = \overline{J},$$

(4)

with $\overline{J}$ being a block diagonal matrix in the real Jordan form

$$\overline{J} = \begin{bmatrix} 0 & \overline{J}_1 & \cdots & \overline{J}_p & \overline{J}_{p+1} & \cdots & \overline{J}_q \end{bmatrix},$$

(5)

where $\overline{J}_k \in \mathbb{R}^{n_k}$, $k = 1, 2, \ldots, p$, are the Jordan blocks for real eigenvalues $\lambda_k > 0$ with the multiplicity $n_k$ in the form

$$\overline{J}_k = \begin{bmatrix} \lambda_k & 1 \\ & \lambda_k & 1 \\ & & \ddots & \ddots \\ & & & \lambda_k & 1 \\ & & & & \lambda_k \end{bmatrix},$$

and $\overline{J}_k \in \mathbb{R}^{2n_k}$, $k = p + 1, p + 2, \ldots, q$, are the Jordan blocks for conjugate eigenvalues $\alpha_k \pm j\beta_k$, $\alpha_k > 0$ and $\beta_k > 0$, with the multiplicity $n_k$ in the form

$$\overline{J}_k = \begin{bmatrix} \nu(\alpha_k, \beta_k) & I_2 & \\ & \nu(\alpha_k, \beta_k) & I_2 \\ & & \ddots & \ddots \\ & & & \nu(\alpha_k, \beta_k) & I_2 \\ & & & & \nu(\alpha_k, \beta_k) \end{bmatrix},$$

with $I_2$ being the identity matrix in $\mathbb{R}^{2 \times 2}$ and

$$\nu(\alpha_k, \beta_k) = \begin{bmatrix} \alpha_i & \beta_i \\ -\beta_i & \alpha_i \end{bmatrix} \in \mathbb{R}^{2 \times 2}.$$
Lemma 3 ([42]): For a positive definite matrix $P$, and a function $x : [a, b] \rightarrow \mathbb{R}^n$, with $a, b \in \mathbb{R}$ and $b > a$, the following inequality holds:

$$\left( \int_a^b x^T(\tau) d\tau \right) P \left( \int_a^b x(\tau) d\tau \right) \leq (b - a) \int_a^b x^T(\tau)Px(\tau) d\tau.$$  

(6)

Lemma 4 ([36], [38]): For a positive definite matrix $P$, the following identity holds

$$e^{At}Pe^{At} - e^{t\lambda}P = -e^{t\lambda} \int_0^t e^{-\lambda \tau} Re^{A\tau} d\tau,$$

where

$$R = -A^T P - PA + \lambda P.$$  

Furthermore, if $R$ is positive definite, $\forall t > 0$,

$$e^{At}Pe^{At} < e^{t\lambda}P.$$  

(8)

IV. Consensus Control

For the multi-agent system (1), we have

$$x_i = e^{Ah}x_i(t-h) + \int_{t-h}^t e^{A(t-\tau)} (Bu_i(\tau-h) + D\omega_i) d\tau.$$  

The control input takes the structure

$$u_i(t) = Ke^{Ah} \sum_{j=1}^N q_{ij} (x_i(t) - x_j(t)) = Ke^{Ah} \sum_{j=1}^N l_{ij} x_j(t),$$

(9)

where $K \in \mathbb{R}^{m \times n}$ is a constant control gain to be designed later. Under control algorithm (9), the multi-agent system (1) can be written as

$$\dot{x}_i = Ax_i + BK \sum_{j=1}^N l_{ij} x_j + D\omega_i - BK \sum_{j=1}^N l_{ij} \int_{t-h}^t e^{A(t-\tau)} (Bu_j(\tau-h) + D\omega_j) d\tau.$$  

Let $x = [x_1^T, x_2^T, \ldots, x_N^T]^T$, $u = [u_1^T, u_2^T, \ldots, u_N^T]^T$. The closed-loop system is then described by

$$\dot{x} = (I_N \otimes A + L \otimes BK) x + (L \otimes BK) (d_1 + d_2) + (I_N \otimes D) \omega,$$

(10)

where $d_1 = -\int_{t-h}^t (I_N \otimes e^{A(t-\tau)}B) u(\tau-h)d\tau$, $d_2 = -\int_{t-h}^t (I_N \otimes e^{A(t-\tau)}D) \omega(t)d\tau$, and $\otimes$ denotes the Kronecker product of matrices.

From the state transformation (2), we have

$$\xi = x - ((1^T \otimes I_n) x = (U \otimes I_n) x,$$

(11)
where \( \xi = [\xi_1^T, \xi_2^T, \cdots, \xi_N^T]^T \), \( U = I_N - 1r^T \). Since \( r^T \mathbf{1} = 1 \), it can be shown that \( U \mathbf{1} = 0 \). Therefore the consensus of system (1) is achieved when \( \lim_{t \to \infty} \xi(t) = 0 \), as \( \xi = 0 \) implies that \( x_1 = x_2 = \cdots = x_N \), due to the fact that the null space of \( U \) is \( \text{span}\{1\} \). The dynamics of \( \xi \) can then be derived as

\[
\dot{\xi} = (I_N \otimes A + L \otimes BK) \xi + (L \otimes BK) (d_1 + d_2) + (U \otimes D) \omega,
\]

(12)

where we have used \( r^T L = 0 \).

To explore the structure of \( L \), we propose another state transformation

\[
\eta = (T^{-1} \otimes I_n) \xi,
\]

(13)

with \( \eta = [\eta_1^T, \eta_2^T, \cdots, \eta_N^T]^T \). Then we have

\[
\dot{\eta} = (I_N \otimes A + J \otimes BK) \eta + \Delta_1(x) + \Delta_2(t) + \Omega(t),
\]

(14)

where

\[
\Delta_1 = (T^{-1} L \otimes BK) \, d_1,
\]

\[
\Delta_2 = (T^{-1} L \otimes BK) \, d_2,
\]

\[
\Omega = (T^{-1} U \otimes D) \, \omega(t).
\]

From state transformations (11) and (13), we have:

\[
\eta_1 = (r^T \otimes I_n) \xi = ((r^T U) \otimes I_n) x \equiv 0.
\]

With the control law shown in (9), the control gain matrix \( K \) is chosen as

\[
K = -B^T P,
\]

(15)

where \( P \) is a positive definite matrix to be designed. In the remainder of the paper, Lyapunov-function-based analysis will be carried out to identify a condition for \( P \) to ensure that the consensus problem is solved by using the control algorithm (15) with control gain \( K \) in (9).

The consensus analysis will be carried out in terms of \( \eta \). Let

\[
V_i = \eta_i^T P \eta_i,
\]

(16)

for \( i = 2, 3, \cdots, N \). Then, let

\[
V_0 = \sum_{i=2}^{N} V_i.
\]
For the convenience of presentation, we recall from [41] the following results on \( V_0 \).

**Lemma 5:** For multi-agent systems (1) with the transformed state \( \eta \), \( \dot{V}_0 \) has following bounds specified in one of the following two cases:

1) If the eigenvalues of the Laplacian matrix \( L \) are distinct, \( \dot{V}_0 \) satisfies

\[
\dot{V}_0 \leq \sum_{i=2}^{N} \eta_i^T \left( A^T P + PA - 2\alpha PBB^T P + (\kappa_1 + \kappa_2) PP \right) \eta_i \\
+ \frac{1}{\kappa_1} \|\Delta_1\|^2 + \frac{1}{\kappa_2} \|\Delta_2\|^2 + 2\eta^T (I_N \otimes P) \Omega,
\]

where \( \kappa_1 \) and \( \kappa_2 \) are any positive real numbers, and

\[
\alpha = \min\{\lambda_1, \lambda_2, \ldots, \lambda_p, \alpha_{p+1}, \alpha_{p+2}, \ldots, \alpha_q\}.
\]

2) If the Laplacian matrix \( L \) has multiple eigenvalues, \( \dot{V}_0 \) satisfies

\[
\dot{V}_0 \leq \sum_{i=2}^{N} \eta_i^T \left( A^T P + PA - 2(\alpha - 1) PBB^T P + (\kappa_1 + \kappa_2) PP \right) \eta_i \\
+ \frac{1}{\kappa_1} \|\Delta_1\|^2 + \frac{1}{\kappa_2} \|\Delta_2\|^2 + 2\eta^T (I_N \otimes P) \Omega,
\]

where \( \kappa_1 \) and \( \kappa_2 \) are any positive real numbers.

The following lemmas give the bounds of \( \|\Delta_1\|^2 \) and \( \|\Delta_2\|^2 \).

**Lemma 6:** For the term \( \Delta_1(x) \) shown in the transformed system dynamics (14), a bound can be established as

\[
\|\Delta_1\|^2 \leq \rho_1 \int_{t-h}^{t} \eta^T (\tau - h) \eta (\tau - h) \, d\tau,
\]

where

\[
\rho_1 = 4ha_1^4 e^{2\lambda h} \lambda_\sigma^2 (T^{-1}) \|L\|^2 \|Q\|^2 \|T\|^2 \,,
\]

with \( a_1 \) and \( \lambda \) being positive numbers such that

\[
a_1^2 I \geq PBB^T BB^T P, \\
\lambda I > A^T + A,
\]

and \( \lambda_\sigma(\cdot) \) and \( \|\cdot\|_F \) being the maximum singular value and the Frobenius norm of a matrix, respectively.
Proof: By the definition of $\Delta_1(x)$ in (14), we have

$$\|\Delta_1\| = \|(T^{-1} \otimes I_n) (L \otimes BK)d_1\|$$

$$\leq \lambda_\sigma (T^{-1}) \|\mu\|,$$

(22)

where $\mu = (L \otimes BK)d_1$.

Let $\mu = [\mu_1^T, \mu_2^T, \ldots, \mu_N^T]^T$. Then from (10) and (15), we have

$$\mu_i = BB^T \sum_{j=1}^N l_{ij} \int_{t-h}^t e^{A(t-\tau)} BB^T P e^{Ah} \sum_{k=1}^N q_{jk} (x_k(\tau - h) - x_j(\tau - h)) \, d\tau. \quad (23)$$

From $\eta = (T^{-1} \otimes I_n) \xi$, we obtain $\xi = (T \otimes I_n) \eta$. And from the state transformation (11), we have

$$x_k(t) - x_j(t) = \xi_k(t) - \xi_j(t)$$

$$= ((T_k - T_j) \otimes I_n) \eta(t)$$

$$= \sum_{l=1}^N (T_{kl} - T_{jl}) \eta_l(t), \quad (24)$$

where $T_k$ denotes the $k$th row of $T$.

We define

$$\sigma_t = BB^T \int_{t-h}^t e^{A(t-\tau)} BB^T P e^{Ah} \eta(\tau - h) \, d\tau. \quad (25)$$

Then, from (23) and (24), we can obtain that

$$\mu_i = \sum_{j=1}^N l_{ij} \sum_{k=1}^N q_{jk} \sum_{l=1}^N \sigma_t (T_{kl} - T_{jl}) \sigma_t.$$ 

For the notational convenience, let $\sigma = [\sigma_1^T, \sigma_2^T, \ldots, \sigma_N^T]^T$. It then follows that

$$\|\mu_i\| \leq \sum_{j=1}^N |l_{ij}| \sum_{k=1}^N |q_{jk}| \|T_k\| \|\sigma\| + \sum_{k=1}^N \sum_{j=1}^N |l_{ij}| |q_{jk}| \|T_j\| \|\sigma\|$$

$$\leq \sum_{j=1}^N |l_{ij}| \|q_{ij}\| \|T\|_F \|\sigma\| + \sum_{k=1}^N \sum_{j=1}^N |l_{ij}| |q_{jk}| \|T\|_F \|\sigma\|$$

$$\leq 2 \|l_i\| \|Q\|_F \|T\|_F \|\sigma\|,$$

(26)

where $l_i$ denotes the $i$th row of $L$. Therefore we have

$$\|\mu\|^2 = \sum_{i=1}^N \|\mu_i\|^2 \leq 4 \|L\|^2_F \|Q\|^2_F \|T\|^2_F \|\sigma\|^2,$$

(27)
where we have used $\sum_{i=1}^{N} \| l_i \|^2 = (\| L \|_F)^2$.

Next we need to deal with $\| \sigma \|^2$. By Lemma 3, we have
\[
\| \sigma_i \|^2 \leq h \int_{t-h}^{t} \eta_i^T (\tau - h) e^{A^T h} PBB^T e^{A^T (t - \tau)} PBB^T BB^T P e^{A h} \eta_i (\tau - h) d\tau
\]
\[
\leq h a_1^2 \int_{t-h}^{t} \eta_i^T (\tau - h) e^{A^T h} PBB^T e^{A^T (t - \tau)} BB^T P e^{A h} \eta_i (\tau - h) d\tau,
\]
where $a_1$ is a positive real number such that
\[
a_1^2 I \geq PBB^T BB^T P.
\]

In view of Lemma 4 with $P = I$, provided that
\[
R = -A^T - A + \lambda I > 0,
\]
we have
\[
e^{A^T t} e^A t < e^{\lambda t} I,
\]
and
\[
\| \sigma_i \|^2 \leq h a_1^2 \int_{t-h}^{t} e^{\lambda (t - \tau)} \eta_i^T (\tau - h) e^{A^T h} PBB^T BB^T P e^{A h} \eta_i (\tau - h) d\tau
\]
\[
\leq h a_1^2 e^{2 \lambda h} \int_{t-h}^{t} \eta_i^T (\tau - h) \eta_i (\tau - h) d\tau.
\]
Then, $\| \sigma \|^2$ can be bounded as
\[
\| \sigma \|^2 = \sum_{i=1}^{N} \| \sigma_i \|^2
\]
\[
\leq h a_1^2 e^{2 \lambda h} \int_{t-h}^{t} \eta_i^T (\tau - h) \eta_i (\tau - h) d\tau. \tag{28}
\]
Hence, together with (22), (27) and (28), we get
\[
\| \Delta_1 \|^2 \leq \rho_1 \int_{t-h}^{t} \eta^T (\tau - h) \eta (\tau - h) d\tau.
\]
This completes the proof.  \[\blacksquare\]

**Lemma 7**: For the term $\Delta_2(t)$ in the transformed system dynamics (14), a bound can be established as
\[
\| \Delta_2 \|^2 \leq \rho_2 \int_{t-h}^{t} \omega^T (\tau) \omega (\tau) d\tau, \tag{29}
\]
where

\[ \rho_2 = h a_1^2 a_2 e^{\lambda h} \lambda_2^2 \| T^{-1} \|_F^2, \]

with \( a_1 \) and \( \lambda \) being as defined in (20) and (21), and \( a_2 \) is a positive real number such that

\[ a_2 I \geq D^T D. \]  

(30)

**Proof:** In a way similar to Lemma 3, we have

\[ \| \Delta_2 \| = \| (T^{-1} \otimes I_n) (L \otimes BK) d_2 \| \leq \lambda_\sigma (T^{-1}) \| z \|, \]  

(31)

where \( z = (L \otimes BK) d_2 \). Let \( z = [z_1^T, z_2^T, \ldots, z_N^T]^T \). Then from (10) and (15), we have

\[ z_i = \sum_{j=1}^N l_{ij} B B^T P \int_{t-h}^t e^{A(t-\tau)} D \omega_j d\tau. \]

It follows that

\[ \| z_i \|^2 = \sum_{j=1}^N l_{ij}^2 \int_{t-h}^t \omega_j^T D^T e^{A(t-\tau)} D \omega_j d\tau \int_{t-h}^t e^{A(t-\tau)} D \omega_j d\tau. \]

With Lemma 3 and the condition (20), we have

\[ \| z_i \|^2 \leq h a_1^2 \sum_{j=1}^N l_{ij}^2 \int_{t-h}^t \omega_j^T D^T e^{A(t-\tau)} e^{A(t-\tau)} D \omega_j d\tau. \]

In view of Lemma 4, with the conditions (21) and (30), we have

\[ \| z_i \|^2 \leq h a_1^2 a_2 e^{\lambda h} \int_{t-h}^t \sum_{j=1}^N l_{ij}^2 \| \omega_j \|^2 d\tau. \]

Consequently,

\[ \| z \|^2 \leq h a_1^2 a_2 e^{\lambda h} \int_{t-h}^t \sum_{i=1}^N \sum_{j=1}^N l_{ij}^2 \| \omega_j \|^2 d\tau \leq h a_1^2 a_2 e^{\lambda h} \| L \|_F^2 \int_{t-h}^t \omega^T(\tau) \omega(\tau) d\tau. \]  

(32)

Putting (31) and (32) together, we have

\[ \| \Delta_2 \| \leq \rho_2 \int_{t-h}^t \omega^T(\tau) \omega(\tau) d\tau. \]

This completes the proof.
For the first integral term shown in (19), we consider the following Krasovskii functional

\[ W_1 = e^h \int_{t-h}^{t} \eta^T(\tau) \eta(\tau) d\tau + e^h \int_{t-h}^{t} e^{-\tau} \eta^T(\tau - h) \eta(\tau - h) d\tau. \]

A direct evaluation gives that

\[ \dot{W}_1 = -e^h \int_{t-h}^{t} e^{-\tau} \eta^T(\tau - h) \eta(\tau - h) d\tau - \eta^T(t - 2h) \eta(t - 2h) + e^h \eta^T(t) \eta(t) \]

\[ \leq - \int_{t-h}^{t} \eta^T(\tau - h) \eta(\tau - h) d\tau + e^h \eta(t)^T \eta(t). \]  
(33)

For the second integral term shown in (29), we consider the following Krasovskii functional

\[ W_2 = e^h \int_{t-h}^{t} e^{-\tau} \omega^T(\tau) \omega(\tau) d\tau. \]

A direct evaluation gives that

\[ \dot{W}_2 = -e^h \int_{t-h}^{t} e^{-\tau} \omega^T(\tau) \omega(\tau) d\tau + e^h \omega^T(\tau) \omega(\tau) - \omega^T(t - h) \omega(t - h) \]

\[ \leq - \int_{t-h}^{t} \omega^T(\tau) \omega(\tau) d\tau + e^h \omega^T(\tau) \omega(\tau). \]  
(34)

Let

\[ V = V_0 + \rho_1 \kappa_1 W_1 + \rho_2 \kappa_2 W_2. \]  
(35)

From (17), (18), (33) and (34), we obtain that

\[ \dot{V} \leq \eta^T(t) \left[ I_N \otimes \left( H + \frac{\rho_1}{\kappa_1} e^h I_n \right) \eta(t) + \frac{\rho_2}{\kappa_2} e^h \omega^T(t) \omega(t) + 2\eta^T(I_N \otimes P)\Omega, \right] \]  
(36)

where

\[ H := A^T P + PA - 2\alpha PBB^T P + (\kappa_1 + \kappa_2) PP, \]

for Case 1), and

\[ H := A^T P + PA - 2(\alpha - 1) PBB^T P + (\kappa_1 + \kappa_2) PP, \]

for Case 2).

The above expressions can be used for the \( H_\infty \) consensus analysis. The following theorem summarizes the results.

**Theorem 1:** For an input-delayed multi-agent system (1) with the associated Laplacian matrix that satisfies Assumption 1, the \( H_\infty \) consensus control problem can be solved by the control algorithm (9) with the control gain \( K = -B^T P \) specified in one of the following two cases:

\[ H := A^T P + PA - 2\alpha PBB^T P + (\kappa_1 + \kappa_2) PP, \]

for Case 1), and

\[ H := A^T P + PA - 2(\alpha - 1) PBB^T P + (\kappa_1 + \kappa_2) PP, \]

for Case 2).
1) If the eigenvalues of the Laplacian matrix $L$ are distinct, the consensus is achieved if the following conditions are satisfied for $W = P^{-1}$ and $a_1 > 0$, $\lambda \geq 0$,

\[
(A - \frac{1}{2} \lambda I_n)\lambda + (A - \frac{1}{2} \lambda I_n) < 0, \tag{37}
\]

\[
a_1 W \geq BB^T, \tag{38}
\]

\[
\begin{bmatrix}
\Gamma_1 & W & D \\
W & -\left(\frac{\rho_1 e^h}{\kappa_1} + a_3\right)^{-1} I_n & 0 \\
D^T & 0 & -\left(\gamma^2 - \frac{\rho_2}{\kappa_2} e^h\right) a_4^{-1}
\end{bmatrix} < 0, \tag{39}
\]

where $\Gamma_1 = W A^T + A W - 2\alpha BB^T + (\kappa_1 + \kappa_2) I_n$, $\kappa_1 > 0$, $\kappa_2 > \frac{\rho_2}{\gamma} e^h$, $a_3 \geq \lambda_{\text{max}}(T^T T \otimes C^T C)$ and $a_4 \geq \lambda_{\text{max}}(T^{-1} U U^T (T^{-1})^T)$.

2) If the Laplacian matrix $L$ has multiple eigenvalues, the consensus is achieved if the conditions (37), (38) and the following condition are satisfied for $W = P^{-1}$, $a_1 > 0$, $\lambda \geq 0$,

\[
\begin{bmatrix}
\Gamma_2 & W & D \\
W & -\left(\frac{\rho_1 e^h}{\kappa_1} + a_3\right)^{-1} I_n & 0 \\
D^T & 0 & -\left(\gamma^2 - \frac{\rho_2}{\kappa_2} e^h\right) a_4^{-1}
\end{bmatrix} < 0, \tag{40}
\]

where $\Gamma_2 = W A^T + A W - 2(\alpha - 1) BB^T + (\kappa_1 + \kappa_2) I_n$.

**Proof:** From (13), we obtain that

\[
e(t) = (I_N \otimes C)\xi = (I_N \otimes C)(T \otimes I_n)\eta(t).
\]

It follows that

\[
e^T(t)e(t) = \eta^T(t)(T^T T \otimes C^T C)\eta(t) \leq a_3 \eta^T(t)\eta(t). \tag{41}
\]

Under the zero-initial condition, $x(0) = 0$. It is clear that $V(0) = 0$. Next, for any non-zero $\omega$,
we have

\[ J = \int_{0}^{\infty} \left[ e^{T}(t)e(t) - \gamma^{2}\omega^{T}(t)\omega(t) + \dot{V} \right] d\tau - V(\infty) + V(0) \]

\[ \leq \int_{0}^{\infty} \eta^{T} \left[ I_{N} \otimes \left( H + \frac{\rho_{1}}{\kappa_{1}}e^{h}I_{n} + a_{3}I_{n} \right) \right] \eta d\tau \]

\[ + \int_{0}^{\infty} \left( \frac{\rho_{2}}{\kappa_{2}}e^{h} - \gamma^{2} \right) \omega^{T}(t)\omega(t) + 2\eta^{T}(I_{N} \otimes P)\Omega d\tau \]

\[ = \int_{0}^{\infty} \left[ \begin{array}{c} \eta \\ \omega \end{array} \right]^{T} \Theta \left[ \begin{array}{c} \eta \\ \omega \end{array} \right] d\tau, \] (42)

where

\[ \Theta = \left[ \begin{array}{c} I_{N} \otimes \left( H + \frac{\rho_{1}}{\kappa_{1}}e^{h}I_{n} + a_{3}I_{n} \right) \\ (T^{-1}U) \otimes D^{T}P \\ \rho_{2}e^{h} - \gamma^{2}, I \end{array} \right]. \]

Thus, \( J < 0 \) if \( \Theta < 0 \). By Schur complement lemma, we know that \( \Theta < 0 \) if the following inequality hold

\[ H + \frac{\rho_{1}}{\kappa_{1}}e^{h}I_{n} + a_{3}I_{n} + a_{4}\left( \gamma^{2} - \frac{\rho_{2}}{\kappa_{2}}e^{h} \right)^{-1}PDD^{T}P < 0. \] (43)

From \( W = P^{-1} \), and condition (36), it is obtained that (43) is equivalent to

\[ WA^{T} + AW - 2\alpha BB^{T} + (\kappa_{1} + \kappa_{2})I_{n} \]

\[ + \left( \frac{\rho_{1}}{\kappa_{1}}e^{h} + a_{3} \right) WW + a_{4}\left( \gamma^{2} - \frac{\rho_{2}}{\kappa_{2}}e^{h} \right)^{-1}DD^{T} < 0, \] (44)

for Case 1, and

\[ WA^{T} + AW - 2(\alpha - 1)BB^{T} + (\kappa_{1} + \kappa_{2})I_{n} \]

\[ + \left( \frac{\rho_{1}}{\kappa_{1}}e^{h} + a_{3} \right) WW + a_{4}\left( \gamma^{2} - \frac{\rho_{2}}{\kappa_{2}}e^{h} \right)^{-1}DD^{T} < 0, \] (45)

for Case 2).

By Schur complement lemma, we know that the conditions (44) and (45) are equivalent to the conditions specified in (39) and (40). Considering conditions (37)–(40), we can obtain that \( J < 0 \). Therefore the \( H_{\infty} \) consensus problem is solved.

The consensus analysis for multi-agent systems with directed graph can clearly be applied to the systems with undirected graphs. Indeed, it can be treated as a special situation of the Case 1. A corollary is given for this special case..
Corollary 1: For an input-delayed multi-agent system (1) with undirected graph, the $H_\infty$ consensus control problem can be solved by the control algorithm (9) with the control gain $K = -B^TP$ where $P$ is a positive definite matrix satisfying conditions (37)–(39).

Remark 3: Due to the nonlinear matrix inequalities, traditional LMI solvers cannot be used to find a solution for Theorem 1. Instead, the conditions shown in (37) to (40) can be checked by following the iterative methods developed in [43].

V. SIMULATION

In this section, a simulation study is carried out to demonstrate the effectiveness of the proposed control design. Consider a connection of four agents as shown in Figure 1. The dynamics of each agent is described by (1), with

$$A = \begin{bmatrix} 0 & -0.1 \\ 0.1 & 0.1 \end{bmatrix}, \quad B = \begin{bmatrix} 0.5 & 0 \\ 0 & 0.5 \end{bmatrix}, \quad C = \begin{bmatrix} 0.1 \\ 0 \end{bmatrix}^T, \quad D = \begin{bmatrix} 0.1 & 0 \\ 0 & 0.1 \end{bmatrix}.$$  

Note that $A$ has two positive eigenvalues. The external disturbances $\omega = [2w, w, -2w, 1.5w]^T$, where $w(t)$ is a ten-period square wave starting at $t = 0$ with the width 5 and height 1. The input delay of the system is 0.1 seconds. The Laplacian matrix is given by

$$L = \begin{bmatrix} 1 & 0 & 0 & -1 \\ -1 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & -1 & 0 & 1 \end{bmatrix}.$$
The eigenvalues of $L$ are $\{0, 1, 3/2 \pm j\sqrt{3}/2\}$. Therefore, Assumption 1 is satisfied. We obtain that $\alpha = 1$ and $r^T = [\frac{1}{3}, \frac{1}{3}, 0, \frac{1}{3}]$. In this case, we choose the $H_\infty$ performance index $\gamma = 1$, and the initial states of agents are chosen randomly within $[-5, 5]$, $u(\theta) = [0, 0, 0]^T$, for $\theta \in [-h, 0]$. With the values of $\lambda = 0.2, a_1 = 0.3$, and $\kappa_1 = \kappa_2 = 0.1$, a feasible solution of
Fig. 4. The trajectories of performance variables.

Fig. 5. The state 1 of agents with $h = 0.5$.

the feedback gain $K$ is found to be

$$K = \begin{bmatrix} -1.5349 & -0.1504 \\ -0.1504 & -1.5541 \end{bmatrix}.$$ 

Figures 2 and 3 show the simulation results for the state of each agent under the case $\omega = 0$. Clearly the conditions specified in Theorem 1 are sufficient for the control gain to achieve con-
sensus control. Figures 4 shows the trajectories of the performance variables $e_i(t), i = 1, \ldots, 4$ under the zero-initial condition. In addition, with the same control gain, the consensus control is still achieved for the multi-agent system with a much larger delay $h = 0.5$, as shown in Figures 5 and 6, which implies the conditions could be conservative in the control gain design for a given input delay. Further investigation to relax the conditions is a topic of future research.

VI. CONCLUSION

In this paper, we have addressed the $H_\infty$ consensus problem for linear multi-agent systems with input delay and general directed graph. This input delay may represent some delays in the network communication. The truncated prediction feedback method is employed to deal with the input delay, and the integral terms that remain in the transformed systems are carefully analyzed by using Krasovskii functionals. By using the real Jordan form of the Laplacian matrix, sufficient conditions for the $H_\infty$ consensus are identified through Lyapunov analysis. The conditions can be solved by employing LMIs with a set of iterative parameters. The requirement for the communication graph in this paper is much relaxed than the conditions specified in [22]–[25], as the method presented in this paper only requires the connection graph to have a spanning tree. Future work will focus on $H_\infty$ consensus protocol design for multi-agent systems with time-varying input delay and Lipschitz nonlinearities.
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