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Comparison of Gaussian Mixture Reductions for Probabilistic Studies in Power Systems

G. Valverde, Member, IEEE, J. Quirós Tortós, Student Member, IEEE, V. Terzija, Senior Member, IEEE

Abstract—This paper presents the comparison of three pair-merging methods to reduce the number of Gaussian mixture components used to model non-Gaussian Probabilistic Density Function (PDF) of random power system variables such as power demands, wind power outputs or other intermittent power sources. It also introduces a fine-tuning algorithm to improve the solution of the pair-merging methods to better approximate the original Gaussian mixture. A Gaussian mixture distribution with seven components is used to validate and demonstrate the algorithms.

Index Terms—Gaussian mixture model, probabilistic density function, probabilistic power flow, wind power.

I. INTRODUCTION

GAUSSIAN mixture distributions can be used to model any random variable in power systems for a certain period. This is of great interest because modern power systems are operated under high level of uncertainties, due to large incorporation of intermittent generation, the proliferation of storage devices, and the variability of aggregated loads.

In order to analyse all the possible combinations of uncertainties, probabilistic studies have been widely used to analyse the interaction of random variables for different scenarios of load and generation.

An example of these studies is the Probabilistic Power Flow (PPF) analysis. These studies determine the most likely power flows and bus voltages in the network given a set of random input variables. The advantage of the PPF methods is the simplicity to determine the possible ranges of the power flows by running a finite number of simulations [1].

During the last few decades, the PPF studies were used to study the variability of aggregated loads modelled by Gaussian distributions. With the insertion of intermittent generation, the probabilistic studies have gained more attention due to the need of modelling the intermittent power output as random variables that are typically non-Gaussian distributed [2], [3].

Because of the proliferation of these renewable sources, the representation of these non-Gaussian PDFs is an open field of research.

Different approximations have been developed to model non-Gaussian input random variables in power systems. For instance, in order to model the variability of wind power output, an indirect algorithm based on the Beta distribution was proposed in [4] and later considered in [2].

The probability distribution of the wind speed is typically non-Gaussian and it has been modelled by the Gamma, Weibull or the Rayleigh distributions [5]. The Weibull distribution has demonstrated better results because of its two flexible parameters $k$ and $c$ [6]. Nonetheless, since the wind speed PDF cannot be always approximated as a Weibull distribution, a mixed Gamma-Weibull distribution and a mixed truncated Normal distribution was introduced in [6].

The PDFs of power demands of aggregated loads can be also non-Gaussian distributed. For example, the Normal, log-normal and Beta distributions were used to evaluate their effectiveness to model the load uncertainty [7]. Because of its flexibility to adapt to the skewness of the distribution, the Beta distribution was found to be the most appropriate. This distribution was also used in [8] to model the variability of load demand.

Recently, a more accurate approximation of the marginal distribution of any power demand was introduced in [9]. As the PDF of load demands cannot be represented by a specific distribution, the authors proposed the use of the Gaussian mixture distribution. Although the work in [9] concentrates on the probability distribution of power demands, Gaussian mixtures can be used to represent the variability of any non-Gaussian variable.

This paper starts from the latter affirmation: it assumes that the marginal distribution of any wind farm power output, wind speed or power demands can be represented by Gaussian mixtures.

As the Gaussian mixtures are made of a finite number of components, this paper explores three different methods to reduce the number of components while keeping a good level of accuracy of the original non-Gaussian PDF. The proposed reductions are used to minimize the data used to represent the random input variables or when the number of Gaussian components becomes a computational constraint [10].

The reduction algorithms presented in this paper replace any GMM by another with fewer components. In order to improve the accuracy of the approximations, this paper also presents a fine-tuning algorithm based on optimization theory.

Section II introduces the Gaussian mixture distribution. Section III presents the different Gaussian mixture reduction methods. Later, in order to demonstrate the capabilities of the
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reduction methods, a seven component Gaussian mixture is
reduced in Section IV. Finally, the conclusions drawn from
the study are presented in Section V.

II. GAUSSIAN MIXTURE DISTRIBUTION

The mixture of \( L \) weighted Gaussian distributions creates a
Gaussian mixture distribution \( f(y) \). The probability density
function \( f_Y(y) \), for a given random variable \( Y \), is defined as
\[ f_Y(y) = \sum_{i=1}^{L} \omega_i f_{N(\mu_i, \sigma^2_i)}(y) \]
where \( 0 \leq \omega_i \leq 1 \), \( \mu_i \) and \( \sigma^2_i \) are the proportion, mean and
variance of the \( i \)-th component of the Gaussian mixture,
respectively. The distribution of the \( i \)-th Gaussian component
is
\[ f_{N(\mu_i, \sigma^2_i)}(y) = \frac{1}{\sqrt{2\pi\sigma^2_i}} e^{-\frac{(y-\mu_i)^2}{2\sigma^2_i}} \]
where the mean and variance of the random variable \( Y \) are
\[ \mu_i = \sum_{i=1}^{L} \omega_i \mu_i \]
\[ \sigma^2_i = \sum_{i=1}^{L} \omega_i (\sigma^2 + (\mu_i - \mu_j)^2) \]

Consider a Gaussian mixture distribution \( (L = 7) \) with the
parameters given in Table I. The PDF of the Gaussian mixture
is obtained by evaluating \( f_Y(y) \) for \(-\infty < y < \infty \), as presented in
Fig. 1.

<table>
<thead>
<tr>
<th>Component</th>
<th>( \omega_i )</th>
<th>( \mu_i )</th>
<th>( \sigma^2_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.20</td>
<td>43.0</td>
<td>9.0</td>
</tr>
<tr>
<td>2</td>
<td>0.20</td>
<td>50.0</td>
<td>16.0</td>
</tr>
<tr>
<td>3</td>
<td>0.20</td>
<td>52.0</td>
<td>9.0</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>58.0</td>
<td>64.0</td>
</tr>
<tr>
<td>5</td>
<td>0.10</td>
<td>62.0</td>
<td>4.0</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>72.0</td>
<td>4.0</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>80.0</td>
<td>25.0</td>
</tr>
</tbody>
</table>

TABLE I  PARAMETERS OF A GAUSSIAN MIXTURE DISTRIBUTION WITH 7 COMPONENTS

In Fig. 1, the PDF of the variable \( Y \) cannot be approximated by
any other typical marginal distribution.

The possibility to approximate any marginal distribution
with a finite number of components is the main advantage of
the Gaussian mixture distribution, usually referred as the
Gaussian Mixture Model (GMM).

The Expectation Maximization (EM) algorithm is the most
effective methodology to determine the GMM that best
approximates the distribution of the samples of \( Y \) [9].

The input of the EM algorithm is the set of incomplete
samples \( \gamma = [y_1, y_2, ..., y_s] \) of the random variable \( Y \) and the
desired number of Gaussian components of the GMM. Given
\( \gamma \) and the initial (or updated) Gaussian mixture parameters \( \eta \),
the algorithm computes the expectation of the log-likelihood
of the complete data with respect to the unknown samples.
Later, \( \eta \) is updated to maximize the log-likelihood expectation
previously determined. This procedure is iteratively executed
until convergence is achieved. The Statistics Toolbox of
MATLAB offers the function \texttt{gmdistribution.fit} to estimate
\( \eta \) using the EM algorithm given the incomplete samples \( \gamma \)
and the desired number of Gaussian components [14].
to approximate. As it can be seen, the approximation could be improved with a higher number of Gaussian components.

Fig. 3 presents the GMM approximation of a Gamma distributed random variable with ten components. In this case, the mismatch between the GMM and the random variable’s density is negligible.

The required level of approximation determines the number of components needed to approximate any marginal distribution. In order to quantify the degree of fitness of the set of samples and the GMM, the Chi-Square goodness of fit test can be used [9].

III. REDUCTION OF GAUSSIAN MIXTURES

As stated above, the number of components of the GMM affects the approximation of the non-Gaussian PDF. Although using many components appears to be the best option, reduced GMMs (with fewer components) are usually desired in order to limit the size and complexity of the problem, particularly if the study involves many GMMs at the same time.

The idea of the Gaussian mixture components reduction is to approximate the original GMM in (1), as a new GMM with fewer components:

\[ g_r(y) = \sum_{j=1}^{M} \omega_j f_{\mathcal{N}(\hat{\mu}_j, \sigma_j^2)}(y) \]  

where \( M < L \) and \( \omega_j \), \( \hat{\mu}_j \) and \( \sigma_j^2 \) are the proportion, mean and variance of the \( j \)-th component, respectively. The main advantage of using these reduction algorithms is that it is not required to run the EM algorithm again. The reduction methods use the parameters of the original GMM and do not consider the original samples of \( Y \) any longer.

Diverse algorithms to reduce the number of components are found in the literature. The goal is to maintain the mean and variance of the original mixture. If not, the deviation should be negligible and the resulting GMM should properly represent the structure of the original mixture [13].

To accomplish these requirements, one single algorithm might not be enough. Thus, it is common to employ a mixture of algorithms that can achieve the highest number of requirements.

The simplest method to reduce Gaussian mixture components is based on merging pairs of components. This approach starts by defining \( g_r(y) = f_1(y) \). The merging is applied to the pair of components of \( g_r(y) \) that produce the minimum difference between \( g_r(y) \) and \( f_1(y) \) [15], [16].

Once the pair of components \( i \) and \( j \) are identified, they are merged together to obtain a new resulting component \( ij \) with the following component parameters [16]:

\[ \omega_{ij} = \omega_i + \omega_j \]  

The mean and the variance of the new Gaussian component are:

\[ \bar{\mu}_{ij} = \frac{1}{\omega_i + \omega_j} \left( \omega_i \bar{\mu}_i + \omega_j \bar{\mu}_j \right) \]  

\[ \sigma_{ij}^2 = \frac{1}{\omega_i + \omega_j} \left( \omega_i \sigma_i^2 + \omega_j \sigma_j^2 + \omega_i \omega_j \left( \bar{\mu}_i - \bar{\mu}_j \right)^2 \right) \]  

The resulting component \( ij \) replaces the \( i \)-th and \( j \)-th components, which have been previously identified. Although \( g_r(y) \) has lost one component, the mean and the variance are the same from the original mixture. The iterative process stops when the desired number of components is reached.

The identification of the \( i \)-th and \( j \)-th components of \( g_r(y) \) depends on the selection criteria. The Salmond method identifies the pair of components \( i \) and \( j \) that produce the minimum increase of the first summand in (4) [17]. The increase of the first summand in (4) is related to the Square Distance (SD) measure:

\[ d_{ij}^2 = \frac{\hat{\omega}_i \hat{\omega}_j}{\hat{\omega}_i + \hat{\omega}_j} \left( \bar{\mu}_i - \bar{\mu}_j \right)^2 \sigma_r^2 \]  

The smallest squared distance identifies the merged components \( i \) and \( j \) that produce the minimum value of the cost function. The main disadvantage of this methodology is that it merges the pair of components with the closest means even if their variances are very different [16].

As an alternative, the Williams method uses the Integral Square Difference (ISD or \( J_s \)) to evaluate the difference between the original \( f_1(y) \) and the reduced Gaussian mixture \( g_r(y) \) [15]:

\[ J_s = \int \left( f_1(y) - g_r(y) \right)^2 dy \]  

Equation (10) is used for all combinations of pairs of components of \( g_r(y) \). The components \( i \) and \( j \) to be merged are those that when merged produce the minimum \( J_s \). The iterative process stops when \( g_r(y) \) is reduced to the desired number of components. The ISD defined in (10) is calculated by:

\[ J_s = \sum_{i=1}^{L} \sum_{j=1}^{L, M} \omega_i \omega_j f_{N(\bar{\mu}_i, \sigma^2)}(\mu_i) \]
\[ + \sum_{i=1}^{M} \sum_{j=1}^{L} \omega_i \omega_j f_{N(\bar{\mu}_j, \sigma^2)}(\mu_j) \]
\[ + \sum_{i=1}^{L} \sum_{j=1}^{M} \omega_i \omega_j f_{N(\bar{\mu}_i, \sigma^2)}(\mu_j) \]  

The ISD selection method takes into account the whole Gaussian mixture to decide which components to merge. However, it is more time consuming than the Salmond method as more calculations are required.

An alternative measure of similarity between two probability densities \( f_1(y) \) and \( f_2(y) \) is the Kullback-Leibler (KL) divergence \( D(f_1 \| f_2) \) [16]:

\[ D(f_1 \| f_2) = \int f_1(y) \ln \frac{f_1(y)}{f_2(y)} dy \]

Contrary to the ISD measure, there is no closed form expression for the KL divergence measure when \( f_1(y) \) and \( f_2(y) \) are Gaussian mixtures. Because of this limitation, an upper bound on the discrepancy of the reduced mixture from the mixture before the merge was proposed in [16]. The upper bound measure of discrepancy is defined as follows:
\[
B_y = \frac{\tilde{\omega}_y + \tilde{\omega}_j}{2} \ln \left[ \tilde{\omega}_j \left( \frac{\sigma_j}{\sigma_y} \right)^{\tilde{\omega}_y} \right] \\
+ \tilde{\omega}_j \left( \frac{\sigma_j}{\sigma_y} \right)^{\tilde{\omega}_y} + \tilde{\omega}_j \left( \frac{\sigma_j}{\sigma_y} \right)^{\tilde{\omega}_y} \left( \mu_y - \mu_j \right)^2
\]

(13)

where

\[
\tilde{\omega}_y = \frac{\tilde{\omega}_y}{\tilde{\omega}_y + \tilde{\omega}_j} ; \quad \tilde{\omega}_j = \frac{\tilde{\omega}_j}{\tilde{\omega}_y + \tilde{\omega}_j}
\]

(14)

This KL based selection method identifies the merged components \(i\) and \(j\) that produce the minimum upper bound discrepancy between the mixture after the merge and the mixture before the merge. Equation (13) takes into account the means, weights and variances of the Gaussian components. In addition, it requires fewer computations as compared to the ISD based method.

In order to compare the accuracy of the approximations, the ISD is now normalized into \(0 \leq J^N_s \leq 1\), as defined in (15) [18]:

\[
J^N_s = \int \left( \frac{f_y(y) - g_y(y, \eta)}{g_y(y, \eta)} \right)^2 dy
\]

(15)

when \(J^N_s = 0\), the reduced Gaussian mixture perfectly matches the original density. On the contrary, \(J^N_s = 1\) when there is zero overlapping between the GMMs.

Although pair-merging algorithms are easy to execute and they maintain the mean and variance of the original mixture, the structure of the resulting mixture is usually not optimal. The following Section presents an optimal based solution to improve the accuracy of the reduced GMMs.

A. Fine Tuning of GMM Reductions

The parameter obtained from pair-merging methods can be fine-tuned to achieve better approximations of the original Gaussian mixture [19]. The purpose is to correct the set of parameters \(\eta\) of \(g_y(y)\) to minimise the ISD cost function (10) as a function of \(\eta\):

\[
J_s(y, \eta) = \int \left( \frac{f_y(y) - g_y(y, \eta)}{g_y(y, \eta)} \right)^2 dy
\]

(16)

where:

\[
g_y(y, \eta) = \sum_{j=1}^{M} \tilde{\omega}_j f_{N(\mu_y, \sigma_y^2)}(y) \]

(17)

\[
\eta = \left[ \eta_1 \eta_2 \ldots \eta_M \right]^T
\]

(18)

\[
\eta_j = \left[ \tilde{\omega}_j \mu_j \sigma_j \right]^T \quad \forall \ j = 1, \ldots, M
\]

(19)

In (17), \(\tilde{\omega}_j \in [0, 1]\) is introduced to guarantee positive proportion of the components [20].

By introducing a perturbation \(\eta = \bar{\eta} + \Delta \eta\) around the original point \(\bar{\eta}\) and by considering only the linear term of the Taylor’s series [19]:

\[
J_s(y, \eta) = \int \left\{ \frac{f(y) - g_y(y, \eta)}{g_y(y, \eta)} \right\}^2 dy
\]

(20)

it is possible to find the optimal set of parameters \(\eta\) when the first derivative of (20) with respect to \(\eta\) is equal to zero:

\[
\int \left( f_y(y) - g_y(y, \eta) \right) \left( \frac{\partial g_y(y, \eta)}{\partial \eta} \right) dy = \frac{h(\bar{\eta})}{P(\bar{\eta})}
\]

(21)

Or in more compact form:

\[
h(\bar{\eta}) = P(\bar{\eta}) \Delta \eta
\]

(22)

Vector \(h(\cdot)\) contains \(M\) sub-vectors. Each 3x1 sub-vector \(h_j(\cdot)\) corresponds to one \(\eta_j\), as follows [20]:

\[
h_j(\bar{\eta}) = \left[ \begin{array}{c}
\frac{2}{\tilde{\omega}_j} \\
\frac{-\mu_j}{\sigma_j} \\
\frac{\mu_j - \tilde{\sigma}_j}{\tilde{\sigma}_j} \\
\frac{2}{\tilde{\omega}_j} \sum_{i \neq j} \omega_i \mu_i - \tilde{\omega}_j \sum_{i \neq j} \tilde{\omega}_i \mu_j \\
\frac{\mu_j - \tilde{\sigma}_j}{\tilde{\sigma}_j} \sum_{i \neq j} \omega_i (\mu_i^2 + \sigma_i^2) - \tilde{\omega}_j \sum_{i \neq j} \tilde{\omega}_i (\mu_i^2 + \tilde{\sigma}_i^2)
\end{array} \right]
\]

(24)
Returning to (22), Matrix \( \mathbf{P}(\cdot) \) is:

\[
\mathbf{P}(\bar{\eta}) = \left[ \begin{array}{ccc}
\mathbf{P}^{(1,1)} & \cdots & \mathbf{P}^{(1,M)} \\
\vdots & \ddots & \vdots \\
\mathbf{P}^{(M,1)} & \cdots & \mathbf{P}^{(M,M)}
\end{array} \right]
\tag{28}
\]

and each sub-matrix \( \mathbf{P}^{(i,j)} \) in (28) is defined by:

\[
\mathbf{P}^{(i,j)} = \tilde{\omega}_i \tilde{\omega}_j f_{\mathcal{N}(\tilde{\mu}_i, \tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)}(\mu, \nu)
\]

where the elements in (29) are defined according to (30), (31) and (32) (see at the bottom of the page).

\[
\mathbf{P}^{(i,j)} = \begin{cases}
4, & i = j = 1 \\
2\tilde{\omega}_i \tilde{\omega}_j \tilde{\sigma}_i^2, & i = j = 2 \\
2\tilde{\omega}_i \tilde{\omega}_j \tilde{\sigma}_i^2 \tilde{\sigma}_j^2, & i = j = 3
\end{cases}
\]

\[
\mathbf{P}^{(i,j)} = 2\tilde{\omega}_i \tilde{\omega}_j \tilde{\sigma}_i^2 \tilde{\sigma}_j^2 (\tilde{\mu}_i - \tilde{\mu}_j)^2 / (\tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)^2
\]

\[
\mathbf{P}^{(i,j)} = 2\tilde{\omega}_i \tilde{\omega}_j (\tilde{\mu}_i - \tilde{\mu}_j)^2 / (\tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)
\]

\[
\mathbf{P}^{(i,j)} = 2\tilde{\omega}_i \tilde{\omega}_j (\tilde{\mu}_i - \tilde{\mu}_j)^2 / (\tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)^2
\]

\[
\mathbf{P}^{(i,j)} = 2\tilde{\omega}_i \tilde{\omega}_j (\tilde{\mu}_i - \tilde{\mu}_j)^2 (\tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)
\]

\[
\mathbf{P}^{(i,j)} = 2\tilde{\omega}_i \tilde{\omega}_j (\tilde{\mu}_i - \tilde{\mu}_j)^2 / (\tilde{\sigma}_i^2 + \tilde{\sigma}_j^2)^2
\]

A. Reduction Results

The 7-components Gaussian Mixture is approximated by five, four and three component mixtures, as presented in Figs. 4, 5 and 6, respectively. The merged components were selected from the SD (9), the ISD (10) and the KL (12) upper bound measures.

As presented in Fig. 4, the reduced Gaussian mixture obtained from the ISD measure is the same as the resulting Gaussian mixture obtained from the KL upper bound measure.

If the original Gaussian mixture is approximated by four Gaussian components, as presented in Fig. 5, the SD and the KL upper bound selection methods obtained the same reduced distribution.

B. GMM reduction using five components

As it is presented in Fig. 6, the reduced mixture obtained from the ISD and the KL upper bound discrimination methods

IV. RESULTS

This Section compares the performance of the reduction methods presented above, by reducing the 7-component Gaussian mixture presented in Fig. 1.

As it is presented in Fig. 6, the reduced mixture obtained from the ISD and the KL upper bound discrimination methods
are exactly the same. Although it is possible to visualize the resulting Gaussian mixtures from Figs. 4-6, the methods have not been quantitatively compared against each other.

Table II presents the comparison of the $J_s^n$ for reduced components with $M$ components obtained by merging pair of components based on the SD, ISD and KL upper bound measures. When fewer components are used to model the original density $f_Y(y)$, the approximation becomes less accurate and $J_s^n$ approaches the original $f_Y(y)$. Table IV presents the $J_s^n$ before and after the fine tuning of the Gaussian mixture reduction.

For all the cases, the fine tuning method makes $J_s^n$ closer to zero. In the case when $M = 5$, the optimization method reduced $M$ to 4 components. Such elimination is performed when the ratio $\tilde{\omega}_j / \tilde{\sigma}_j$ of the $j$-th component of $g_Y(y)$ tends to zero [20]. This is the reason why $J_s^n$ for $M = 5$ and $M = 4$ are the same.

As it is presented in Table II, the minimum $J_s^n$ is always obtained when the ISD discrimination measured is used. It is important to mention that the KL upper bound measure selected the same pair of components as the ISD measure did, excepted when $M = 4$.

Table III presents the required computation time, in milliseconds. For all the cases, the KL upper bound discrimination method required less time to find the pair of components to merge. The higher processing times of the ISD measure can be a constraint if the number of components is large e.g. 100 components reduced into 25 components. In this case, the KL upper bound algorithm will be much more efficient.

Table IV presents the comparison of the $J_s^n$ for the resulting improved $g_Y(y)$ and the original mixture $f_Y(y)$.

V. Conclusion

This paper explores and compares different methods to simplify Gaussian Mixture Models (GMMs) to represent non-Gaussian power system random variables. These methods reduce the number of components of the GMMs and keep a good approximation of the original distributions.

It was found that the Integral Squared Difference (ISD) discrimination method always identified the pair of components that when merged produced the minimum difference between the original and the reduced Gaussian mixture. However, this method was found to be time consuming if compared to the KL upper bound or the Squared Distance (SD) algorithms.

The KL upper bound algorithm was found to be very efficient in terms of computational demands and accuracy. This can be the best choice if the number of Gaussian components to merge is high.

The fine tuning method obtains better reductions than any pair-merging method. However, the pair merging methods can be used as an initial guess to ensure the convergence of the optimal based method.
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