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Abstract—In microwave imaging applications, propagating signals undergo additional attenuation in dispersive and lossy media when compared to non-dispersive and lossless media. In this paper, we introduce a threshold approach and Short-Time Fourier transform (STFT) based inverse filters to compensate for such additional attenuation in time reversal (TR) based imaging algorithms. The method introduced here is utilized to reduce the unwanted noise amplification in the received signals during the compensation stage. Additionally, optimum settings for window type and length in the STFT method are obtained through a scanning operation in the propagation medium. Different window types and lengths are studied to achieve best focusing resolution in TR applications. While utilizing large number of windows with short spatial lengths provides improved TR focusing performance, it also increases the overall cost and complexity of the imaging system. The threshold method introduced here achieves improved TR focusing performance without increasing the cost by utilizing a lower number of inverse filters.

Index Terms—Time reversal (TR), short time Fourier transform (STFT), dispersive media, attenuation compensation, finite difference time domain (FDTD).

I. INTRODUCTION

Localization of targets behind structures or within obstructed media is of great interest in many microwave imaging applications such as detection of landmines [1], [2], explosives [3] or tumors [4]. A recent method that has been introduced to tackle the detection and localization problem is the time-reversal (TR) technique [5]. TR simply states that for every wave propagating away from a source following a certain path, there is a corresponding time-reversed wave signal that can trace the same path back to the original point of the source. This path can be traced back through the medium even across variation in permittivity and permeability. The first step of locating an object within a medium using the TR technique is to send a pulse through the medium and receive the reflected signals from the object. TR technique uses a set of antennas, called a TR Array (TRA), to receive, record and time-reverse the reflected signal from the object. All time-reversed signals at each TRA antenna are sent back to the medium to focus around the object location at the time of refocus. One important property of TR is that it achieves super-resolution by utilizing the multipath propagation in the medium as discussed in [6], [7], [8] and allows interference cancellation [9] and detection [10]. On the other hand, as with other microwave imaging techniques, TR suffers from dispersion and losses in the propagating medium [11], [12]. While the additional phase shift undergone due to dispersion can be compensated by the TR process itself, attenuation affects the signals in both the forward and backward propagation. This attenuation ultimately degrades the focusing resolution of the imaging process. The earliest works on compensating such attenuation involved a uniform absorption model over the entire bandwidth for acoustic propagation in skull [13], multipaths in ocean communication [14] and at a single frequency with the so called decomposition of the time-reversal operator method [15]. A more recent compensation technique using the STFT method takes the frequency dependency account for the first time and tries to improve the resolution focusing of the TR technique in dispersive and lossy media [11]. Although this method proved to be a better candidate for compensation, the inverse filters utilized in the method also amplify unwanted oscillations and perturbations (noise) in the high frequency components of the received signals’ spectra, which affect the performance of TR technique. In our proposed method, we apply a threshold approach to the inverse filters in order to reduce the effects of this oscillation and perturbation. We refer to these oscillations and perturbations as noise. Furthermore, we apply different types and lengths of windows to select the optimum settings for the STFT method while [11] used a single window type with a fixed length. The details of the proposed compensation method is presented in Section II. Section III-A and Section III-B provide the radio environment setting and the results and analysis for the numerical experiments. Section IV shows the conclusions and the future plan.

II. COMPENSATION OF DISPERSIVE ATTENUATION IN HUMAN TISSUES

A dispersive and lossy medium acts like a filter for signals propagating through it. An inverse filter is needed to compensate for the losses of the propagating signals in such media. The real part of the permittivity $\epsilon$ of the propagation medium causes a phase shift to the traveling waves during the forward propagation of the TR technique. The phase shift is corrected in the backward propagation due to the fact that the signals in the backward propagation are phase-conjugated coherently along all the bandwidth [16]. The imaginary part of $\epsilon$ causes signal attenuation.

We propose a method to compensate this attenuation as shown in Fig. 1. Our method starts by time-windowing the signal $x[n]$ observed at each TRA antenna, setting

$$X_i[n] = x[n]W_i[n] \quad \text{for} \quad i = 1, \ldots, M$$

where $n$ is the time step ($0 \leq n \leq N$), $N$ is the total time steps of $x[n]$, $W_i[n]$ is the $i$th window, $X_i[n]$ is the $i$th windowed time domain signal and $M$ is the total number of windows. $M$ is selected based on $N$ as $M = \lceil \frac{2N}{l} \rceil$ where $l$ represents the ceiling function. The window function [17]
Fig. 1. The flowchart of the compensation method with variable windows utilized for improved imaging performance.

Fig. 2. Different window types with \( l = 512 \) and \( W_{\text{Sum}} = W_1 + W_2 + W_3 \).

is either a Hanning or Hamming window whose \( W_i[n] \) is expressed as

\[
W_i[n] = \frac{1}{2} \left( 1 - \cos \left( \frac{2\pi}{l} (n - \varsigma_i) \right) \right) \quad \varsigma_i \leq n \leq \varsigma_i + l \quad (2)
\]

for the Hanning window and

\[
W_i[n] = 0.54 - 0.46 \cos \left( \frac{2\pi}{l} (n - \varsigma_i) \right) \quad \varsigma_i \leq n \leq \varsigma_i + l \quad (3)
\]

for the Hamming window where \( \varsigma_i = \left\lfloor \frac{l(i-1)}{2} \right\rfloor \), with \( \left\lfloor \cdot \right\rfloor \) representing the integer value and \( l \) is the window’s length. \( W_i[n] = 0 \) beyond \( \varsigma_i \leq n \leq \varsigma_i + l \) limits.

Fig. 2(a) shows examples of Hanning and Hamming windows with \( l = 512 \) time steps. Fig. 2(b) shows three Hanning windows and their summation with \( l = 512 \) time steps and an overlapping factor of 0.5. Overlapping guarantees that the original signal can be retrieved if all the windows are summed together. The Hanning window can avoid the abrupt change in the time-gated signals by approaching zero near the edges of the window. In [11] a Hamming window was used with a fixed \( l \) of 256 time steps, which is not optimized for the STFT method. The Hamming window causes an abrupt change in the time-gated signals near the edges of the window. Therefore, we used Hanning and Hamming windows with \( 32 \leq l \leq 512 \) to optimize \( l \) for our compensation method. Another drawback of the compensation method in [11] is that the inverse filters amplify the noise in the observed signals. We propose a threshold approach to reduce the noise amplification that was inevitable in [11].

\( X_i[n] \) is converted to the frequency domain \( X_i[k] \) where \( k \) represents the frequency. In our threshold approach we set the threshold to \( e^{-1} \) [18] of the peak of the spectrum of the original signal \( x[k] \). The threshold value is set to \( e^{-1} \) to obtain the optimum signal to noise ratio (SNR) in different types of human tissues (propagation media) including fat (least dispersive medium) and muscle (most dispersive medium). Therefore, we defined the highest frequency of interest as the frequency at which the spectrum is \( e^{-1} \) relative to the spectrum maximum [18]. The inverse filters utilized in [11] not only amplify the signal of interest, but also they amplify the noise reducing the SNR and in return this lowers the accuracy of the localization. When the threshold is set to \( e^{-1} \) the noise amplification is reduced and the localization is improved. The inverse filters amplify the noise (i.e. SNR is reduced) when the threshold value is set to less than \( e^{-1} \). This reduces the amplitude of \( X_i[k] \) relative to noise. This SNR reduction decreases the accuracy of the localization and (7) is not satisfied. When the threshold value is set to higher than \( e^{-1} \) the noise is not amplified. However the inverse filters are not applied to the high frequency components of \( X_i[k] \) within the frequency range of interest causing the SNR to drop again. This reduces the accuracy of the localization and (7) is not satisfied. We apply the compensation filter at those frequencies \( k \) where the spectrum \( X_i[k] \) is higher than the threshold. \( X_i[n] \) has traveled different distances to reach the TRA antennas and each frequency component has gone through different attenuation. Therefore, \( X_i[k] \) has to be compensated with a different space and frequency dependent filter, \( \Gamma_i[k] \).

\( \Gamma_i[k] \) is produced for the \( i \)th window by comparing observed signals in the dispersive medium with a corresponding non-dispersive medium. More details about space and frequency dependent filter are presented in [11]. The filtered signal in the frequency domain is

\[
Y_{\Gamma_i}[k] = X_i[k] \Gamma_i[k] \quad \text{for} \quad i = 1, \ldots, M. \quad (4)
\]

This frequency dependent filter acts like an inverse filter with respect to the attenuation of the dispersive medium. Due to the finite length of the filters, additional phase shifts may have to be introduced. These phase shifts do not affect the focusing around the scatterer location because all the observed signals go through the same filters [11]. We apply the inverse STFT to each filtered signal by converting \( Y_{\Gamma_i}[k] \) to a time domain signal \( Y_{\Gamma_i}[n] \) and sum all \( Y_{\Gamma_i}[n] \) back together to obtain the compensated signal

\[
X_{\text{st}}[n] = \sum_{i=1}^{M} Y_{\Gamma_i}[n]. \quad (5)
\]

Varying \( l \) from 32 to 512 the optimum \( l \) is identified for the Hanning and Hamming windows by the following procedure: Step 1) Find \( (i_m, j_m) \) which satisfy

\[
|E_z(i_m, j_m)| = \max_{i,j} |E_z(i, j)| \triangleq Q \quad (6)
\]

where \( E_z \) is the electric field component in the \( z \) direction, \( Q \) represents the maximum value of the \( |E_z| \) field in the entire FDTD space at the time of

\[
\text{Step 2) Find the overlap factor } o_f \text{ the optimum overlap factor.}
\]

\[
o_f = \frac{512}{l}\quad (7)
\]

\[
\text{Step 3) Find the optimal time grid } s_0 \text{ the time grid of optimal compensation.}
\]

\[
s_0 = \left\lfloor \frac{l}{2} \right\rfloor \quad (8)
\]

\[
\text{Step 4) Find the overlap factor } o_w \text{ the overlap factor of the window.}
\]

\[
o_w = \left\lfloor \frac{512}{l} \right\rfloor \quad (9)
\]

\[
\text{Step 5) Find the overlap factor } o_i \text{ the overlap factor of the inverse filter.}
\]

\[
o_i = \left\lfloor \frac{512}{l} \right\rfloor \quad (10)
\]

\[
\text{Step 6) Encode the compensation method.}
\]

\[
\text{Step 7) The compensation method is encoded as } \Gamma_i[k] = \frac{1}{Q} Y_{\Gamma_i}[k] \quad (11)
\]

\[
\text{Step 8) Apply the compensation method.}
\]

\[
\text{Step 9) The compensated signal is obtained as } X_{\text{st}}[n] = \sum_{i=1}^{M} Y_{\Gamma_i}[n] \quad (12)
\]

\[
\text{Step 10) The compensation method is validated.}
\]

\[
\text{Step 11) The compensation method is optimized.}
\]
Step 2) Select $l$ with which $(i_m, j_m)$ satisfy
\[
(i_m - i_p)^2 + (j_m - j_p)^2 \leq 2
\]
which is regarded as a successful localization where $(i_p, j_p)$ represents the center of the scatterer location.

Step 3) Calculate $S_l = \sum_{i,j} \frac{|E_z(i,j)|}{Q}$ where $(i, j)$ satisfy
\[
(i - i_g)^2 + (j - j_g)^2 \leq 2.
\]

Step 4) Choose $l$ which gives the minimum $S_l$.

### III. Numerical experiments

The purpose of these experiments is to compare the results of our compensation method and the original STFT method of [11]. Our proposed threshold approach reduces the amplification of the unwanted noise, resulting in more accurate spatial focusing.

#### A. Radio Environment Setting

The simulation setup is depicted in Fig. 3. All the simulations use the TM$_z$ polarized 2D-FDTD method. The FDTD space is $150 \times 150$, uniformly sampled with a spatial step of $\Delta s = \Delta x = \Delta y = 1$ mm. The time step $\Delta t$ is set to 2.357 ps. Complex Frequency-Shifted Perfectly Matched Layer (CFS-PML) absorbing boundary conditions [19] are used with a 9-layer cell. The TRA is composed of 15 transceivers antennas, equally spaced from each other and parallel to the $x$-axis. The TRA has the aperture of $70 \Delta s$. The 1st TRA antenna is located at $(40 \Delta x, 25 \Delta y)$ and the 15th is located at $(110 \Delta x, 25 \Delta y)$. A $3 \times 3$ Perfect Electric Conductor (PEC) scatterer is located in the medium and centered at $(75 \Delta x, 75 \Delta y) = (i_p, j_p)$. The human tissues are modeled using the one-pole Debye media [20] where the relative permittivity is $\varepsilon_r = \varepsilon_\infty + \frac{\varepsilon_S - \varepsilon_\infty}{1 + j \omega \tau} - \frac{\sigma}{j \omega \varepsilon_0}$, where $\varepsilon_\infty$ is the infinite frequency relative permittivity, $\varepsilon_S$ is the static frequency relative permittivity, $\omega$ is the angular frequency, $\tau$ is the relaxation time, $\sigma$ is the conductivity and $\varepsilon_0$ is the free space permittivity.

#### B. Numerical Results

We measure the distance between the location of the maximum value of $|E_z|$ at the time of refocusing and the center of the scatterer location of $(i_p, j_p)$ for the proposed method and the method in [8] and calculate the accuracy $A$ as
\[
A = \frac{s_n}{s_o}
\]
where $s_o$ and $s_n$ are the distances between $(i_m, j_m)$ and $(i_p, j_p)$ for the method in [11] and our compensation method respectively. Both approaches satisfied (7) in the fat medium. The proposed method is $A = 1.14$ times more accurate than the method in [11]. In the case of propagation in bone and muscle, the proposed approach satisfied (7) while the method in [11] did not. The inverse filter in [11] amplify the

### Table I

<table>
<thead>
<tr>
<th>Medium</th>
<th>$\sigma$ [S/m]</th>
<th>$\varepsilon_S$</th>
<th>$\varepsilon_\infty$</th>
<th>$\tau_D$ [ps]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fat</td>
<td>0.037</td>
<td>05.530</td>
<td>03.998</td>
<td>23.630</td>
</tr>
<tr>
<td>Bone</td>
<td>0.104</td>
<td>14.169</td>
<td>07.363</td>
<td>34.100</td>
</tr>
<tr>
<td>Muscle</td>
<td>0.747</td>
<td>56.931</td>
<td>28.001</td>
<td>18.672</td>
</tr>
<tr>
<td>Test medium</td>
<td>0.0005</td>
<td>7.0</td>
<td>5.5</td>
<td>4851.0</td>
</tr>
</tbody>
</table>
noise (reducing the SNR) in highly dispersive tissues such as bone and muscle. The amplification of the noise reduces the amplitude of $X_{c_{n1}}$ relative to noise which reduces the accuracy of the localization and dislocates $(i_{m}, j_{m})$ far from $(i_{p}, j_{p})$. In our approach, the noise amplification is reduced as the inverse filters are not applied on the high frequency part of the spectrum.

Table II shows the value of $l$ which achieves the sharpest focusing in fat, bone and muscle using either Hanning or Hamming window based on our four-step procedure. In the muscle medium, the Hanning window requires less $M \left( = \frac{2N}{l} \right)$ than the Hamming windows, leading to reduction in the cost of our compensation method.

Fig. 5(a) and (b) show cross-sections of the normalized $|E_{z}|$ at $y = 75 \Delta y$ in bone and muscle respectively. The spatial resolution of the focusing with our compensation method is higher than without it. We notice that the resolution of the focusing is higher with Hanning than with Hamming. Fig. 6(a) shows the observed signal at the 1st antenna of the TRA for the bone case with and without our compensation method. Fig. 6(b) shows the compensated signal using the method in [11]. There are oscillations in our reconstructed signal in Fig. 6(a). These oscillations are caused by the noise amplification of the filters. However, without our threshold approach the noise level becomes so large as shown in Fig. 6(b) that the reconstructed signal is strongly distorted and the focusing is lost. Fig. 7(a) and (b) shows $|E_{z}|$ in the $xy$-plane in bone with and without our compensation method. The resolution of the spatial focusing becomes higher with our compensation method. Fig. 8 shows the cross-range of Fig. 7 at scatterer location $(y = 75 \Delta y)$. $R_{c} = (x_{3} - x_{2}) \Delta x$ and $R_{n} = (x_{4} - x_{1}) \Delta x$ represent the resolution of the spatial focusing with and without our compensation method respectively where $x_{1}$, $x_{2}$, $x_{3}$ and $x_{4}$ are spatial points on the $x$-axis and $|E_{z}(x_{1})| = |E_{z}(x_{2})| = |E_{z}(x_{3})| = |E_{z}(x_{4})| = 0.5$ where $E_{z}$ is normalized and 0.5 is the cross-range at half maximum to calculate the resolution of the spatial focusing. The spatial resolution of the proposed method is $\left( \frac{R_{c}}{R_{n}} \right) = 1.25$ times higher than the one without any compensation in the propagation medium of bone.

**IV. Conclusion**

The wave equation invariance of the time reversal technique is broken in human tissues due to their dispersive characteristics. In this paper, we have introduced a threshold and inverse filter based technique to improve a previously developed compensation scheme utilizing the STFT method. Thanks

---

**Table II**

<table>
<thead>
<tr>
<th>Medium</th>
<th>Hanning</th>
<th>Hamming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fat</td>
<td>482</td>
<td>482</td>
</tr>
<tr>
<td>Bone</td>
<td>422</td>
<td>422</td>
</tr>
<tr>
<td>Muscle</td>
<td>242</td>
<td>212</td>
</tr>
</tbody>
</table>

---

(a) Bone case.  
(b) Muscle case.

Fig. 5. The cross-section of the normalized $|E_{z}|$ distribution at $y = 75 \Delta y$ in human tissues with our compensation method using either Hanning or Hamming and without them.

| Time ($\times \Delta t$) | $|E_{z}(x, y)|$| [mV/m] |
|------------------------|--------------|--------|
| 0                      | 0.46         |        |
| 100                    | 1.47         |        |
| 200                    | 1.47         |        |

(a) $X[n]$ and $X_{c_{n1}}[n]$ using our method.
(b) $X_{c_{n1}}[n]$ using the method in [11].

Fig. 6. The observed signal $X[n]$ for the bone case at the 1st antenna of the TRA without compensation, with our compensation $(X_{c_{n1}}[n])$ and with [11] compensation method.

| Distance($\times \Delta x$) | $|E_{z}(x, y)|$| [mV/m] |
|---------------------------|--------------|--------|
| 0                         | 0            |        |
| 20                        | 0.46         |        |
| 40                        | 0.46         |        |

(a) no compensation  
(b) with compensation

Fig. 7. The spatial distribution of the $|E_{z}|$ field component in the $xy$-plane for a dispersive medium composed of bone tissue (with and without our compensation). The scatterer is represented by a small "×". $\Delta x = \Delta y = 1$mm.

---

(a) Bone case.  
(b) Muscle case.

Fig. 8. The cross-section of the normalized $|E_{z}|$ distribution at $y = 75 \Delta y$ for bone with the proposed compensation method (Comp.) and without any compensation method (No Comp.).
to the threshold approach, the reduction of unwanted noise amplification is achieved. Additionally, through the optimal selection of window type and lengths used at the STFT stage, adaptive compensation is achieved depending on the scenario. We have shown that the choice of Hanning window improved the localization of the scatterers as compared to the Hamming window as it inherently avoids the discontinuity at the edges of the window. We obtained improved results in terms of localization and spatial distribution of $E_z$ around the object location. While STFT is robust for tackling the attenuation problem in dispersive media, several other methods such as the S-transform or wavelet transforms can also be investigated in this framework which are some proposed future works for the researchers in the field.
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