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ABSTRACT

The ever-increasing demand for high performance Big Data analytics and data processing, has paved the way for heterogeneous hardware accelerators, such as Graphics Processing Units (GPUs) and Field Programmable Gate Arrays (FPGAs), to be integrated into modern Big Data platforms. Currently, this integration comes at the cost of programmability since the end-user Application Programming Interface (APIs) must be altered to access the underlying heterogeneous hardware. For example, current Big Data frameworks, such as Apache Spark, provide a new API that combines the existing Spark programming model with GPUs. For other Big Data frameworks, such as Flink, the integration of GPUs and FPGAs is achieved via external API calls that bypass their execution models completely.

In this paper, we rethink current Big Data frameworks from a systems and programming language perspective, and introduce a novel co-designed approach for integrating hardware acceleration into their execution models. The novelty of our approach is attributed to two key design decisions: a) support for arbitrary User Defined Functions (UDFs), and b) no modifications to the user level API. The proposed approach has been prototyped in the context of Apache Flink, and enables unmodified applications written in Java to run on heterogeneous hardware, such as GPU and FPGAs, transparently to the users. The performance evaluation of the proposed solution has shown performance speedups of up to 65x on GPUs and 184x on FPGAs for suitable workloads of standard benchmarks and industrial use cases against vanilla Flink running on traditional multi-core CPUs.

1 INTRODUCTION

The staggering increase in the generation rate of data - which is predicted to reach 163 zettabytes by 2025 [59] - has posed new challenges and opportunities regarding high-performance and energy efficient data analytics. To address these challenges, heterogeneous hardware accelerators, such as Graphic Processing Units (GPUs) and Field Programmable Gate Arrays (FPGAs), have been put forward as a means to achieve higher data processing throughput and energy efficient execution. Hardware accelerators can now be found in almost all modern cloud providers, such as AWS, Google Cloud, and Microsoft Azure, complementing traditional CPU-only execution for accelerating suitable workloads.

In order to exploit these hardware accelerators, developers must write their code in specific programming languages and frameworks, such as CUDA [14], OpenCL [26, 66], and OneAPI [34]. In the domain of Big Data analytics, developers typically use already established systems that are typically written in managed programming languages (e.g., Java) and run on top of the Java Virtual Machine (JVM) [52]. This three-layered execution model (user application - Big Data framework - runtime system) makes the integration of heterogeneous hardware accelerators very complex, as the majority of the frameworks and runtime systems have been designed with CPU-only execution in mind. Except for Nvidia GPU acceleration for Spark 3.x [60] via the RAPIDS API [1], and for Flink [18] via JCuda [32] and/or JCublas [31], the remaining of existing works are mostly academic efforts to bring heterogeneous hardware acceleration on various Big Data frameworks (e.g., [7, 23, 62]). A common denominator of all the aforementioned approaches is the introduction of specific APIs that must be used in order to access the underlying hardware accelerators. This characteristic has several disadvantages, such as code fragmentation, vendor lock-in, lack of portability, and most importantly limited UDF support.

In this paper, we take a step back and we rethink the three-layered execution model that current Big Data frameworks utilize. We approach the challenge of hardware acceleration from the systems and programming language perspective (bottom up) following a co-designed approach. The result of this methodology is a proposed system with the ability to run unmodified Big Data applications across multiple hardware accelerators, transparently to the users. We prototyped our solution in the context of Flink [6]
and TornadoVM [19], thereby enabling developers to transparently run their existing vanilla code on GPUs and FPGAs. It is important to note that the techniques described in this paper are generally transferable to other frameworks and programming environments.

In detail, this paper makes the following contributions:

- It elaborates on the whole execution stack of the Big Data framework of choice and discusses the challenges of heterogeneous execution for each layer (user application, Big Data framework, and runtime system).
- It presents a novel approach for enabling automatic and transparent GPU and FPGA acceleration of existing Flink user programs written in Java. To achieve that, two novel techniques are introduced: 1) automatic code and data morphing, and 2) application of Just-In-Time (JIT) compilation for heterogeneous hardware, in the context of TornadoVM.
- It performs a performance evaluation of the proposed system across a variety of benchmarks and real-world industrial use cases against the vanilla CPU-only Flink and current GPU support in Flink. The performance analysis showcases speedups of up to 65x when running on GPUs, and up to 184x when running on FPGAs compared to Flink.
- It discusses the merits of heterogeneous hardware acceleration, while also highlighting the pre-conditions that must exist in order to observe performance improvements when running on GPUs and FPGAs compared to scale-out CPU only configurations.

2 BACKGROUND

This section presents the background on Big Data platforms (Section 2.1) and hardware acceleration (Section 2.2). Additionally, it discusses the state-of-the-art approaches for integrating hardware acceleration into Big Data frameworks (Section 2.3). Finally, Section 2.4 presents the challenges that hinder the utilization of hardware acceleration from within existing Big Data frameworks.

2.1 Overview of Big Data Frameworks

Big Data frameworks have as ultimate goal to scale out execution on multiple compute nodes, as a means to increase performance. Figure 1 presents the execution model of such frameworks. As shown in the left part of the figure (Client side), developers can express the workflow of their applications as a chain of various operators. Typically, each framework exposes an API that contains operators, such as map, reduce, groupBy, etc. As soon as developers express their applications in the form of operators, a data-flow graph that models the dependency between those operators is constructed.

2.2 Hardware Acceleration

To program hardware accelerators, several programming models can be used (e.g., OpenCL, CUDA, and OneAPI). The prime goal of these models is to ease programming by exposing a unified way of coding that is applicable to every device type. Through these programming models, developers can explicitly orchestrate the execution of the two code segments in three steps: (i) the host code copies the input data to the device memory (e.g., GPU DRAM); (ii) the kernel code is launched to perform a computation over the input data; and (iii) the result of the computation is copied from the on-device memory to the CPU main memory. Depending on the device type (GPU or FPGA), different workloads and/or algorithmic patterns can perform better or worse. For example, GPUs deliver fine-grain execution as they comprise thousands of threads that execute the same instructions with different input data items (SIMD) [53]. In contrast, FPGAs offer coarse-grain execution as they combine various on-device resources (i.e., blocks of memory, registers, logic slices) to compose diverse hardware blocks [13].
Figure 3: Approaches for the Integration of Heterogeneous Hardware Execution within Big Data Frameworks.

2.3 Acceleration of Big Data Frameworks

To integrate the various heterogeneous programming models described in the previous subsection, Big Data frameworks both at the industry and academia have mainly adopted two approaches. As shown in Figure 3-up, the first approach is to directly call a compute kernel from within the user-level API of the frameworks. This way assumes the presence and installation of a pre-compiled kernel (usually written in CUDA or OpenCL) at every compute node that acceleration will take place.

The second approach, depicted in Figure 3-down, uses a form of compilation to create the kernel on-demand. Depending on the framework, different levels of integration exist. For example, Spark [60] with RAPIDS [1] offers the most comprehensive solution where multiple operators are supported. On the other hand, FlinkCL [7] that uses Aparapi [3] for compilation, is limited by the capabilities of the Aparapi framework that includes user-level annotations, explicit memory management, etc. Regardless of the type (pre-compiled or on-demand kernel generation) and the state (production or academic) of integration, current solutions have several limitations, as follows:

- **Code fragmentation**: Developers need to decide a priori which parts of their code should run on a hardware accelerator and code them with specific APIs. This leads to code fragmentation since programmers need to maintain multiple versions of their code (traditional scale-out CPU-only and hardware accelerated versions).
- **Lack of transparency**: Since developers must use specific APIs to access hardware accelerators, they need to reason about performance, code suitability, and device selection in advance.
- **Vendor lock-in**: In some cases (e.g., Spark/RAPIDS), hardware acceleration comes at the cost of vendor lock-in since only particular devices from particular vendors are integrated into the system of choice. Hence, migration across devices becomes a challenging task.
- **Device coverage**: Similarly to the previous challenge, the selection of a specific solution for hardware acceleration might exclude a particular type of devices that could be more suitable for a specific workload. For example, Spark/RAPIDS supports only Nvidia GPUs. Therefore, to use an FPGA to accelerate some specific suitable functions, another approach must be sought.

Thus, a natural question that arises is: Can we utilize hardware acceleration in the same seamless way that we execute on CPUs? To answer this question a software analysis of the three-layered architecture that current frameworks utilize is required, to highlight the challenges that must be addressed at each layer in order to enable seamless heterogeneous hardware acceleration.

2.4 Challenges

This section presents the challenges at each layer of the software architecture that currently inhibit transparent hardware acceleration of Big Data frameworks:

2.4.1 User Level API. Regardless of the framework and its custom API, all operators (built-in or UDFs) at some stage in the execution pipeline will be JIT compiled by the underlying JVM to machine code to be executed. Hence, in order to transparently accelerate such operators, it is essential that hardware acceleration support is built natively inside the JVM; similarly to how automatic vectorization is supported. Currently, such support is very limited with only a handful of frameworks or JVMs supporting it; namely, TornadoVM, Aparapi, and IBM J9 [33]. All aforementioned frameworks provide their own Java-level custom API to enable hardware acceleration which must be exposed to developers of Big Data frameworks. Unfortunately, the API exposure contributes to code fragmentation and lack of transparency out-of-the-box. In addition, each state-of-the-art heterogeneous JVM framework has its own limitations (e.g., limited device support, limitations in Java-supported features, etc.).

Naturally, someone could completely bypass the JVM and offload custom pre-built kernels (Figure 3-up), but this solution does not fulfill the requirements of transparent hardware acceleration that has been presented in Section 2.3.

2.4.2 Big Data Framework. Currently, most Big Data frameworks have been designed to operate under the scale-out CPU-only paradigm. In addition, they typically employ a resource scheduler (e.g., Apache Yarn) to inquire about available resources and schedule tasks for execution according to the preferred scheduling policy. In order for a hardware accelerator to be visible - and hence utilized by a framework - the auxiliary software components must be also altered in order to expose those devices to the framework. Fortunately, work into this direction is underway [4], with latest versions of Yarn, for example, exposing GPUs to the resource scheduler. Despite the work being done into this direction, a number of challenges remain:

1. **Fall-back mechanisms**: If we operate under the assumption that operators or UDFs will be JIT compiled at the node-level for execution on GPUs or FPGAs, we must account for fallback mechanisms in case compilation fails or hardware acceleration does not result in increased performance.
2. **Checkpointing**: Current Big Data frameworks employ checkpoint functionalities [17, 64] to save the work that has been done up to a point of an unforeseen failure. To achieve that, they save the execution state at a user-defined granularity and restore execution from that point upon node recovery or migration. However, in the case that code is executed on a GPU, it is imperative that large amounts of data will be processed in batches in order to benefit from the high throughput of such devices. Hence, in the presence of a node failure, the risk of losing a large amount of work is higher compared to fine-grained execution on CPUs. Of course, developers could add checkpoint functionality inside the GPU executed...
code, but the cost of control flow divergence inside the accelerated kernels will negate all achieved performance benefits [15].

(3) Scheduling algorithms: Similarly to the previous challenge, when hardware accelerators are employed, we must ensure that they are provisioned with large data sets to counteract the costly data transfer times from the CPU main memory via PCIe. Hence, the execution time of the accelerated task is less predictable compared to a CPU-only execution due to the uniformity of resource and data distribution. In addition, if the data size fluctuates, it might be the case that hardware acceleration may or may not outperform CPU execution. To account for all these cases, the resource scheduler must be modified and become reactive to performance fluctuations.

2.4.3 Runtime System. Java Virtual Machines that host the execution of the majority of Big Data frameworks are designed around the Java specification which in some cases inhibits hardware acceleration. Two prime factors that negatively influence the ability to compile and execute user code on hardware accelerators are:

(1) Memory Management and Object Representation: Big data frameworks offer various custom data structures which are implemented as memory objects in Java. However, Java is a managed programming language, and therefore, it relies on its runtime system to perform automatic memory management of the Java applications. This feature contradicts the semantics of static memory allocation, which is supported by current heterogeneous devices, thereby hindering the compilation of custom objects, such as Flink’s Tuples and Java Collections, from Java to OpenCL and CUDA.

Furthermore, the memory layout of the data structures in Java is different than in C-based languages (e.g., OpenCL C). Figure 4 shows the memory layout of a Java Tuple2 object that contains two objects of types Double and Integer. For each object, there is a header that includes a klass pointer, flags, and locks. Following that, there are two references stored, one to a Double wrapper and one to an Integer wrapper. In turn, these wrapper classes contain their own headers along with the double and int values. On the contrary, in C-based languages there is not such memory indication because the data are stored in a contiguous memory area, and they are managed by value rather than by reference.

(2) Irregular Data Endianness: Typically, Big Data frameworks employ the Java serialization mechanism [51] to transfer data during execution. Java serializers by default use Big Endian, while the vast majority of hardware co-processors use Little Endian. Therefore, if someone attempts to copy a serialized byte buffer from a node’s CPU main memory to a GPUs memory, the execution will fail due to the incompatibility of the data layout. Hence, a performance penalty due to marshaling will be imposed, because data must be transformed from Big Endian to Little Endian before being copied to the device memory; and vice versa when the result is copied back to the main memory.

3 ENABLING TRANSPARENT ACCELERATION

This section presents our approach for addressing all four aforementioned limitations (namely; code fragmentation, lack of transparency, vendor lock-in, and device coverage - Section 2.3) with respect to hardware acceleration of Big Data frameworks. To achieve that, we follow a co-designed approach in which we co-engineer the software layers of a Big Data framework to tackle the majority of the challenges listed in Section 2.4. This section describes the proposed modifications in Flink that enable seamless hardware acceleration on GPUs and FPGAs. Nonetheless, the proposed solution can be applied to other Big Data engines (e.g., Spark, Hadoop).

Figure 5 presents the overall architecture of the proposed system. As shown, the proposed extensions are performed in three steps: 1) the code morphing module that resides in the Flink Client and dynamically adapts Flink UDFs to TornadoVM-compatible code; 2) the data morphing module that resides in the Task Manager and modifies the data layout to be accessible by the generated kernels; and 3) the dynamic code generation extensions to TornadoVM that automatically generate GPU and FPGA kernels for execution.

3.1 TornadoVM

To enable transparent hardware acceleration, we employ and augment the TornadoVM [19] framework. TornadoVM is an open-source plugin to various JVM distributions (e.g., OpenJDK) for accelerating applications on multi-core CPUs, GPUs and FPGAs [12, 54, 55, 57, 67]. Unlike other heterogeneous programming frameworks, such as Aparapi [3] or IBM J9 [33], TornadoVM offers automatic code specialization at the compiler level. Additionally, TornadoVM offers the ability to seamlessly migrate the execution from one heterogeneous device (e.g., a GPU) to another (e.g., an FPGA) [19], and orchestrate multiple tasks to run concurrently on multiple heterogeneous devices [57].

TornadoVM API: The TornadoVM API expresses parallelism at the task level, where a task is a reference to a Java method. The API is designed to enable programmers to chain tasks in groups (called TaskSchedules). These groups can either execute all tasks in consecutive order on the same device (e.g., the same GPU) [19], or employ the multiple-tasks on multiple-devices (MTMD) mechanism to enable concurrent execution across all available devices [57]. TornadoVM exposes two annotations (@Parallel and @Reduce) to express loop parallelism and parallel reduce operations, respectively. The former annotation is used to inform the TornadoVM JIT compiler that a loop can be executed in parallel, while the latter indicates that a variable will contain the result of a reduction. The main characteristic of the TornadoVM API is that it allows Java programmers to exploit hardware parallelism without requiring any knowledge of OpenCL/CUDA or hardware architecture.
3.2 Code Morphing

To enable transparent hardware acceleration in Flink, the user-defined code (hereafter referred to as UDFs) must be adapted to the TornadoVM API. To achieve this, we employ a code morphing technique that dynamically adapts UDFs to TornadoVM-compatible code via on-the-fly bytecode rewriting. In a nutshell, the code morphing module performs two key operations: a) it adapts the method signatures of UDFs, and b) it transforms the implicit parallelism of Flink to explicit parallelism that is used by TornadoVM (and all other heterogeneous programming frameworks, such as OpenCL).

Figure 6 depicts the code morphing operations (left) as well as the remaining stages of the execution pipeline (compilation and execution). As shown in Figure 6-left-top, a vanilla Flink map operator expresses parallelism in an implicit and fine-grain manner (per element). This way of expressing parallelism is incompatible with current heterogeneous programming frameworks in which parallelism is explicit and various operations are performed in primitive arrays instead of Java objects. Hence, the code morphing module dynamically rewrites Flink expressions as illustrated in Figure 6-left-bottom. The key modifications are the replacement of generic input and output objects to generic array types, and the transition from implicit parallelism to explicit parallelism (@Parallel annotated explicit loop). The code rewriting is performed with the help of skeleton classes and dynamic code manipulation via ASM [49].

The code morphing module provides specific templates of skeleton functions for various Flink operators, such as map and reduce which are automatically selected and used during the bytecode rewriting phase. The first step of the bytecode rewriting phase includes the creation of an ASM ClassReader instance to retrieve the input and output types of the user function; this information is extracted from the signature of the user function. In the next step, a new ASM ClassWriter instance utilizes the retrieved information and places the Flink UDF inside the for loop of the matched skeleton function (Figure 6-left-bottom). In this case, the UDF performs a mapping from T to R as exemplified in Figure 2 (T → Tuple2<Double, Integer[] input>, R → Double). Finally, the ASM ClassWriter returns the skeleton classes in a byte form.

To send this information along with the types of inputs and outputs for each operator to a Task Manager, the proposed system stores them as configuration data within the vertices (i.e., Job Vertex) of the Job Graph. The Job Graph is a data-flow graph generated by a Flink Client and consumed by the Job Manager for the creation of an execution plan. Furthermore, the Job Graph is forwarded to the Task Managers, which deploy the execution of the scheduled tasks. Each Task Manager contains multiple Flink drivers (e.g., MapDriver, ReduceDriver, ChainedMapDriver etc.) which are responsible for: (i) retrieving the skeleton code along with the input/output types, and (ii) creating the TornadoVM TaskSchedule object. This object is used to: a) orchestrate the JIT compilation of the Java UDFs to OpenCL and the data transfers of inputs/outputs, and b) launch the execution on a heterogeneous device (CPU, GPU, FPGA). To provide coverage for all drivers, we have attached a TaskSchedule creation module in all supported Flink drivers within a Task Manager. Upon the creation of a TaskSchedule, a Task Manager triggers the JIT compilation from Java to OpenCL, as shown in Figure 6.

Note that the current implementation of the code morphing module operates on each Flink operator individually; therefore, a separate TaskSchedule object is created for each Flink operator. In future, we plan to optimize the efficiency of data movements by fusing chained Flink operators in a shared TaskSchedule object.

3.3 Data Morphing

As mentioned in Section 2.4, heterogeneous programming languages, such as OpenCL or CUDA, do not support Java objects or dynamic memory allocation. In addition, the majority of commercial hardware accelerators are Little Endian architectures in contrast to the Big Endian data serialization mechanism of the JVM. To circumvent both of these challenges, we employ a data morphing module which allows the direct execution of kernels on serialized byte buffers generated by Flink. In detail, the data morphing module performs the marshaling and padding of input data and the unmarshaling of output data. In addition, the TornadoVM compiler has been co-designed with several extensions to allow instruction generation for reading/writing data (Section 3.4).

3.3.1 Data Serialization. Since Flink is a distributed system, the data is serialized in order to be transferred between the Flink Client, the Job Manager, and the Task Managers over the network. Similarly to all Java-based frameworks, Flink also uses Java serializers to transform objects to byte arrays. In the case of Flink, the serialized data is transferred in byte format and is stored in a pre-defined memory region. Once the data arrives at its destination and is ready to be processed, it is deserialized.

In essence, prior to the execution of the UDFs, the Flink Task Manager has to access the serialization region, deserialize the data to the form of Java objects, and pass the objects as input to the Java UDF. As explained in Section 2.4.3, several metadata is stored inside each Java object including the header, flags and locks. To avoid the data type conversions from the byte array to Java objects (due to deserialization) and from Java objects to primitive array types (to compile to OpenCL), we have extended the TornadoVM API to accept the byte arrays directly from the Flink memory region. Hence, the proposed system obtains the byte array in the Task Manager and performs some offset manipulation at the compiler level, as will be discussed in Section 3.4.

3.3.2 Data Marshaling & Padding. To unify the memory layout of data between the Java representation and the OpenCL C representation, used by a kernel on heterogeneous hardware, we apply marshaling; a transformation that keeps only the values of the
with a memory access to a byte array. In essence, the load/store operations emitted by the TornadoVM JIT compiler correspond to the instructions that load/store data from global memory to a physical register on the device. This compiler phase takes place during the high-tier compilation stage and prepares the compiler graph for the later stages (low-tier) in which the offset calculations of the load/store accesses of the arrays will be performed.

(2) Padding Offset Calculation: This phase calculates the offsets of the primitive values that are stored in the byte array. The serialized byte arrays are collections of Java objects derived from Flink (e.g., Tuples). To know at which offset a specific value is held, extra information about the fields is required (e.g., type). This information is transmitted as configuration data within a Job Vertex (Section 3.2). Then, to obtain the position of each input/output field within a Tuple object, the following formula is used: 

\[ \text{field} = (\text{tupleIndex} + \text{numberOfFields} + \text{fieldPos}) \times \text{fieldSize}. \]

The formula uses the following inputs: (i) tupleIndex indicates which Tuple in the dataset is being accessed; (ii) the numberOfFields value, which specifies how many fields exist in the indexed Tuple object; (iii) fieldPos, which corresponds to the position of the field that we are trying to access inside the Tuple, counting from zero (e.g., if we are accessing the first field this value is 0, for the second field is 1 and so on); and (iv) fieldSize, that stores the size of the field in bytes. For example, the fieldSize value for a field of int type is 4, while for a field of double type it would be 8. For simplicity, we revisit the example of the Tuple2 object that has two primitive fields (one field of type double, and a second field of type int) once padding has been applied (Figure 8). In this case, each field is represented by 8 bytes since the int field is padded to satisfy memory alignment (Section 3.3.2). By using the formula above, the first field within a Tuple object indexed by 1, is accessed by reading from offset \((i \times 2 + 1) \times 8\); and, similarly, the second field is accessed by reading from offset \((i \times 2 + 1) \times 8\). The calculation of the offset for write-operations follows the same formula.

(3) Array Handling: In some cases, the Flink Tuple object can contain arrays of primitive values. To accommodate these cases, a compilation phase is added which copies the contents of the arrays directly from within the serialized byte array. In turn, the original fields accessing the contents of these arrays are being replaced with the corresponding array accesses by identifying the memory area in which the input/output fields should be read/written. Excluding the handling of the arrays referenced by Flink objects, an extra compiler phase is added to perform the offset calculation for accessing the memory addresses of the arrays, similarly to phase (2).

(4) Replacement of Java Collections: A second group of objects that is widely used in Flink, and other Java-based frameworks, is derived from the Java Collections library. Dynamic data structures (e.g., LinkedList) of this library can potentially generate function calls or dynamic memory allocation during runtime (e.g., size(), resize(), etc.). Since hardware accelerators do not support such dynamic calls or memory allocations, a special compilation phase is added to replace all those calls with equivalent operations on static arrays. For example, the size() method that is common in Java Collections is replaced in the compiler graph with a ConstantNode that represents the size of the corresponding array. Similar actions are performed for node removal (e.g., de-optimization nodes) that cannot be translated to OpenCL/CUDA and executed on a GPU.

(5) Matrix Flattening and Offset Calculation: Apart from Tuples, we also provide support for matrices. To be consistent with the way that Tuples are handled by the compiler, we perform matrix flattening; a technique that transforms multi-dimensional...
arrays to equivalent ones of a single dimension (linear). Thus, the bytes that correspond to the rows and columns of the array are stored consecutively. To that end, this compiler phase replaces all the nodes that correspond to the original memory accesses, with nodes that access one-dimensional arrays stored in the global memory of a heterogeneous device. The offset calculation phase computes the offsets for accessing the memory addresses of the flattened matrices and it is used for both writing and reading operations to/from a matrix. For example, to access an element of a matrix $m$ indexed by $i$ and $j$, the following formula is used: $matrixElement = rowByteSize \ast i + elementSize \ast j$. $rowByteSize$ corresponds to the size of bytes that each matrix row has (for a example, if each row consists of $8$ float values, then the value of the $rowByteSize$ is $32$ bytes). The $elementSize$ stores the size the matrix element in bytes (i.e., $4$ bytes for representing $int$ and $float$ values, whereas $8$ bytes for representing long and double values).

3.4.1 Reverse Marshaling & Padding of Data. Once a generated OpenCL kernel is executed, the output data which resides in the serialized byte array is returned from TornadoVM to the Flink runtime. At this stage, the order of the bytes is reversed to cope with the endianness (i.e., Big Endian) of Flink and the padding is removed. Thus, the output data can be directly patched to the serialized byte array to be distributed over the network by Flink.

3.5 Handling Hybrid Execution

The compiler extensions explained in the previous section essentially bridge the gap between the API of Flink (or other Java-based Big Data frameworks) and the computational capabilities of heterogeneous hardware accelerators. However, the ability to transparently JIT compile UDFs to heterogeneous accelerators correlates with the capability of TornadoVM (or any other JVM of similar nature) to identify computational patterns (e.g. map, reduce, etc.) and generate functionally correct high performance OpenCL or PTX code. To that end, there are cases (operators) that either do not have inherent parallelism or they are not currently supported. Such an example is the groupBy operator (used in the KMeans pipeline - Figure 9) which is currently partially supported by TornadoVM.

A closer inspection of the JobGraph generated by Flink, reveals that the groupBy and the consequent reduce operator are being chained together in one function called SortAndCombine via the ChainedReduce-CombineDriver. When trying to compile the SortAndCombine function with TornadoVM, a failure occurs during the QuickSort function that is internally used. In contrast, the reduce operation can be compiled and executed on the accelerator. Hence, to run KMeans in the proposed platform two options exist: a) manually code a GPU/FPGA compatible QuickSort kernel and plug it into TornadoVM, or b) support hybrid execution where a pipeline can be transparently executed partially on the CPU and on the hardware accelerators. Although the first solution would yield the best performance since all execution would take place on a hardware accelerator, it violates the code portability and transparency challenges (Section 2.3). Thus, we opted for the solution which enables transparent hybrid execution of a data pipeline between a CPU and hardware accelerators. Consequently, all the operators of KMeans, besides the sorting function, are executed on the accelerator. To perform sorting, data is copied back to the CPU, unmarshaled, and then marshaled again for continuing execution of the reduce and consequent operators on the accelerator.

4 EXPERIMENTAL EVALUATION

We evaluate the proposed system against the baseline CPU-only Flink using seven benchmarks (Table 1). The baseline implementation is scaled-out to operate on multiple nodes and multiple threads per node for the first five applications (Matrix Multiplication, Logistic Regression, Discrete Fourier Transformation, KMeans, IoT Analytics), while for the last two (Pi Estimation and Vector Addition) we compare against single-threaded CPU execution. The reason that a different configuration is used for Pi Estimation and Vector Addition is that these are mainly used to evaluate our system against the current state-of-the-art support for GPU execution that Flink provides [18] (hereafter referred as Flink-GPU). Our experiments are executed following the same methodology (Section 4.1) on two testbeds which exhibit different software and hardware characteristics, as presented in Tables 2a and 2b, respectively. Testbed-1 is a cluster that contains two compute nodes with two discrete Nvidia GPUs; one per compute node, while Testbed-2 is a server that contains an Nvidia GP100 GPU and an Intel FPGA.

4.1 Experimental Methodology

For every experiment we apply the following methodology: 1) As a first step we launch the Flink cluster which, in essence, initiates the Flink Job Manager and the Task Manager nodes. 2) During the second step, the benchmarks are executed and performance is measured. To ensure fair comparison between the proposed and baselined systems, all reported results are the averages of ten consecutive end-to-end executions. The execution times are obtained by the Flink API. Thus, the end-to-end execution time of an application that runs via the proposed system on a heterogeneous device encompasses: a) the time for performing the data transfers from the host (CPU) to the device (GPU or FPGA), and vice-versa; b) the kernel execution time on the device, and c) the time spent in the Flink runtime to orchestrate the execution. Furthermore, to analyze the scalability of our system, we execute each benchmark using various input sizes, as presented in the last column of Table 1.

To distinguish the configurations of all systems used in our experiments, we apply the following naming convention: (N)-Number of physical nodes - (TS-CPU/GPU)-Number of Task Slots per node. For example, the N-2 TS-CPU-4 configuration corresponds to a deployment on two physical nodes, each running four CPU threads. Similarly, N-2 TS-GPU-1 signifies that two physical nodes, each running with one CPU thread are utilized and the execution is deployed to a GPU. Following that semantics, the six different configurations used for the baseline execution are: N-1 TS-CPU-1, N-1 TS-CPU-2, N-1 TS-CPU-4, N-2 TS-CPU-1, N-2 TS-CPU-2, N-2 TS-CPU-4.
Table 1: Benchmarks along with their Configuration regarding the Utilized Flink Operators, Hybrid Execution and Data Sizes.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
<th>Operators Used</th>
<th>Accelerated Operators</th>
<th>Hybrid Execution Enabled</th>
<th>Data Sizes &amp; Ranges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix Multiplication (MxM)</td>
<td>Mathematical operation widely used</td>
<td>map</td>
<td>map</td>
<td>no</td>
<td>Range: 16^k - 16^m</td>
</tr>
<tr>
<td>Logistic Regression (LR)</td>
<td>Standard regression analysis, which, in this paper, is used to predict the likelihood of patients’ re-admission in public hospitals</td>
<td>map, reduce</td>
<td>map, reduce</td>
<td>no</td>
<td>Test DS: 1 GB, Training DS: 147 MB</td>
</tr>
<tr>
<td>Discrete Fourier Transformation (DFT)</td>
<td>Commonly found in digital signal processing applications.</td>
<td>map</td>
<td>map</td>
<td>no</td>
<td>Range: 2048 - 65536</td>
</tr>
<tr>
<td>KMeans</td>
<td>Widely used clustering algorithm.</td>
<td>map, groupBy, reduce</td>
<td>map, reduce</td>
<td>yes</td>
<td>Centroids: 2 Points: 16k - 16M</td>
</tr>
<tr>
<td>IoT Analytics</td>
<td>Encompasses standard operations (e.g., sum, average, etc.) on IoT collected data which, in this paper, have been collected by sensors operating on buildings providing metrics (e.g., temperature, humidity, etc.)</td>
<td>reduce, reduceGroup</td>
<td>reduce</td>
<td>yes</td>
<td>(Data from IoT Sensors)</td>
</tr>
<tr>
<td>Pi Estimation</td>
<td>Provides an estimation of the value of pi.</td>
<td>map, reduce</td>
<td>map, reduce</td>
<td>no</td>
<td>1048576-16777216 elements per vector</td>
</tr>
<tr>
<td>Vector Addition</td>
<td>Adds the elements of two vectors.</td>
<td>map</td>
<td>map</td>
<td>no</td>
<td>1048576-16777216 elements per vector</td>
</tr>
</tbody>
</table>

![Figure 10: Matrix Multiplication (MxM) Performance of the Proposed System against the Baseline Flink Configurations. The higher, the better.](image)

4.2 Performance Evaluation on GPUs

Section 4.2.1 presents the performance comparison of two benchmarks that are executed by the proposed system on a GPU (without hybrid mode) versus CPU-only Flink (referred in plots also as non-accelerated Flink). The first benchmark is matrix multiplication between two two-dimensional matrices. The second benchmark is an industrial use case that predicts the likelihood of patients to be readmitted in public hospitals by using logistic regression on historical patient data. Section 4.2.2 compares the proposed system against Flink-GPU, using Pi Estimation and Vector Addition.

4.2.1 Comparison against CPU-only Flink.

**Matrix Multiplication**. The MxM benchmark uses a map operator to perform the multiplication between two two-dimensional matrices on Testbed-1. Figure 10 presents the relative performance of MxM executed by the proposed system against six configurations of the baseline system that scale out the number of physical nodes and the number of threads per node. The difference between Figure 10-left and Figure 10-right is related to the configuration of the proposed system. In the left figure the proposed system operates with one Task Manager and one Task Slot on a GPU (N-1 TS-GPU-1), while in the right figure it uses two Task Managers and one Task Slot on a GPU (N-2 TS-GPU-1). The horizontal axis groups the experiments for different matrix sizes ranging from 128 to 4096 elements per dimension of each matrix. The vertical axis shows the relative performance speedup of the proposed system against the baseline implementations (six bars) in logarithmic scale. The red horizontal line illustrates the reference point that shows equal performance between the compared systems. As shown in Figure 10, the performance of matrix multiplication in the proposed system for sizes smaller than 512 elements (per dimension) does not outperform the execution of the baseline Flink. The reason is that the input data size is small and the cost of transferring low volume of data to the GPU exceeds the actual execution gains of the computation on the GPU, thereby penalizing the overall performance. As the data size increases, the proposed system outperforms the CPU-only Flink by up to 33.53x (Figure 10-left) and 65x (Figure 10-right). The results indicate that in order to benefit from GPU acceleration, a particular data size threshold (e.g., 512 elements per dimension) must be met to offset the overheads of data transfers to the GPU. In addition, as the number of CPUs is scaled in the baseline configuration, the relative speedup achieved by a single GPU decreases.

**Logistic Regression (LR)**. The LR use case deploys a Machine Learning model that is trained with a data set of 1 GB size, while the testing of the trained model is performed with 147 MB of data. The benchmarking of this use case includes both the training and testing phases of the ML model. Each phase consists of three operators which are executed in the following order: map, reduce, and map. Figure 11 presents the overall end-to-end time for both

![Figure 11: Logistic Regression (LR) Performance of the Proposed System against the Baseline Flink Configurations. The higher, the better.](image)

Table 2: Software and Hardware Characteristics of Testbeds.

<table>
<thead>
<tr>
<th>Name</th>
<th>OS</th>
<th>Main Memory</th>
<th>GPU</th>
<th>GPU RAM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testbed-1</td>
<td>Debian 7.9</td>
<td>64 GB</td>
<td>Nvidia GeForce GTX 1060</td>
<td>4 GB</td>
</tr>
<tr>
<td>Testbed-2</td>
<td>CentOS 7.4</td>
<td>64 GB</td>
<td>Nvidia Quadro GP10</td>
<td>16 GB</td>
</tr>
<tr>
<td></td>
<td>Intel 17-7700K</td>
<td>4.0 GHz</td>
<td>Nallatech 385a</td>
<td>4 GB</td>
</tr>
</tbody>
</table>

(a) Software Setup.

(b) Hardware Setup.

<table>
<thead>
<tr>
<th>Name</th>
<th>Default Processors</th>
<th>Default OS</th>
<th>Default JVM</th>
<th>Default TornadoVM</th>
<th>Default OpenCL Version</th>
<th>Default Nvidia Driver</th>
<th>Default FPGA Driver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flink</td>
<td>Intel i7-4820K @ 3.70GHz</td>
<td>CentOS 7.4</td>
<td>OpenJDK 1.8.0.308</td>
<td>TornadoVM 2.0</td>
<td>OpenCL 1.2</td>
<td>Nvidia Quadro GP10</td>
<td>Intel FPGA SDK 17.1</td>
</tr>
<tr>
<td>JVM</td>
<td>Intel i7-4820K @ 3.70GHz</td>
<td>CentOS 7.4</td>
<td>OpenJDK 1.8.0.308</td>
<td>TornadoVM 2.0</td>
<td>OpenCL 1.2</td>
<td>Nvidia Quadro GP10</td>
<td>Intel FPGA SDK 17.1</td>
</tr>
<tr>
<td>TornadoVM</td>
<td>Intel i7-4820K @ 3.70GHz</td>
<td>CentOS 7.4</td>
<td>OpenJDK 1.8.0.308</td>
<td>TornadoVM 2.0</td>
<td>OpenCL 1.2</td>
<td>Nvidia Quadro GP10</td>
<td>Intel FPGA SDK 17.1</td>
</tr>
</tbody>
</table>

![Table 2: Software and Hardware Characteristics of Testbeds.](image)
systems, as reported by Flink on Testbed-1. The configurations of Flink are grouped in the horizontal axis based on the number of Task Managers and the device that they target. For instance, the baseline implementations run on the CPU with one (N-1 CPU) or two physical nodes (N-2 CPU), while the proposed system executes the computation on a GPU using one (N-1 GPU) or two physical nodes (N-2 GPU). The Flink configurations that we tested for the baseline implementations use various threads per node, as follows: a) one Task Slot (blue bar), b) two Task Slots (green bar), and c) four Task Slots (red bar). As shown in Figure 11, the proposed system performs slower than all baseline configurations. The N-1 TS-CPU-1 configuration is up to 2.5x faster than the equivalent configuration that is executed on the GPU (N-1 TS-GPU-1). Additionally, the N-2 TS-CPU-1 configuration that runs on two physical nodes outperforms the equivalent configuration that is executed on the GPU (N-2 TS-GPU-1) by up to 4%.

To understand why the GPU implementations perform significantly lower than the baseline implementations, we performed a complementary study. This study includes the breakdown analysis of the end-to-end job time for the proposed system that is configured to run on a single physical node (N-1 TS-GPU-1). Figure 12 presents the breakdown of the overall job time for two GPUs (GTX 1060 and Tesla V100). The former GPU is a commodity GPU integrated in Testbed-1, while the latter is a high-end GPU that offers more compute capabilities. The execution breakdown consists of four main segments: a) the cost of data marshaling (blue segment), b) the execution time of the map operator on the GPU (green segment), c) the execution time of the reduce operator on the GPU (red segment), and d) the rest of the job run time (purple).

As shown in the left bar of Figure 12, the marshaling cost along with the execution time of the map and reduce operators dominate the overall time of the Flink job. The marshaling time takes up to 30.7 seconds, while the execution time of the two operators on the GPU takes up to 33.3 and 24.7 seconds for map and reduce, respectively. The breakdown shown in the right bar of Figure 12 indicates that the job time is dominated by the marshaling cost which takes more than 80% of the overall time (almost 47 seconds). The comparison between the two systems shows that despite the large difference in performance between the two GPUs, the marshaling cost poses a significant overhead that can severely impact performance. The marshaling cost is attributed to the transformation of the serialized buffer in order to preserve endianness and aligned memory accesses. This issue is present to any acceleration solution (pre-compiled CUDA/OpenCL kernels, or dynamically compiled via TornadoVM) that attempts to use direct serialized buffers that derive from a JVM. The design decision of the JVM to use Big Endian serialized buffers while the majority of acceleration hardware uses Little Endian can be only addressed via changes to the core runtime system itself. However, if Flink could process information directly for native buffers that could also be directly used by accelerators, the marshaling process would be circumvented.

Nonetheless, the performance on the GTX 1060 GPU would still be lower compared to the baseline even if the marshaling cost was completely eliminated. The total execution time on the GTX 1060, removing the marshaling cost is approximately 57,933 milliseconds, which is still larger than the equivalent baseline configuration execution time, which is 34,599 milliseconds. A hypothesis on why in this particular case the computation is slow, even though the application is highly-parallelizable, is that the GPU is overutilized [43]. To investigate this hypothesis, we conduct an additional experiment. In this experiment, the use case is executed on the GTX 1060 GPU of Testbed-1 for data sizes ranging from 1GB to 56MB, and the performance of the GPU computation deployed by TornadoVM is measured via the TornadoVM profiler. For each data size, the TornadoVM profiler reports the overall execution time of a TornadoVM TaskSchedule (TaskSchedule Time) in a granularity that encompasses: (a) the time for transferring data from the main memory to the GPU memory (Copy-In Time), (b) the kernel execution time (Kernel Time), and (c) the time to move data from the device memory back to the main memory (Copy-Out Time). Table 3 presents the breakdown analysis of the TaskSchedule execution time for all data sizes. All times are reported in milliseconds. As shown in Table 3, the execution time of the kernels for all data

![Figure 11: Execution Time of Logistic Regression for the Baseline Flink Configurations and the Proposed System that Executes on a GPU. The lower, the better.](Image 66x567 to 282x708)

![Figure 12: Execution Breakdown of Logistic Regression on two GPUs, a GTX 1060 (left bar) and a Tesla V100 (right bar).](Image 330x581 to 546x708)

<table>
<thead>
<tr>
<th>Data Size</th>
<th>1 GB</th>
<th>888 MB</th>
<th>311 MB</th>
<th>56 MB</th>
</tr>
</thead>
<tbody>
<tr>
<td>TaskSchedule Breakdown</td>
<td>58201</td>
<td>41003</td>
<td>5748</td>
<td>3577</td>
</tr>
<tr>
<td>Copy-In Time</td>
<td>34922</td>
<td>31827</td>
<td>8899</td>
<td>2012</td>
</tr>
<tr>
<td>Copy-Out Time</td>
<td>97/17</td>
<td>6416</td>
<td>350</td>
<td>425</td>
</tr>
<tr>
<td>Kernel Time</td>
<td>2726</td>
<td>2255</td>
<td>284</td>
<td>143</td>
</tr>
<tr>
<td>Copy-In over TaskSchedule (%)</td>
<td>74.4%</td>
<td>76.5%</td>
<td>69.8%</td>
<td>56.2%</td>
</tr>
</tbody>
</table>
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<tr>
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<td>Copy-Out Time</td>
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</tr>
</tbody>
</table>
work, we plan to analyze this overhead and optimize it by grouping
operators within the same TaskSchedule.

4.2.2 Comparison against the state-of-the-art Flink-GPU. Currently,
Flink allows developers to target GPUs using JCuda and/or JCublas.
Specifically, JCuda can be used in Flink applications to invoke pre-
built CUDA kernels on Nvidia GPUs. The developers have to ex-
licitly perform memory management, write the kernel and trans-
form data from object types to primitives. Figure 13 presents the
speedup that Flink-GPU and the proposed system obtain over single-
threaded Flink on Testbed-2 for two benchmarks, a Pi Estimation
algorithm (Figure 13-left) and the Vector Addition computation
(Figure 13-right). To ensure a fair comparison, both implementa-
tions exclude compilation times and execute prebuilt kernels. As
illustrated in Figure 13, the proposed implementation consistently
outperforms Flink-GPU for the Pi Estimation benchmark, with the
highest performance obtained for the largest dataset (16777216 sam-
pies), while Flink-GPU achieves the best performance for 8388608
samples. In the Vector Addition benchmark, it is observed that even
though the proposed framework outperforms CPU-only Flink, the
obtained speedup decreases as the amount of data increases. The
same trend is also observed for Flink-GPU. The performance of
Flink-GPU over CPU-only Flink drops after the size of 4194304 input
elements. This is attributed to the cost of marshaling. Nevertheless,
if data was serialized in a format compatible for acceleration and no
data morphing was involved, the presented framework could yield
even higher performance gains. Moreover, a pivotal advantage of
the proposed implementation, contrary to Flink-GPU, is that it does
not require any code rewriting or user intervention.

4.3 Performance Evaluation on FPGAs
As reduce operators are not currently supported by TornadoVM
for FPGA execution, we evaluate the performance of the DFT and
MxM benchmarks implemented with a map operator in Flink.

Discrete Fourier Transformation (DFT). As stated in previous stud-
ies [56], the JIT compilation time for FPGAs can take significantly
longer than the actual execution of a particular compute ker-
nel. The compilation time for the kernel that is generated from the
implemented DFT algorithm takes more than one hour. Thus, the
rest of this section employs the ahead-of-time execution mode of
TornadoVM which focuses exclusively on the kernel execution on
FPGAs. Figure 15 presents relative performance of the proposed
system running on an Intel FPGA versus six baseline configura-
tions. This experiment is executed on a single node of Testbed-2.
The horizontal axis shows six bars that correspond to a baseline
configuration for various input sizes ranging from 2048 to 65536
elements for the input arrays. As shown in Figure 15, the execution
on the FPGA for small input sizes (up to 4096 elements) does not
result in performance improvement over the baseline implementa-
tions. The only exception where the FPGA execution outperforms
the baseline for 4096 input size is observed against the single thread
configurations that operate on one (N-1 TS-CPU-1, blue bar) or two
(N-2 TS-CPU-1, purple bar) nodes. In this case, the performance
improvement is up to 1.56x and 1.57x higher than N-1 TS-CPU-1
and N-2 TS-CPU-1, respectively. For input sizes greater than 4096,
the proposed system accelerates all baseline configurations by up
to 184x (N-2 TS-CPU-1 for 65536 elements). Additionally, the per-
formance trend shown in Figure 15 for all baseline configurations is
consistent across all input sizes. For example, the maximum perfor-
mane between all baseline configurations for the maximum input
size is performed by N-2 TS-CPU-4 (light blue bar), which outper-
forms up to 3.07x and 3.1x the N-1 TS-CPU-1 (blue bar) and N-2
TS-CPU-1 (purple bar) configurations. Like other works [56], the
execution of parallel workloads that have small data size on FPGAs
may not result in acceleration. However, when the amount of data
to be processed is sufficient, acceleration is possible. Applications,
such as DFT, that can utilize specific hardware units integrated on
the FPGA hardware for digital signal processing are good FPGA
candidates.

Matrix Multiplication (MxM). Figure 16 presents the performance
of the Matrix Multiplication application compared to CPU-only
Flink. Even though, this application showcased performance im-
provement of up to 65x over Flink (Section 4.2) when executed on
the GPU, it demonstrates consistent slowdowns when executed on
the FPGA. This reaffirms the performance portability problems of
OpenCL [5, 35]. Due to hardware limitations, this application could
not be evaluated for matrices exceeding the 512x512 size.

Figure 13: Performance of the Proposed System and Flink-GPU against Baseline Flink for Pi Estimation (left) and Vector
Addition (right). The higher, the better.
4.4 Evaluation of Hybrid Execution

This section presents the performance comparison of KMeans and IoT Analytics that use the hybrid execution of Flink operators on both the CPU and GPU, against the baseline Flink implementations.

KMeans. Figure 14 shows the performance of KMeans on the proposed system against six configurations of the baseline Flink Non-Accelerated implementations. As shown in Figure 14, the execution with the proposed solution on the GPU of Testbed-1 outperforms all the baseline Flink configurations for various input sizes ranging from small (i.e., 32768 elements ∼ 1.3MB) to large (i.e., 16777216 elements ∼ 649MB). The Flink accelerated version on the GPU performs up to 17.86x (Figure 14-left, 4194304 elements, purple bar) and 19.29x (Figure 14-right, 16777216 elements, purple bar) faster than the N-2 TS-CPU-1 Flink configuration. Additionally, the proposed system outperforms the fastest baseline Flink configuration for the maximum input size by 4x (Figure 14-left, red bar) and 5x (Figure 14-right, red bar) against the N-1 TS-CPU-4 and N-2 TS-CPU-4 configurations, respectively. Note that the KMeans benchmark uses various operators, including map, reduce and group-by. The proposed approach can accelerate map and reduce operators, however the groupBy operator was executed on the CPU (Section 3.5).

IoT Analytics. The IoT Analytics benchmark deploys four reduce operators to calculate min, max, mult, and sum operations. This benchmark also contains a reduceGroup operator, which is currently not supported for acceleration. Therefore, it is executed on the CPU. The datasets are obtained from a network of IoT sensors.

Figure 17 contains five plots; each plot presents the comparative evaluation of a configuration that uses the proposed system to execute on GPUs, against six non-accelerated Flink configurations that have been used as baseline in previous experiments. In this benchmark, the proposed solution is tested in three additional configurations compared to the previous experiments. These additional configurations operate on one Task Manager and run on a GPU with two (N-1 TS-GPU-2), four (N-1 TS-GPU-4) and eight (N-1 TS-GPU-8) parallel threads (i.e., Task Slots). The reason that we added these extra configurations is that the initial configurations that run using one thread on a single node (N-1 TS-GPU-1) and...
two nodes (N-2 TS-GPU-1) do not yield high performance improvement. In fact, N-1 TS-GPU-1 and N-2 TS-GPU-1 present up to 1.23x and 1.43x performance speedups, respectively. Thus, the additional configurations can indicate whether the GPU under-utilization is the reason of the low performance improvement.

Figure 17 shows that performance increases, but it does not scale when running with more than four Task Slots. In particular, it is shown that the maximum performance improvement is 2.54x and it is achieved by N-1 TS-GPU-4 against the N-1 TS-CPU-1 baseline (purple bar). When the number of parallel threads on the same node is increased to eight (N-1 TS-GPU-8), the overall performance is increased up to 2.48x against N-1 TS-CPU-1 which indicates saturation. Upon further inspection of the GPU utilization using nvidia-smi, it has been observed that the GPU is overutilized (up to 100% utilization) even when running with two Task Slots.

5 RELATED WORK

Table 4 groups the related work in two categories: i) pre-compiled kernels; and ii) on-demand kernel compilation, based on the characteristics and limitations discussed in Section 2.3.

Pre-compiled Kernel Implementations

Plenty of research has been conducted on enabling the execution of pre-compiled kernels on heterogeneous hardware devices for Spark [20, 21, 28–30, 38, 39, 42, 50, 65, 69, 71], Hadoop [2, 16, 27, 41, 44–47, 58, 68, 72], Flink [8, 9], Storm [10, 70], and Ignite [63]. Several works expose APIs to Java [2, 8, 10, 38, 39, 50, 65, 68–72] or Python [28, 29, 42] for developers to interface with pre-compiled kernels on heterogeneous hardware devices (e.g., CPUs, GPUs and FPGAs). Most works use JCUDA or PyCUDA [36] for launching heterogeneous pre-compiled kernels on GPUs. MITHRA [16] is a framework that enables users to write their functions using Hadoop’s API and launch pre-compiled CUDA kernels on GPUs. Other studies have investigated the integration of FPGAs in Big Data platforms by utilizing either custom hardware designs in the Register-Transfer-Level (RTL) [20, 21, 41] or via High-Level-Synthesis (HLS) tools that generate RTL designs from C/C++ and OpenCL [44–47]. Furthermore, work has focused on the hybrid utilization of accelerators (i.e., CPUs and GPUs) for Flink [9] and Hadoop [27].

On-demand Compiled Kernels

Several research studies [7, 22–24, 40, 62] have utilized Aparapi as a way to compile Java bytecodes to OpenCL kernels for CPUs, GPUs or FPGAs. Additionally, Grossman and Sarkar [25] have presented SWAT, a system that compiles JVM bytecodes to OpenCL kernels that can execute on hardware accelerators. SWAT provides support for multi-GPU memory handling by implementing an internal library that performs caching of data on OpenCL devices. HeteroDoop [6] introduces two novel techniques regarding: a) automatic code and data morphing, and b) JIT compilation for heterogeneous hardware. The experimental evaluation across a variety of benchmarks and industrial use cases, demonstrates speedups of up to 184x when running on FPGAs and 65x when running on GPUs, compared to CPU-Flink. Furthermore, the proposed implementation is evaluated against the current state-of-the-art support for GPU execution that Flink provides, showcasing competitive performance against highly-optimized CUDA kernels. As future work, we aim to increase the coverage of the Flink operators that can be accelerated.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we discuss the main challenges for integrating hardware acceleration within current Big Data frameworks. To tackle those challenges, we propose a co-designed approach that enables the execution of unmodified Big Data applications on multiple hardware accelerators, transparently to the users. The proposed approach is prototyped in the context of Flink and TornadoVM, and introduces two novel techniques regarding: a) automatic code and data morphing, and b) JIT compilation for heterogeneous hardware. The experimental evaluation across a variety of benchmarks and industrial use cases, demonstrates speedups of up to 184x when running on FPGAs and 65x when running on GPUs, compared to CPU-Flink. Furthermore, the proposed implementation is evaluated against the current state-of-the-art support for GPU execution that Flink provides, showcasing competitive performance against highly-optimized CUDA kernels. As future work, we aim to increase the coverage of the Flink operators that can be accelerated.
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