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1. **Summary of the impact**

Computer vision research developed ground-breaking methods for model-based image interpretation that can be used for accurate facial motion capture. The research underpinned the commercial success of two companies founded by members of the University of Manchester research team: Image Metrics and Cubic Motion. Their technology, which allows super-realistic performance capture, has been used extensively in prize-winning films, computer games and mobile apps, resulting in significant cultural impact [text removed for publication]. Cubic Motion was acquired in 2020 by leading game developer Epic Games.

2. **Underpinning research**

The research was undertaken by a University of Manchester team led by Taylor and Cootes, including external collaborators Gareth Edwards and Kevin Walker (previously Taylor and Cootes’ PhD Students). The aim was to build on previous work, to develop robust methods of automated image interpretation, with applications in face image interpretation. The team had previously introduced the idea that interpretation of a particular class of images could be based on generative models of shape and appearance, learnt from a training set of similar images. In this period they extended the approach, writing the definitive paper on the topic \[1\], and developing extensions that improved its applicability and performance significantly. The key findings were:

1. **Active Appearance Models (AAMs), joint statistical models of shape and photo-realistic appearance, could be ‘learnt’ from a training set of images and fitted automatically to unseen images of the same class, using a new iterative algorithm.** Face images were used as a practical example. This provided a basis for tracking faces in videos, locating individual facial features, and recognition (identity, expression, gender, age) \[1\].

2. The approach in \[1\], which could only deal with face images that were ±10° of full frontal, could be extended to deal with face images of arbitrary pose, by building, and selecting automatically from a small library of AAMs, generated from images obtained in different poses \[2\].
3. The method in [1] for building an AAM, which involved manual mark-up of corresponding points in the training images, could be automated, and improved, by identifying statistically distinctive points in a set of images of a given individual, and finding a maximally consistent set of matches across the set [3].

4. The accuracy and reliability of fitting an AAM to medical and face images could be improved significantly by including non-linear representations of local image structure in the appearance part of the model [4].

5. The method of representing joint variation in shape and appearance in [1] could be improved by decomposing the appearance into a set of local 'patch' models. This allowed fitting of the joint model to unseen images to be driven directly, by finding, at each iteration, positions of best match for each of the patches, resulting in more accurate tracking in face videos [5].

6. High quality joint shape and appearance models of faces could be generated automatically, generalising, and improving significantly, on the method in [3], by using a group-wise registration method. The approach was based on varying, simultaneously, a deformation field for each image in the training set, so as to optimise an objective function that favoured well-matched normalised intensities and low deformation gradients [6].

3. References to the research

The research was published in leading journals, including one of the top journals in the field (IEEE Transactions on Pattern Analysis and Machine Intelligence), and leading conferences. Output [1] is in the top 0.38% of papers (26/6721) by citations*, in the leading journal in which it was published, with 2972 citations (still averaging 200 citations p.a. over the past 5 years).

* All citations Web of Science (WoS) unless noted otherwise

Key Publications


4. Details of the impact

Context
The new generic approach to image interpretation, established by the research, has achieved significant impact reaching across multiple domains. In face image analysis, the approach has proved highly influential – in awarding an IEEE Face and Gesture Conference Test of Time
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Dark Pictures Anthology: Man of Medan; Westworld Awakening; Blood and Truth; Metro Exodus; and Hidden Agenda.

The following quotations give a measure of the company’s standing in the industry:

- CEO of Epic Games: “Cubic Motion’s real-time facial performance capture is awe-inspiring” [C];
- Co-founder Rocksteady Studios: “Cubic Motion’s facial animation service stands alone … It enables the creation of completely credible digital characters” [C];
- Founder and CEO, Cloud Imperium Games: “Cubic’s facial animation technology is … the best facial animation technology we’ve seen”[C];
- GamesBeat: “the characters are stunningly realistic, as if you’re looking at the real actors and actresses” [G].

The turnover of the company has risen rapidly over the REF assessment period, starting at below GBP1,000,000 and rising to more than GBP10,000,000 for the year ending 30 June 2020 (from GBP4,200,000 the previous year), with the total for the period in excess of GBP20,000,000. The number of employees has grown over the same period from 55 in 2016/17 to 104 in 2019/20. In March 2020, Cubic Motion was acquired by market leader Epic Games for an undisclosed sum [C].

Director of R&D for Cubic Motion, Gareth Edwards, is on record as saying "The University of Manchester research, in which I played a part, was game-changing, and, along with subsequent work from Taylor and Cootes’ group, laid the foundations for the success of Cubic Motion" [C].

5. Sources to corroborate the impact

- [A] Letter from Chair of IEEE Face and Gesture conference 2015 confirming Enduring Impact Award and citation.
- [B] Letter from the Chief Technical Officer of Image Metrics, including confirmation of: key role of the research, company achievements, financial and staffing details. (February 2021)
- [C] Letter from the Research and Development Director of Epic Games Animation Ltd (Cubic Motion), including confirmation of: key role of the research, company achievements, financial and staffing data, use of quotations from industry experts, personal quotation for use in the case study, sale to Epic Games. (February 2021)
- [D] Email from Chief Technical Officer of Image Metrics, agreeing quotation for use in the case study. (February 2021)