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Abstract

Blind single image deblurring is a highly ill-posed problem. It often becomes even more challenging while blur is non-uniform. Since the rise of deep learning, many recent approaches are based on Convolutional Neural Networks (CNNs). These CNN-based approaches are diverse, in terms of their structures and components. However, existing methods have many disadvantages, for instance, they require intensive computation resources, and cannot restore sharp details when image blur is severe or non-uniform. In this thesis, a review the state-of-the-art methods in image restoration is firstly given, including image denoising, image dehazing, image super-resolution and image deblurring, especially of those learning based. Then various key elements and mechanisms in deblurring networks are analysed, including backbones, frameworks and conjecture that a good balance among receptive field, depth and efficiency.

To achieve better performance, three networks are proposed in this research. By combining the strength of DenseNet and Inception-v4 to realize a balanced structure, a network is proposed and named as MixNet. A new network that uses dilated convolution and named DC-Deblur is also introduced as well as a Graph Convolutional Network (GCN) based method, termed as GCResNet. Further experiments in other image restoration tasks are given, in order to show the generalisation of the proposed methods. Quantitative evaluations in term of comprehensive image quality measures have been performed. Results show that the proposed MixNet, DS-Deblur, and GCResNet are able to elevate the state-of-the-art performance on end-to-end results for dynamic scene deblurring on all the benchmark datasets.
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Chapter 1

1 Introduction

1.1 Background and Motivation

Image blur, resulted from various possible causes such as motion and out-of-focus, can severely degrade photo quality and its purposes. Motion blur is a common and arising type often due to camera shakes, camera on moving/flying devices, object motion, and long exposure time. With the wide use of mobile devices, efforts against image blur are of great value to many vision applications, from face recognition, object detection, to medical image processing. Its highly ill-posed nature poses a great challenge as blur mechanisms or kernels are usually unknown and, in many cases, spatially variant.

Image deblurring can be divided into several categories based on the input used or available. The most common and the most challenge case is the single image deblurring, where a single image is used as input. Besides, if a series of images or consecutive frames are available or used as the input, it is either multi-image deblurring [1] or video-deblurring [2,3]. Stereo deblurring [4] is a separate category with stereo image pairs as
the input. These methods may offer valuable ideas for single image deblurring due to the use of similar backbones. Deblurring can be specifically targeted on blur type, such as out-of-focus deblur [5,6] or motion deblur [7]. Single image motion deblurring is the most important problem and has attracted a lot of attention.

In order to restore information from a blurred image, one need to find a model to deal with the blurring process, and to recover the sharp image. Earlier research [8-15] focused on removing blurs by assuming one or more sparsity priors to help restrict the solution space and transferring it to an optimization problem. However, there is a common disadvantage in these optimization-based methods that they deal with the blurring mechanism with simplified models. Therefore, it is not easy for these methods to achieve best results in real-world cases, especially when the problem is further coupled with noise resulted from low lighting and various other issues such as depth variations and occlusions in motion boundaries.

With the boost of deep learning, esp. convolution neural networks (CNNs) [16], many learning-based methods have been proposed to learn blur kernel, i.e. [17,18]. Deep learning can achieve much better results with the high-performance computer hardware, which is under a rapid development recently. In 2014, authors in [19] first proposed a deep-layered architecture to deblur images. Method [20] formulated the image prior as a binary classifier using a deep convolutional neural network and presented an effective blind image deblurring method based on a data-driven discriminative prior. Sun et al. [21] predicted the probabilistic distribution of motion blur at patch level and used a Markov random field model to infer a dense non-uniform motion blur field. Chakrabarti et al. [22] developed a network that learns to predict the complex Fourier coefficients of a deconvolution filter to be applied to the input patch for restoration. These methods are highly dependent on modelling blur kernels. Different with non-blind image deblurring, these aforementioned methods are not depended on the known of blur kernel. However,

The first fully convolutional CNN to estimate the latent sharp image directly was proposed by Nah et al. [23] using multi-scale residual networks and was adopted by recent
work to further advance the state-of-the-art solutions. Methods [24] and [25] developed multi-scale structures to aggregate features in a coarse-to-fine manner, while showing the benefit of selective parameters sharing and/or recurrent layers. These methods can offer the advantage of enabling generalized dynamic scene deblurring at low latency, by circumventing the iterative optimization stage involving fitting of hand-designed motion models.

In addition, a design [26] was developed composing of multiple CNNs and Recurrent Neural Networks (RNNs) to learn spatially varying weights for deblurring. Zhang et al. [27] proposed a multi-patch hierarchical network and stacked its copies along depth. With the birth of the generative adversarial network (GAN), GAN-based methods have been proposed, such as DeblurGAN [28] and DeblurGAN-v2 [29], which reached a trade-off among computing time and restoration accuracy by using different backbones including Inception-ResNet and Mobilenet. It becomes clear that several deep learning models such as RNN and GAN can enhance the performance in deblurring simply by stacking networks, though a deeper understanding would be required in long term research. To this end, the proposed network makes use of the superiority of DenseNet with certain simplifying modifications, while still producing the state-of-the-art performance.

1.2 Aims and Objectives

The research described in this thesis aims to investigate and develop advanced deep learning-based approaches (high-performance and effective) for single image deblurring and inverse problems. Specifically, the research aims to explore different network structures, sizes of convolution kernels, network components, and learning strategies, in order to deal with image deblurring effectively. The main objectives of the research in this thesis are;
• To identify the capabilities of different network backbone or component. New single image deblurring methods will be produced and will be compared to the state-of-the-art methods. Experiments and ablation study will be done in order to analyse the value and ability of different network component, including but not limited to residual learning, densely connected structure, and dilated convolution.

• To explore the possibility to use graph neural networks in image restoration. New method will be proposed to convert feature maps in convolution neural networks to nodes in graph neural networks. Suitable graph structure which can be used in image restoration should be explored. Experiments will be done to improve whether the proposed method has a good performance.

• To develop new deblurring networks and improve their performance. The results of the experiments will be used to compare with the state-of-the-art performance. Methods published recent years should be reviewed to produce a comprehensive comparison, in order to improve the performance of the proposed network as well as the value of the study.

1.3 Main Contributions

The key contributions of the thesis lies mainly in the network structures for single image deblurring. To this end, the following methods have been developed.

• MixNet: A Balanced Approach to CNN Structure for Blind Single Image Deblurring. A review on the state-of-the-art methods in single image deblurring is conducted. Various key elements in deblurring networks are explored, including backbones, frameworks and parameter sharing. In this part, a new
A framework is proposed, termed MixNet based on DenseNet and Inception-v4 to realize such a balanced structure. Results shows that the proposed MixNet can elevate the state-of-the-art performance of end-to-end results for dynamic scene deblurring on all benchmark datasets.

- **DC-Deblur: A Dilated Convolutional Network for Single Image Deblurring.** This research proposed a novel network by adopting a dilated convolution structure. The research further improves the training process by combining $l_1$ loss, MS-SSIM loss and MSE loss. The proposed network is light and fast. Quantitative and qualitative experiments indicate that the proposed method outperforms state-of-the-art models, in terms of performance and speed.

- **Graph Convolutional Networks in Feature Space for Image Deblurring and Super-resolution.** A novel encoder-decoder network is proposed with added graph convolutions by converting feature maps to vertexes of a pre-generated graph to synthetically construct graph-structured data. By doing this, the network inexplicitly applies graph Laplacian regularization to the feature maps, making them more structured. The experiments show that it significantly boosts performance for image restoration tasks, including deblurring and super-resolution. It can open up opportunities for GCN-based approaches in more applications.

### 1.4 Thesis Organisation

This thesis has been structured according to the guidelines provided by the University of Manchester. Accordingly, chapters 3-4 are the main contribution of my work, which are
in most instances, been published, been submitted or accepted for publication. The outline of the remainder of the thesis is as follows:

Chapter 2 provides a brief literature review of related work, looking at the basic definition of image restoration, which including image denoising, image dehazing, image super-resolution, and image deblurring. It provides a background on deep learning and reviews learning based image deblurring, as well as generative adversarial network.

Chapter 3 introduces the proposed networks for image deblurring. This chapter first analyse more about densely connected blocks, residual learning, and inception network, and further introduces a balanced network for deblurring. This chapter also analysed the influence of different size of convolution kernels on deblurring and adopted dilated convolution into image deblurring. The experiments show that the proposed methods can improve the performance of deblurring (in regard of PSNR and SSIM).

Chapter 4 introduces graph neural network on feature space for image restoration. A novel encoder-decoder network is proposed with added graph convolutions by converting feature maps to vertexes of a pre-generated graph to synthetically construct graph-structured data. By doing this, graph Laplacian regularization is applied to the feature maps, making them more structured. The experiments show that it significantly boosts performance for image restoration tasks, including deblurring and super-resolution.

Chapter 5 concludes the thesis by summarising the results and findings of the proposed methods and the experiments conducted. Some suggestions for future work are also included.
Chapter 2

2 Literature Review

This research aims primarily at image deblurring using deep learning methods, including model establishment, network framework, novel network and optimizations. To give basic information about image restoration and inverse problems, this chapter first reviews the mainstream image restoration methods. First, image restoration is generally reviewed, which including image denoising, image dehazing, super-resolution, etc. Then this chapter focuses on deblurring and introduce more about single image deblurring, especially learning based deblurring methods. Deep learning (DL) and generative adversarial network (GAN) are also introduced.

2.1 Image Restoration

When people take photos by sensors like camera and mobile phone, there are many kinds of degradation people might face to. For instance, motion blurring, out of focus, hazing and raining. Image restoration is a process which restore sharp and clear images
from their degradation inputs. Since an input image or couple of images in a video could be degraded by different case of kernels, such as down-sample, raining and motion blur, image restoration can be divided into many sub-tasks. In this section, three mainstream image restoration tasks are introduced, which including image denoising, image dehazing, and image super-resolution.

### 2.1.1 Image Denoising

Image denoising is the operation which take a noisy image as input and estimate the clean, original image. An example of image denoising can be seen in Fig. 2.1.

![Image Denoising Examples](image.png)

**Figure 2.1: An illustration of image denoising [152]: (a) Wiener filtering [153], (b) Bilateral filtering [154], (c) PCA method [155], (d) Wavelet transform domain method [156], (e) BM3D [157].**

Image denoising techniques have attracted much attention in the past decades [30,31]. Not only because of its great value for real-world application, but also due to the general research value for other image inverse problems. Denoising is always an important task in signal processing. As is analysed in [32], image denoising can be divided as real noisy images, blind image denoising, Additive white noising images (AWBI denoising), hybrid noising images. Due to the achievement of datasets, AWBI denoising has attracted most attention.

Traditionally, WNNM [33] is an important method, where the singular values are assigned different weights. Markov random field (MRF) [34] is also used in image denoising by combining the image model and the optimization algorithm in a single unit.
Learned simultaneous sparse coding (LSSC) [35] jointly decomposing groups of similar signals on subsets of the learned dictionary, trainable nonlinear reaction diffusion (TNRD) [36] learns all the parameters (filters and influence functions) from training data.

Before the proposing of deep learning (DL), neural networks have already been used for image restoration and image denoising. For instance, [37]. Tamura et al. [38] made a trade-off between denoising efficiency and performance by a feedforward network. Bendini et al. [39] enhance the expressive ability of neural networks by combining maximum entropy and primal-dual Lagrangian multipliers. Paik et al. [40] introduced greedy algorithms and asynchronous algorithms in denoising neural network. Performance can also be improved by multilayer perceptron and multilevel sigmoidal function [41]. Related work can also be seen in [42, 43].

After the birth of deep neural networks (DNN) [44], learning based denoising methods have experienced a rapid development. One of the representative methods is DnCNN, which is proposed by Zhang et al. [45]. DnCNN is the first end-to-end image denoising method, it contains convolution layer, batch normalization (BN), rectified linear unit (ReLU) layer, and also adopts residual learning [46]. DnCNN has a great influence on learning-based image restoration, mainly on the residual learning strategy.

Other single image denoising network including FFDNet [47], GCBD [48], CBDNet [49], etc. FFDNet [47] can improve denoising speed and process blind image denoising by using different noise levels and the noisy image patch as the input of a denoising network. GCBD [48] uses generated adversarial network to handle input unpaired images. CBDNet [49] uses two sub-networks, one in charge of estimating the noise of the real noisy image, and the other for obtaining the latent clean image.

### 2.1.2 Image Dehazing
The main aim of image dehazing is to sharpen, restore, and retrieval a hazy image. Haze, fog, smog, etc. vitiate the image condition of outside scene. Haze presented in an image can be an abrasive issue as it quells the contrast and changes its colour. Many methods do not work reliably because of it. The presence of haze also cutbacks the clearness of underwater pictures. As a result, removal of these bad weather situations is a critical and unavoidable area of image processing [50]. An illustration of image dehazing can be seen in Fig. 2.2.

In this section, a brief discussion is given about single image dehazing. In almost every practical scenario the light reflected from a surface is scattered in the atmosphere before it reaches the camera. This is mainly due to the presence of aerosols which deflect light from its original course of propagation. In long distance photography or foggy scenes, this process has a substantial effect on the image in which contrasts are reduced and surface colours become faint.

Figure 2.2: An illustration of image dehazing [51].

In [88], He et al. proposed dark channel prior (DCP) for dehazing based on an observation that most local patches in outdoor haze-free images contain some pixels whose intensity is very low in at least one colour channel. DCP is a very important benchmark in image dehazing. Narasimhan et al. [48] presented a physics-based model that describes the appearances of scenes in uniform haze images. Shwartz et al. [49]
remove the haze effect through two or more images taken with different degrees of polarization. Tan et al. [52] removes haze by maximizing the local contrast of the restored image based on the observation that a haze-free image must have higher contrast compared with the input hazy image.

Under the rapid development of deep learning, many learning based dehazing methods have been proposed. For instance, Li et al. [53] proposed an all-in-one method to directly generate clean images through a light-weight CNN, based on a reformulated atmospheric scattering model. Qu et al. [54] introduced a GAN for dehazing by using the discriminator to guide the generator to create a pseudo realistic image on a coarse scale, while the enhancer following the generator was required to produce a realistic dehazing image on the fine scale. In [55], Chen et al. adopted smoothed dilation technique and leveraged on a gated sub-network to fuse the features from different levels.

2.1.3 Image Super-resolution

Single image super-resolution is also a kind of image restoration problem and a typical inverse problem, for the solution is not only one due to the ill-posed nature of image degradation. Especially, image super-resolution is to recover a high resolution (HR) image from a low resolution (LR) input, which might be produced by bicubic down sample or down sampling with other kernels. An illustration of single image super-resolution can be seen in Fig. 2.3.

![Figure 2.3: An illustration of single image super-resolution [56].](image-url)
Traditionally, Dong et al. proposed SRCNN [56] to adopt deep convolutional network into solving image super-resolution. Lim et al. [57] proposed improved the performance by removing unnecessary modules in conventional residual networks. Based on [57], Zhang et al. [58] adopted residual in residual (RIR) and residual channel attention networks (RCAN) [58] to further improve the network.

2.2 Single Image Deblurring

Low resolution image, noisy image, and hazy image can be generalized as different kind of blur. To find a more typical scene for image inverse problem, image deblurring is selected as the main task of this thesis. Given a blurred image \( y \), which is often a three dimensional image, deblurring is to recover its original sharp image \( x \) by deconvoluting with kernel \( k \), which is typically a two dimensional convolution kernel, as follows,

\[
y = k \ast x + n
\]

where \( \ast \) is the convolution operator and \( n \) denotes noise, which is often treated as white Gaussian. This equation generally assumes uniform blur, but in real world \( k \) is not spatially invariant throughout the image.

Image deblurring can be divided into traditional method and learning based method by whether machine learning is used. Before analysing learning-based image deblurring, in this section, traditional single image deblurring methods are firstly introduced, in order to basically establish a mathematical model. Consider an imperfect optical system, a ray of light passing through the optical setup will spread over the image domain instead of converting to a single end point [7]. This process can be modelled by point spread function (PSF). Based on this fact, image deblurring can be further divided into non-blind deblurring and blind deblurring by whether the PSF is known or not. It can also be divided into uniform and non-uniform deblurring by whether the PSF is uniform throughout the
image. Since a review is made by Mahdi et al. in [7], several main methods are briefly introduced.

Statistical Priors: Statistical methods are to estimate the underlying image (sharp image) as a conditional probability of a given blurry observation (blurry image) by maximum-a-posterior (MAP) estimation. In the early beginning, this method was proposed by Richardson-Lucy (RL) [59,60] by recasting the solution in an iterative algorithm starting from an initial guess. The accelerated RL algorithm was proposed later in [61] by using an adaptive line searching technique. Comprehensive surveys for the early development of these methods can be seen in [62]. In recent decades, digital cameras experienced a rapid development, and raised the requirements of image deblurring. Thus, more practical deconvolution methods were proposed [9, 63-65]. To numerically solve these problems, many variants of sparse reconstruction which recasts the regularization problem as an iterative procedure where dominant feature coefficients are preserved during each iteration [7].

Tikhonov Regularization: Tikhonov Regularization (aka ridge regression / weight decay) is a regularization method of ill-posed problems. It provides improved efficiency in parameter estimation problems in exchange for a tolerable amount of bias. When the data fidelity is regularized in $l_2$-norm space to minimize a cost function, it becomes a variant of the Tikhonov regularization problem [7]. The solution can be given by quadratic minimization that can be accelerated by fast Fourier transform (FFT) which can reduce the computational complexity by an order of $O(n \log n)$. Early application of Tikhonov Regularization was deployed in the classical Wiener deconvolution to regulate the image spectrum in the Fourier domain using a non-linearly weighted inverse blur response [7]. Based on the requirement of faster image restoration, more methods have been developed under this framework [66].

Total Variation (TV): The priors for either the blur kernel or latent image can be regulated by the TV-norm [67], which preserves sharp edges while preventing ringing
artifacts for recovery. However, these methods suffer from visual blocking or “staircasing” artifacts.

Besides, many methods combined different approaches and used more than one regularization prior for image restoration [7]. This becomes more useful when both blur and image priors (in the blind case) could be fit into one regularization framework to address more complex formulations. The common practice is to use split variable techniques to recast the algorithms in parallel and independently update each sub-modular task [68].

2.3 Deblurring with Deep Learning

However, traditional method cannot deal with heavy blurred image, and optimization-based methods often cost lots of time. Recently, with the rapid development of deep learning, esp. convolution neural networks (CNNs) [16], many learning-based methods have been proposed to learn image deblurring, i.e. [17,18], which boosted the performance of single image deblurring.

Deep learning has been boosted with the development of computational hardware. In 2014, authors of [19] first proposed a deep-layered architecture to deblur images. Method [20] formulated the image prior as a binary classifier using a deep convolutional neural network and presented an effective blind image deblurring method based on a data-driven discriminative prior. Sun et al. [21] predicted the probabilistic distribution of motion blur at patch level and used a Markov random field model to infer a dense non-uniform motion blur field. Chakrabarti et al. [22] developed a network that learns to predict the complex Fourier coefficients of a deconvolution filter to be applied to the input patch for restoration. These methods are highly dependent on modelling blur kernels. The first fully convolutional CNN to estimate the latent sharp image directly was proposed by Nah et al. [23] using multi-scale residual networks and was adopted by recent work to further
advance the state-of-the-art solutions. Then, [24-29] are followed. Details of these methods is given in chapter 3.2.2, baseline models. In this section, relations between different approaches are focused on.
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**Figure 2.4: An illustration of multi-scale structure in deblurring.**

Multiscale based deblur networks use the “coarse-to-fine” structure to restore an image with several steps. Nah *et al.* [23] first applies the multiscale structure in image deblurring, and this structure is further developed by Eigen *et al.* [111]. Tao *et al.* [24] and Gao *et al.* [25] developed. Zhang *et al.* [27] made a fundamental subsequent change to the structure and mechanism, leading to marked differences to the other three methods. A typical multiscale structure is shown in Fig. 2.4. A blur image is resized to 1/4 resolution, $B_3$, as the input. Then $I_3$ becomes $B_2$, the input of the second scale, which is transferred and resized to 1/2 resolution by up-convolution. Then $I_2$ becomes $B_1$ in the third scale, which is the same size as input image, and $I_1$ is the output of the entire network.
Figure 2.5: Different modified ResBlocks: (a) original ResBlock proposed in [25], (b) modified ResBlock used in DeepDeblur [23], (c) modified ResBlock used in SRN-Deblur [24], (d) convolution blocks used in DSHMN [27], (e) convolution block adopted by PSS-NSC [25], and (f) modified ResBlocks used by DeblurGAN [28].

The modification of convolutional blocks is also a mainstream. As shown in Fig. 2.5, many methods try to remove normalization or ReLU layers. In the original ResBlock, two BN layers are used, and there is a ReLU layer after skip connection. While in DeepDeblur [23], BN layers are removed. In SRN-Deblur, ReLU layer is placed before skip connection. A typical ResBlock in recent image deblurring network is given in Fig 2.5 (d), which proposed in DSHMN [27], there is only one ReLU layer left. According to EDSR [57], normalization is not valuable in image restoration.
It has to be noted that for the ResBlock in PSS-NSC [25], there is no residual link between the input and the output of residual blocks, but due to the adoption of densely connected structure, the connection actually exists as indicated by the dotted line. This was reported to give better performance. By comparison with some early work, it can be concluded that ResBlock has become an indispensable component for deblurring. Furthermore, PSS-NSC has the best performance among those methods using DenseNet, and RADN-Deblur [69] which also used pre-trained DenseNet as the main component.

Recently, Cai et al. [70] proposed a Dark and Bright Channel Priors embedded Network (DBCPeNet) with a trainable DCP layer and sparse regularization to plug the channel priors into a neural network for deblurring. Li et al. [71] used depth map to consider image deblurring. Zamir et al. [72] proposed MPRNet which first learns the contextualized features using encoder-decoder architectures and later combines them with a high-resolution branch that retains local information. Rozumnyi et al. [73] proposed DeFMO by a generative model which outputs the motion-blur object’s appearance and position in a series of sub-frames as if captured by a high-speed camera. Chi et al. [74] proposed a novel self-supervised meta-auxiliary learning which enables internal training within a test image from scratch, while not fully rely on large external datasets.

Apart from single image deblurring, video deblurring / multi-image deblurring is also a hot task in image / video restoration [75-78]. Although this thesis mainly focuses on single image motion deblur, image blur is not limit to motion blur. There are many other blur conditions which have great application value. i.e., out-of-focus deblurring [79-82].

2.4 Generative Adversarial Network

A generative adversarial network (GAN) is a class of machine learning frameworks designed by Ian Goodfellow and his colleagues in 2014 [83]. Two neural networks contest
with each other in a game (in the form of a zero-sum game, where one agent's gain is another agent's loss).

Given a training set, this technique learns to generate new data with the same statistics as the training set. For example, a GAN trained on photographs can generate new photographs that look at least superficially authentic to human observers, having many realistic characteristics. Though originally proposed as a form of generative model for unsupervised learning, GANs have also proven useful for semi-supervised learning, fully supervised learning, and reinforcement learning.

The idea of generative adversarial networks, introduced by Goodfellow et al. [83], is to define a game between two competing networks: a discriminator and a generator. The generator receives information from an input and generates a sample. The discriminator learns from real and generated samples and tries to distinguish between them. The goal of the generator is to fool the discriminator by generating perceptually convincing samples that cannot be distinguished from the real samples. The game between the generator $G$ and discriminator $D$ has the minimax objective:

$$
\min \limits_{G} \min \limits_{D} \mathbb{E}_{a \sim P_r}[\log D(a)] + \mathbb{E}_{\tilde{a} \sim P_g}[\log(1- D(\tilde{a}))].
$$

Where $P_r$ is the data or real sample distribution and $P_g$ is the model distribution. GANs are known for its ability to generate samples of good perceptual quality in vision tasks. There is a development of GAN, which is called WS-GAN, as briefly reviewed in Appendix D.

### 2.4 Summary

Learning based methods lead to great change for image restoration. Deep learning approaches bring many benefits to image restoration such as,
• Learning based methods can boost the performance. On most benchmark datasets, deep learning based methods often outperform the traditional methods significantly.

• Deep learning makes applications more realistic. One can restore a video from degradation by taking sequential frames into consideration or fill in some missing content while it is impossible for the degradation process to be modelled mathematically (e.g., inpainting).

• By using parallel processing units such as graphic processing units (GPUs), deep learning algorithms naturally fit with computer hardware, leading to high efficiency compared to using CPUs. In addition, learning based image restoration significantly reduces running speed by using graphic processing units (GPUs), while traditional methods often need long time for iteration.

However, there are still many challenges:

• From the perspective of computational complexity, deep learning based methods still have considerable computational costs, making them difficult to deploy in real-time processing. In addition, matrix processing leads to higher requirement for computer hardware, in terms of GPUs and memory, which cannot be satisfied by the embedded systems used commonly in industry, e.g., microcontroller unit (MCU). Thus, lightweight model for image processing should be explored.

• From the perspective of performance, existing algorithms still have a lot of room for improvement. For instance, deblurring network still cannot restore clear image while blur kernel is very large.

• The design of learning-based image restoration methods still based on experience and some rules in other computer vision tasks such as image classification and detection. Deeper understand for the network structure and components for image-to-image transfer and inverse problems should be explored.
This thesis is to explore different ideas and try to find solution for the aforementioned challenges.
Chapter 3

3 Deep Learning for Image Deblurring

This chapter introduces deep learning applications in image deblurring. The chapter starts with an introduction of the state-of-the-art learning based single image deblurring network, and their shortage. Then the chapter analysis the related work mainly focusses on the development of network structure and backbones. Based on the tendency of development, MixNet and DC-deblur are further introduced and proposed by different modification on network. In the subsection of experiments, the implementation of network is firstly introduced, and followed by an introduction of datasets. This chapter also presents experiment results and ablation study in order to prove that the proposed methods are effective.

3.1 Introduction

This chapter mainly focus on the design of image deblurring network. Motion deblur often suffer from poor performance, especially when blur kernel is very large. In Deepdeblur proposed by Nah et al. [23], satisfied output image cannot be obtained while the network
causes very long time to run, although the time is much shorter than traditional methods [23]. Many researchers want to deal with the problem by parameter-sharing [24, 25]. Although parameter-sharing cannot greatly reduce computational complexity, it can reduce the model size obviously.

Multi-scale model has been adopted to achieve a coarse-to-fine structure to help boost the performance. Then GAN model is proposed, to generate more details. However, there still in short of a review about the network structure, how each component work on image deblurring, and what kind of network is suitable and reasonable for image deblurring. Specifically, there are three main considerations on single image deblurring, which are network framework, learning strategy, and network backbone, respectively.

In this chapter, the new methods are introduced mainly based on these three considerations. To this end, a review of the tendency of the development of these tasks is given first, mainly focus on network framework and network backbone.

3.2 Related Work

3.2.1 Baseline Models

In this subsection, some baseline models are further introduced. They are used in experimental comparison.

DeepDeblur [23] is the first kernel-free method and hence it does not suffer from kernel-related problems. Structurally, the authors employed a modified version of residual network structure (ResBlock) as the backbone. The main change was the removal of the Rectified Linear Unit (ReLU) after the skip connection to boost convergence speed. The removal of ReLU makes all parameter values positive, which may not be useful in image restoration as compared to the mechanisms for object detection and other high-level vision tasks. To convert a coarse output to fit the input size of next finer scale, the authors adopted up-convolution layers instead of up-sampling as it showed better performance.
As shown in Fig. 2.4, each output is involved in the calculation of the loss function, thus the content loss is given by

\[
L_{\text{cont}} = \sum_{i=1}^{n} \frac{1}{N_i} \| I_i + S_i \|^2
\]

(3.1)

where \( I_i \) and \( S_i \) are the network output and ground truth, respectively at the \( i^{th} \) scale. \( N_i \) is the number of elements to normalize. The network combines the content loss and adversarial loss, which is given as

\[
L_{\text{adv}} = \mathbb{E}_{x \sim p_{\text{sharp}}(x)} [\log D(x)] + \mathbb{E}_{y \sim p_{\text{blurry}}(y)} [\log(1 - D(G(y)))]
\]

(3.2)

where \( x \) denotes the sharp image and \( y \) the blurred image. \( G \) and \( D \) are the generator and discriminator, which are often implemented by deep neural networks, respectively. So, the total loss is given by

\[
L = L_{\text{cont}} + \lambda \times L_{\text{adv}}
\]

(3.3)

where the weight constant \( \lambda = 1 \times 10^{-4} \). The multiscale structure has profound influence in image deblurring.

Following DeepDeblur, Scale-Recurrent Network (SRN-Deblur) was proposed by Tao et al. [24] to further enhance the performance. The authors used Recurrent Neural Network (RNN) to record the time-domain changes in blur images. RNNs were added between the encoder and the decoder. SRN-Deblur followed the simplified ResBlock used in [23] and further implemented parameter sharing. Three different scales used the same parameters, significantly reducing the number of trainable parameters. This is similar to using data multiple times and could be implemented as data augmentation. Besides, it enables cross-scales restoration for the hidden states to capture useful information.

PSS-NSC network [25] was influenced by densely connected structures, DenseNet [38]. Its framework is similar to that of SRN-Deblur, while replacing ResBlocks with DenseNet and removing the LSTM block. The DenseNet blocks in PSS-NSC network, termed as DenseBlocks, were modified based on [38]. The parameter sharing is adapted in both intra-scale and cross-scale, which means for the whole 3-scale network, there are
six different DenseNet blocks, three in the encoder and three in the decoder. In each forward process, totally 36 DenseNet blocks are used, and each block is used six times.

Feature aggregation over multiple patches has been used in image classification [84]. For example, spatial pyramid matching (SPM) [84] was proposed to divide images into coarse-to-fine grids in which histograms of features were computed. Focusing on the problem that deconvolution operations is time consuming in the coarse-to-fine scheme, Zhang et al. [27] presented a deep hierarchical multi-patch network inspired by SPM. Although this network has a multiscale structure, it is different to the three aforementioned methods. In contrast to DeepDeblur that uses deconvolution links, feature map concatenations are used in this method. The authors also proposed a novel stacking paradigm for deblurring. Instead of making the network deeper vertically (adding finer levels), they proposed to increase the depth horizontally by stacking multiple network models to perform deblurring. It does not combine all the scale outputs in the calculation of loss but only uses the last output.

DeblurGAN was proposed by Kupyn et al. [28] as the first to exploit conditional GANs for deblurring. It uses the residual network block [25] as the main component of the generator and blur images as the input. The generator produces a latent image, and the discriminator tries to distinguish it from the ground truth. The result of the discriminator leads to the adversarial loss, which is combined with the content loss, i.e., the MSE loss. The network achieves good performance, esp. in terms of structural similarity (SSIM).

DeblurGAN-v2 [29] is an update of DeblurGAN. feature pyramid network (FPN), originally proposed for object detection [85,86], was used as the generator. A relativistic discriminator [87] with a least-square loss (LSE) wrapped [88] inside was proposed for the discriminator, to evaluate both global (image) and local (patch) scales. For the backbone, a sophisticated Inception-ResNet-v2 backbone was plugged to pursue the state-of-the-art deblurring quality, and towards being more efficient, the authors adopted the MobileNet-V2 [89] and further created its variant with depth-wise separable convolutions (MobileNet-DSC). DeblurGAN-v2 also uses blur-sharp image pairs to train.
The authors of [90] presented an end-to-end deblurring network by unsupervised CNNs. The previous supervised deep-learning networks extensively rely on large sets of paired images, which are highly challenging to obtain, while unsupervised training scheme with unpaired data can achieve the same. The model is also a GAN that learns a strong prior on clean or sharp images with adversarial loss and maps blurred images to their clean equivalent. To improve stability of the model and to preserve the image correspondence, the authors introduced an additional CNN module to reblur the generated output to match with the blur input. Along with these two modules, the authors also made use of the blurred images to self-guide the network to constrain the solution space of generated sharp images, by imposing a scale-space gradient error with an additional gradient module.

Another approach to image restoration is to design special convolution blocks. These methods give further and deeper view of image blur processes and design special blocks base on these processes. But they cannot be easily used in other image restoration problems such as super-resolution and denoising.

Zhang et al. [26] gave a view that the deblurring process was equivalent to an Infinite Impulse Response (IIR) model, which could be approximated by RNNs. They further presented the structure of the spatially variant RNN for dynamic deblurring, with the RNN weights learned by CNNs.

Authors of [91] proposed a novel network called Dr-Net. They used the Douglas-Rachford iterations to solve deblurring problem because it was a more applicable optimization procedure than the proximal gradient descent algorithm. Two proximal operators originate from these iterations, one for the data fidelity and one for the image prior. It is non-trivial to design a hand-crafted function to represent these proximal operators which would work with real-world image distributions. The authors therefore approximated both these proximal operators using deep networks.

In this thesis, the comparisons are mainly based on the aforementioned methods due to their similarity of the proposed method.
3.2.2 Network Structure

The balance between performance and speed is a main challenge of existing algorithms. A balanced approach to CNN structure relies on a comprehensive understanding of key factors of networks. Based on the literature reviews in the previous section, this section provides an analysis and further discuss guidelines on two key factors in the CNN-based approach to deblurring: backbones and frameworks, which affect the performance, efficiency and memory usage.

Because the choice of network backbone has a direct impact on deblurring quality and efficiency, researchers have explored and adopted various backbones in the literature and hence backbone can be regarded as a main difference among various methods. To pursue better network ability, better backbones should be found in this work.

Some researchers used special blocks in the middle of the network, between encoder and decoder. Special module based deblurring methods often have good ability. Main reasons can be summarized to two aspects. First, technical tricks, especially image priors, can restrict the space of parameters in training. Second, deblurring networks often have two or more downsample operations to enlarge receptive field and reduce computational complexity. Thus, features in encoded feature map are more abstract and more efficient. Therefore, adding these tricks can bring benefits. On the basis of this, finding suitable modules that are capable of these is an important and challenging issue for deblurring.

Another factor is parameter sharing, first introduced in deblurring in. It can be divided as intra-scale sharing and cross-scale sharing. As discussed in [24], it can reduce the number of parameters. The training of shared weights works in a way similar to using data multiple times, which actually amounts to data augmentation. In [25], both intra-scale sharing and cross-scale sharing were used. The experiments indicate that combining of intra-scale sharing and cross-scale sharing may suffer from containment due to complex interactions in training, thus may not lead to better performance. Such results
can be seen in section 3.5. In addition, recent work used simple encoder-decoder without parameter sharing and achieved excellent performance.

The most basic framework used in image deblurring is the encoder-decoder structure, which has been shown to perform well [24]. For some multiscale network like DeepDeblur, encoder and decoder are used in each scale, thus the input image will experience several encoders and decoders in forward inference. Multiscale deblurring structure was used in the first end-to-end deblur network, a coarse-to-fine structure, and also achieved good performance in other image restoration tasks. However, without parameter sharing, multiscale structure would lead to a large number of parameters, making training and testing slower.

FPN was used in deblurring firstly in DeblurGANv2. Extensively experimented the FPN structure, as reported in section 3.5, but the results indicate that FPN is not particularly helpful for deblurring, though it shows advantages in some other inverse problems such as image denoising. In general, FPN structure has simple and thin decoder stage in terms of image restoration, thus not helpful to improving reconstruction. Although the multiscale structure can improve the performance as indicated in [24], it does not always, especially when being combined with complex parameter sharing.

Based on these observations on multiscale structure and FPN, it can be found that complex structures do not necessarily bring significant performance improvement. Hence, this work further proposes principles on using simple network structures to achieve good performance. The principles can be summarised as follows:

- Residual structure is indispensable for image deblurring, e.g., ResBlock, and DenseNet.
- Special modules based on blur mechanism should be added in between encoder and decoder to maximize the use of semantic extraction capabilities of CNNs.
- Simpler is better. A complex architecture may not necessarily perform well in deblurring.
3.3 MixNet

3.3.1 Residual Learning

Residual learning is proposed by He et al. in [46]. It is proposed to avoid the problem of vanishing gradients, or to mitigate the degradation (accuracy saturation) problem in order to help training network. Then, in DnCNN [45], residual learning is used in image restoration, thus the network is actually learning the residual information. An illustration of residual learning can be seen in Fig. 3.1

![Residual Learning Diagram](image)

**Figure 3.1: An illustration of Residual Learning [46].**

3.3.2 Densely Connected Blocks

Densely connected network is proposed in [92] and termed as DenseNet, as is shown in Figure 3.2. In DenseNet, each layer obtains additional inputs from all preceding layers and passes on its own feature-maps to all subsequent layers. Each layer is receiving a “collective knowledge” from all preceding layers. An illustration of DenseNet can be seen in Fig. 3.2.
3.3.3 Proposed Network with Mixed Backbone

As is analysed in section 3.3.2, DenseNet should be used in network to improve the performance. In addition, since a simple network structure is the goal of this work, parameter sharing is removed. Theoretically, parameter sharing improves the network mainly due to more convolution layers. The value of shared parameters is producing a deeper network while make the network not very hard to train.

In this thesis, we also use Inception-v4 [158]. Inception architecture that has been shown to achieve very good performance at relatively low computational cost. Inception structure can extract information from different scales by its parallel strategy, which can replace the function of feature pyramid structure. Since Inception-v4 is used as a special block, it should be inserted between encoder and decoder based on the conclusion in section 3.3.2.
As shown in Fig. 3.3, the network consists of convolutional layers, DenseBlocks and Inception-A blocks, where \( I_b \) and \( I_s \) denote input blur image and output image, respectively. The backbone of the network uses DenseBlocks with ResBlock as its elements for enhanced receptive field. By default, each nonlinear DenseBlock module has four processing units. Structures of the ResBlocks used are indicated in Fig. 2.5 (e), composed of two convolutional layers. For the framework, based on the analysis in section 3.2, both multiscale structure and parameter sharing mechanism are removed in the proposed network, leading to a simplified network. An encoder-decoder structure is used based on 12 DenseBlocks with independent parameters. Four Inception-A blocks are added in the middle of the network, to widen the feature maps. Inception-A is one of the components of Inception-v4 and has suitable input size and feature map width for image restoration, containing 382 channels. For Inception-v4, there are five kinds of blocks: Inception-A, Reduction-A, Inception-B, Reduction-B and Inception-C. But these blocks except for Inception-A have over 1000 features and hence are not suitable for image reconstruction. By adopting inception-A, the proposed network has mixed feature extraction mechanism combined with DenseNet and Inception-A network and therefore is termed as MixNet. Different from using kernel size of \( 5 \times 5 \) [23,24], kernel size of \( 3 \times 3 \) is used to control the model size, since 2 layers with \( 3 \times 3 \) kernels can cover the same receptive fields as one layer with \( 5 \times 5 \) kernels but saving around 25% of parameters.
Figure 3.3: The proposed network for image deblurring, (a) the overall architecture, (b) the DenseBlock structure, and (c) Inception-A block.

Loss function is another significant element of image deblurring network. Based on the review in section 3.2, the MSE loss is referred to as the most important loss function in image deblurring. It has direct relationship with PSNR, which is one of the most important measures in evaluation, given as,

\[
psnr = 10 \log_{10} \frac{255^2}{mse}
\]  

(3.4)
In this work, MSE loss is adopted as the loss function. In the experience, adding other auxiliary loss such as SSIM loss or adversarial loss may not always have significant effect.

### 3.4 DC-Deblur

#### 3.4.1 Motivation of Using Dilated Structure

With rapid development of Deep Convolutional Neural Networks (DCNNs) [24], learning based methods have become the mainstream for image restoration, e.g., image denoising [45], super-resolution [56] and image deblurring [23]. In some cases, a network that performs well on one of the aforementioned tasks can also work on other image inverse problems. For instance, the method in [124] performs well on super-resolution and edge-preserving filtering and has been shown in [55] to work well on image dehazing and deraining. However, in many cases such transferable capability is hard to find. Image deblurring is a common restoration problem, yet networks that perform well on denoising or dehazing cannot be adopted for deblurring directly. For instance, adopting [93,55] for deblurring has led to poor performance. To investigate the reason, it has been observed that deblurring networks often require larger model sizes and more parameters than other image restoration networks. For example, a state-of-the-art dehazing and deraining network Gated Context Aggregation Network (GCANet) [108] has a size of 2.7 MB, yet typical deblurring networks like PSSNSC [25] have a size of 46.5 MB. Note that PSSNSC adopts parameter sharing, thus, consider the full computational complexity, PSSNSC would be more expensive. Earlier deblurring networks such as DeepDeblur [23] have an even larger size of 303.6 MB.
The requirement for large reception field is the core reason for this condition. Due to the mechanism of image blurring, blur kernels could be very large, and usually dozens of pixels involving in blur kernels. Thus, deblur networks need large reception fields both in feature extraction and restoration in order to model and handle the blur kernels. Generally, previous work increases the reception field by using more convolution layers [23]. It is undeniable that deeper networks could increase the performance, but it would also increase the complexity, making the forward processing slow. Many researchers have tried to develop faster and better networks, but architectures of these networks are still very complex [29].

To make a network more efficient, the network structure should be able to cover a large reception field without adding too many parameters. To this end, a dilated convolution network approach is adopted. Dilated convolution (or atrous convolution) was originally developed for wavelet decomposition [94]. The main idea is to insert “holes” (zeros) between pixels in convolutional kernels to increase the convolution range, thus enabling dense feature extraction in DCNNs. In this section, a dilated convolution based network for single image deblurring is proposed, termed as DC-Deblur. For the framework and backbones of the network, an encoder-decoder structure is adopted and use densely connected structure to extract features and help feature restoration.

### 3.4.2 Dilated Convolution in Image Deblurring

Dilated convolution, also known as atrous convolution, was first proposed in [95], and has been widely used in many computer vision tasks such as object detection [96], audio generation [97], and video modelling [98]. It can significantly increase the reception field and extract global information by inserting zeros between weights, without requiring additional parameters. Consider a one-dimension input $x$, the output $y$ for a dilated convolution at location $i$ is defined as

$$y(i) = \sum_{j=1}^{l} f(i + r \times j) x(j)$$

(3.5)
Where $f$ is the filter implemented by convolutional layer with kernel size $J$, and dilation rate $r$. For image deblurring, if consider standard convolutions as dilated convolutions with a dilation rate of $r = 1$, a downsampling layer with a subsampling rate of 2 can be removed by letting the dilation rate of all subsequent layers be 2. This results in dilated convolutional layers with dilation rates of $r = 2, 4, 8$, etc.

**Figure 3.4 Illustration of the gridding problem.** Consider a $3 \times 3$ convolution kernel and a dilation rate $r = 2$, there are four neighbouring units with different colours in layer 3. Their actual reception fields in layer 2 and layer 1 are marked using the same colour. Obviously, the reception fields completely separate with each other.

However, when using dilated convolutions to restore an image, the gridding artifacts affect the models significantly. In [99], smoothed dilated convolution was proposed by using the original dilated convolution parameters (with the hole 0 removed) to perform convolutions and then periodically sampling the original feature map into 4 feature maps with reduced resolution, and then the convolution results were combined by up-sampling.

In this section, the proposed DC-Deblur network is introduced. The overall structure of the network is shown in Fig. 3.7. Given a blurry image $I_{in}$, $I_{in}$ is encoded by an encoder and process the information by a dilated convolution structure and gated fusion. Then the gated feature map will be decoded to a blur residue by a decoder structure, and finally add to the restored sharp image by using residual link. Densely connected structure blocks [92] are used for the encoder and the decoder, and in the rest of the section, they are termed as DenseBlocks.

Dilated convolutions often suffer from the gridding artifacts, as shown in Fig. 3.4. To handle this problem, smoothed dilated convolution proposed by Wang et al. [99], was successfully adapted for image dehazing and deraining in GCANet [108]. However, some
details can be further improved for deblurring. Specifically, separable and shared (SS) convolutions are used for technical implementation. Consider a convolution layer with input and output channels $C$ (e.g., 64) and kernel $n \times n$, for instance, $3 \times 3$, separable convolution handles each channel separately. In contrast with a standard convolution that connects all $C$ channels in input to all $C$ channels in outputs, leading to $n^2 \times C^2$ parameters, a separable convolution only connects the $i^{th}$ output channel to the $i^{th}$ input channel, resulting in only $n^2 \times C^2$ parameters. Based on separable convolutions, shared convolution means the same $n^2 \times C$ parameters are shared by all pairs of input and output channels. SS convolutions only have one filter scanning all spatial locations for input and output of $C$ channels and share this filter across all channels. $3 \times 3$ in SS convolution is used, and thus can help fusing the information of neighbour pixels to help avoid gridding artifacts, as is shown in Fig. 3.5.

Figure 3.5 Illustration of the smoothed dilated convolution method. Separable and Shared convolution is used to produce a smoothed feature map, and then periodic subsampling is used to implement dilated feature extraction. The four outputs are then fused into a new smoothed dilated layer. The grey map represents smoothed feature maps.
This section further analyses the difference between image dehazing/deraining and image deblurring and modify the dilated convolution blocks by removing normalization layers, as is shown in Fig. 3.6. In DeepDeblur [23], it was found that removing the batch normalization (BN) unit in the original residual building block benefited the convergence and training time. Since normalization layers normalize the features, they reduce the range flexibility by normalizing the features [57]. Hence it is better to remove them in image restoration. Based on the previous analysis, removing these normalization layers would benefit the performance. Experiments verified this idea, and further details are given in section 3.5.

Figure 3.6 Comparison of the used dilated convolution blocks and GCANet: (a) dilated convolution blocks of GCANet, and (b) modified dilated convolution blocks of proposed DC-Deblur network.

Following the similar network design principles in [23-25], the overall network is designed as a simple encoder-decoder structure, as shown in Fig. 3.7, where \( I_{in} \) denotes the input blurry image, and \( I_{out} \) is the output sharp image. DenseBlocks [38] are adopted in the proposed network, and the network used the modified ResBlocks [23]. These ResBlocks consist of two convolution layers and a ReLU layer. Note that the residual links are implemented by the densely connected links when using ResBlocks in DenseBlock, as shown in Fig. 3.7. Each DenseBlock consists of five ResBlocks. The
proposed network uses DenseBlocks with 64 channels, two DenseBlocks in the encoder, two others in the decoder. DC-Deblur uses a limited number of IN layers out of dilated blocks to make the training stable. Dilated blocks are used after the first downsample. By the using of dilated convolution structure, the second downsample is avoided, which means that DC-Deblur uses only one downsample and one upsample in the deblurring network. In contrast, previous work such as DeepDeblur [23], SRN-Deblur [24], PSSNSC [25] all used two or more subsamples.

In this paper, a gated fusion structure is further adopted inspired by [55] via incorporation of an extra gated fusion sub-network $G$, as shown in Fig. 3.7. DC-Deblur first extracts the feature maps from different levels, denoting them as $F_1$, $F_2$, and $F_3$, which are typically 4 dimensional [107] tensor and feed them into the gated fusion sub-network. The output of the gated fusion sub-network are three different importance weights $M_1$, $M_2$, and $M_3$, which are also 4 dimensional tensor, corresponding to each feature level. Finally, these three feature maps $F_1$, $F_2$, and $F_3$ from different levels are linearly combined with the regressed importance weights,

$$ (M_1, M_2, M_3) = G(F_1, F_2, F_3) $$

$$ F_{out} = M_1 \times F_1 + M_2 \times F_2 + M_3 \times F_3 $$

Figure 3.7 Overall network structure of the proposed network, following an auto-encoder structure. It consists of two convolution blocks and two DenseBlocks as the
encoder part, and one deconvolution block and DenseBlocks as the decoder part. Several smoothed dilated resblocks are inserted between them to aggregate context information without gridding artifacts. To fuse the features from different levels, an extra gate fusion sub-network is leveraged. The proposed network will predict the residues between target sharp image and blurry input image in an end-to-end way.

3.4.2 Loss Function

Loss function is another key part in image restoration and deblurring. In [24], $l_2$ loss was used, which also known as the MSE loss. MSE loss has close relationship with peak signal to noise ratio (PSNR), an important image quality assessment (IQA) index.

Another important loss function is the $l_1$ loss. In [100], the authors explored loss functions in image restoration, especially in denoising, super-resolution and JPEG artifacts removal by proposing a mixed loss by combining $l_1$ loss and Multi-Scale Structural SIMilarity (MS-SSIM) loss. MS-SSIM is based on Structural SIMilarity (SSIM), which is a well-known criterion and brings IQA from pixel-based to structure-based.

In the experiments, MSE loss gave similar or even better performances compared with the $l_1$ loss in image deblurring. This might be because that blur kernels are larger and complex. Thus, the Euclidean distance between a blurry image and sharp image is greater than that of a low-resolution and high-resolution image. In this work, DC-Deblur further combine $l_1$ loss, MSE loss and MS-SSIM loss. The loss function of the proposed network is denoted by

$$L^{Mix} = \omega \times L^{ms-ssim} + \gamma \times L^1 + \lambda \times L^{mse}$$ (3.8)
$l_1$ loss, MSE loss and MS-SSIM loss have different numerical factors. For instance, the value of $l_1$ loss is often 10 times bigger than that of MSE loss. This is negative for the convergence of the network. To balance these parts in the loss, DC-Deblur set $\omega = 0.1$, $\gamma = 0.05$ and $\lambda = 1$.

3.5 Experiments and Results

Experiments on the proposed MixNet and DC-Deblur are conducted and compared with the state-of-the-art methods on dynamic scene deblurring and non-uniform deblurring.
The methods compared include DeepDeblur [23], Scale Recurrent Network (SRN-Deblur) [49], DSHMN [27], DeblurGAN [28], DeblurGANv2 [29], Unsupervised deblur [90], Domain specific [101], SVRNN [26], Dual Residual [102], Douglas-Rachford network [91], Region Adaptive [69], Blur2Flow [103], Extreme Channels Prior [104], and Phase-only Kernel Estimation [105]. For kernel-based methods including Blur2Flow [103] and optimization-based methods, the experiments tested them on released model codes.

### 3.5.1 Implementation

The proposed MixNet is implemented by TensorFlow [106] and the proposed DC-Deblur is implemented by PyTorch [107], both on a NVIDIA Tesla P100 GPU. During training, a 256 × 256 region from a blurred and its ground truth image at the same location were randomly cropped out as the training input. The batch size was set to 16 during training. All weights were initialized using the Xavier method [108], and biases were initialized to zero. The network was optimized using the Adam method [109] with default setting $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. The learning rate was initially set to 0.0001 and exponentially decayed to 0 using power of 0.3. According to the experiments, 2000 epochs were sufficient for the network to converge.

### 3.5.2 Datasets

Datasets are also especially important to learning-base deblurring approach. As reported in [25], a poor dataset would have negative influence on training, while a good dataset could improve quality of the test result and provide better evaluations. In this chapter, a brief review is given on a few main datasets for learning-based image deblurring. In addition, a better method to generate blurred images has been given in [110].
GoPro Dataset: GoPro dataset [23] is the most used end-to-end deblurring dataset by far. It was synthesized by averaging consecutive frames from a high-speed video and contains 2,103 pairs of images for training and 1,111 pairs for evaluation. However, as the first kernel-free dataset, many issues are not fully considered. First, many sharp images also have certain degrees of blur, due to the image acquisition process. Second, in some pictures, a large portion of the pixels are occupied by asphalt road or sky, resulting in a large solid colour area in the pictures. When they are cropped into training images, it can lead to deviation of the loss function.

New GoPro Dataset: In [25], the authors pointed out that there exist flaws in some of the ground truth or sharp images in the GoPro training set, as aforementioned. To improve the training performance, the authors established a new dataset following the procedure of Nah et al. [23] using GoPro Hero6 and iPhone7 at 240 fps and collected 5,290 blurred/sharp image pairs. Here, this thesis denotes it as the New GoPro Dataset. Due to more reasonable image acquisition and clearer original images, this dataset can improve training performance. In this chapter, the experiments also give the effect and a comparison on adding the New GoPro Dataset into training.

REDS Dataset: Authors of [111] provided the REalistic and Dynamic Scenes (REDS) dataset for video deblurring and super-resolution. The authors manually recorded 300 RGB video clips, paying attention to the quality of each frame, diversity of source contents (scenes and locations) and dynamics of various motions. They used the GoPro HERO6 Black camera to record videos of 1080x1920 resolution, at 120 fps. In contrast to the previous datasets for deblurring that captured videos in higher frame rate (240 fps). This is a larger and clearer dataset.

HIDE Dataset: In [112] the authors pointed out the GoPro dataset is mainly concerned with wide-range scenes, ignoring significant moving objects in background, especially in close-up shots. To fully capture the dynamic blurs caused by the passive device interference and initiative actions, HIDE dataset was proposed to cover both wide-range and close-range scenes to address human-aware motion deblurring. The HIDE
dataset is divided into two parts: HIDE I consists of 1304 long-shot pictures, while HIDE II 7118 close-ups pictures. The training set combines HIDE I and HIDE II, leading to 6397 for training, 1063 of HIDE I and 962 of HIDE II for testing. HIDE dataset has a large number of human faces and complex objects, including high-speed moving vehicles and strong light interference. Thus, it is better in evaluation and more useful in real-world applications. In this chapter, the experiments also provide a comparison on HIDE Test in section 3.5.3.

### 3.5.3 Results and Ablation Study

This section conducted experiments on the proposed MixNet and DC-Deblur and compared with the state-of-the-art methods on dynamic scene deblurring and non-uniform deblurring on the GoPro dataset. The methods compared include DeepDeblur [23], SRN-Deblur [24], DSHMN [27], DeblurGAN [28], DeblurGANv2 [29], Unsupervised deblur [90], Disentangled Representation [127], SVRNN [26], Dual Residual [133], Dr-Net [134], RADN-Deblur [101], Blur2Flow [103], Extreme Channels Prior [104], and Phase-only Kernel Estimation [105]. Quantitative results and evaluations are presented in Table 3.1, and a visual comparison of MixNet is shown in Fig. 3.9. The results were generated by the models trained only on the default GoPro training dataset and then tested on the GoPro test dataset. For unsupervised methods, Unsupervised deblur and Disentangled Representation, blur images from GoPro training dataset, and sharp images from New GoPro dataset, which have higher resolution, is used. For kernel-based methods including Blur2Flow and optimization-based methods, the experiments tested them on released model codes. Special convolution modules could result in better performance, e.g., Dr-Net and RADN-Deblur methods have good performance both in PSNR and run time. However, more specific the model is, the better performance it may produce for a specific task, its generalization ability would sacrifice.
It is clear that the proposed MixNet outperformed others in most of the benchmarks, including PSNR, SSIM, and FSIM. The proposed DC-Deblur also have good performance. In addition, the proposed method was also better in speed of forward processing and had smaller model size. By using dilated convolutions, the network size is reduced for about 60% compared with the state-of-the-art methods. Note that SRN-Deblur and PSSNSC used parameter sharing when training. For instance, PSSNSC [25] shared the parameters of each DenseBlocks six times, thus the number parameters involved in processing was much larger. Visual results are shown in Fig. 3.13. the proposed approach led to sharper restoration.
Figure 3.9: Testing results of the proposed MixNet for image deblurring on GoPro dataset.

This section also evaluated and compared the proposed method on the HIDE dataset and quantitative results are shown in Table 3.2. These results were generated by the models trained on the default HIDE training dataset. The visual comparison of MixNet is shown in Fig. 3.9, and that of DC-Deblur is in Fig. 3.13. As illustrated, the proposed MixNet either outperformed or matched these state-of-the-art methods in all these evaluation criteria. Visual comparisons on the HIDE evaluation dataset are also shown in
Figure 3.9. For a fair and comprehensive comparison, comparison is based on all the state-of-the-art learning-based methods, including top performers, SRN-Deblur [24], DSHMN [27], and PSS-NSC [25]. As shown in the figure, the propose MixNet has markedly improved performance over these methods, especially in the reconstruction of human faces and features. A comparison of MixNet on RWBI dataset and our own data is also given, which is shown in Fig. 3.11 and Fig. 3.12.

The proposed DC-Deblur also has good performance, as shown in Fig. 3.14 For the windows which have a far distance in the pictures, the proposed network can produce sharper edges and one can also recover better human faces with DC-Deblur.

Figure 3.10: Testing results of the proposed MixNet for image deblurring on HIDE dataset.
Figure 3.11: Testing results of the proposed MixNet for image deblurring on RWBI dataset.

Figure 3.12: Testing results of the proposed MixNet for image deblurring on a real blur image.
Table 3.1 Test results of the proposed methods on GoPro dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>PSNR</th>
<th>SSIM</th>
<th>FSIM</th>
<th>IFC</th>
<th>VIF</th>
<th>RunTime(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepDeblur [23]</td>
<td>29.08</td>
<td>0.9135</td>
<td>0.9633</td>
<td>3.2916</td>
<td>0.9955</td>
<td>3.09</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>30.26</td>
<td>0.9432</td>
<td>0.9653</td>
<td>3.0750</td>
<td>0.9878</td>
<td>0.86</td>
</tr>
<tr>
<td>PSS-NSC [25]</td>
<td>30.92</td>
<td>0.9421</td>
<td>0.9756</td>
<td>3.4136</td>
<td>0.9914</td>
<td>0.68</td>
</tr>
<tr>
<td>DeblurGAN [28]</td>
<td>28.70</td>
<td>0.9580</td>
<td>0.9688</td>
<td>3.1124</td>
<td>0.9732</td>
<td>0.85</td>
</tr>
<tr>
<td>DeblurGAN-v2 [29]</td>
<td>29.55</td>
<td>0.9340</td>
<td>0.9527</td>
<td>2.6929</td>
<td>0.9697</td>
<td>0.35</td>
</tr>
<tr>
<td>SVRNN [26]</td>
<td>29.19</td>
<td>0.9306</td>
<td>0.9446</td>
<td>2.8934</td>
<td>0.9822</td>
<td>1.40</td>
</tr>
<tr>
<td>Unsupervised deblur [90]</td>
<td>18.64</td>
<td>0.6219</td>
<td>0.8220</td>
<td>1.0233</td>
<td>0.6401</td>
<td>1.23</td>
</tr>
<tr>
<td>Domain specific [101]</td>
<td>20.15</td>
<td>0.6623</td>
<td>0.8317</td>
<td>1.1790</td>
<td>0.6788</td>
<td>0.96</td>
</tr>
<tr>
<td>Dual Residual [100]</td>
<td>29.90</td>
<td>0.9100</td>
<td>0.9436</td>
<td>2.6387</td>
<td>0.9948</td>
<td>1.14</td>
</tr>
<tr>
<td>Dr-Net [91]</td>
<td>30.35</td>
<td>0.9610</td>
<td>0.9812</td>
<td>3.4540</td>
<td>0.9964</td>
<td>1.20</td>
</tr>
<tr>
<td>DSHMN [27]</td>
<td>31.50</td>
<td>0.9483</td>
<td>0.9742</td>
<td>3.2697</td>
<td>0.9915</td>
<td>0.552</td>
</tr>
<tr>
<td>RADN-Deblur [69]</td>
<td>31.76</td>
<td>0.9530</td>
<td>0.9804</td>
<td>3.4298</td>
<td>0.9965</td>
<td>0.038</td>
</tr>
<tr>
<td>Blur2Flow [103]</td>
<td>26.99</td>
<td>0.9233</td>
<td>0.9562</td>
<td>3.1432</td>
<td>0.9842</td>
<td>1.70</td>
</tr>
<tr>
<td>Extreme Channels Prior [113]</td>
<td>23.70</td>
<td>0.8273</td>
<td>0.9034</td>
<td>1.7055</td>
<td>0.9388</td>
<td>271.68</td>
</tr>
<tr>
<td>MixNet</td>
<td>32.21</td>
<td>0.9534</td>
<td>0.9827</td>
<td>3.6804</td>
<td>0.9987</td>
<td>0.54</td>
</tr>
<tr>
<td>DC-Deblur</td>
<td>31.27</td>
<td>0.9448</td>
<td>0.9743</td>
<td>3.5414</td>
<td>0.9970</td>
<td>0.29</td>
</tr>
<tr>
<td>Algorithm</td>
<td>HIDE I (long-shot)</td>
<td>HIDE II (close-ups)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>--------------------</td>
<td>---------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
<td>FSIM</td>
<td>PSNR</td>
<td>SSIM</td>
<td>FSIM</td>
</tr>
<tr>
<td>DeepDeblur [23]</td>
<td>27.43</td>
<td>0.9020</td>
<td>0.9622</td>
<td>26.18</td>
<td>0.8780</td>
<td>0.9339</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>29.41</td>
<td>0.9137</td>
<td>0.9681</td>
<td>27.54</td>
<td>0.9070</td>
<td>0.9393</td>
</tr>
<tr>
<td>PSS-NSC [25]</td>
<td>29.98</td>
<td>0.9234</td>
<td>0.9728</td>
<td>28.14</td>
<td>0.9021</td>
<td>0.9470</td>
</tr>
<tr>
<td>DeblurGAN [28]</td>
<td>26.44</td>
<td>0.8900</td>
<td>0.9440</td>
<td>25.37</td>
<td>0.8670</td>
<td>0.9244</td>
</tr>
<tr>
<td>SVRNN [26]</td>
<td>28.69</td>
<td>0.9038</td>
<td>0.9614</td>
<td>26.68</td>
<td>0.8702</td>
<td>0.9231</td>
</tr>
<tr>
<td>DSHMN [27]</td>
<td>29.79</td>
<td>0.9247</td>
<td>0.9736</td>
<td>28.33</td>
<td>0.9099</td>
<td>0.9501</td>
</tr>
<tr>
<td>MixNet</td>
<td>30.72</td>
<td>0.9277</td>
<td>0.9745</td>
<td>28.72</td>
<td>0.9137</td>
<td>0.9517</td>
</tr>
<tr>
<td>DC-Deblur</td>
<td>30.26</td>
<td>0.9297</td>
<td>0.9801</td>
<td>28.86</td>
<td>0.9133</td>
<td>0.9545</td>
</tr>
</tbody>
</table>

Figure 3.13 Visual comparison of DC-Deblur on GoPro dataset, with Dual Residual Network [102], SRN [24], DeblurGAN-v2 [28], PSSNSC [25].
Table 3.3 Testing results of ablation studies of DC-Deblur on GoPro dataset. The adopted network with dilated convolution and combined loss performs the best.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR</th>
<th>SSIM</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DenseNet Deblur</td>
<td>30.26</td>
<td>0.9345</td>
<td>27.0</td>
</tr>
<tr>
<td>Ours with Norm</td>
<td>31.05</td>
<td>0.9403</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours with MSE loss</td>
<td>31.14</td>
<td>0.9433</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours with $l_1$ loss</td>
<td>31.09</td>
<td>0.9426</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours with MS-SSIM loss</td>
<td>30.65</td>
<td>0.9388</td>
<td>10.1</td>
</tr>
<tr>
<td>Ours (adopted)</td>
<td>31.21</td>
<td>0.9448</td>
<td>10.1</td>
</tr>
</tbody>
</table>

Figure 3.14 Visual comparison of DC-Deblur on HIDE dataset, with SRN [24], DeblurGAN-v2 [29], PSSNSC [25].
In this section, further experiments on different settings of DC-Deblur is given to study its effectiveness and efficiency. Generally, the ablation study focused on network framework and loss functions.

To measure the ability of the proposed model, two more experiments are done on the network structure. Firstly, the network performance without dilated convolution is tested. However, directly removing the dilated blocks would lead to performance deterioration obviously. DenseBlocks are used to replace the dilated convolutions. Specially, 6 DenseBlocks are used in the encoder, and 6 DenseBlocks for the decoder. This network was similar to PSSNSC deblurring network to some degrees, while parameter sharing and multi-scale structure are not used, and all of the DenseBlocks were 64-channel. The results are shown in Table 3.3. The proposed method has better performance than DenseNet Deblur, even though DenseNet Deblur had a much larger size. This shows that the proposed method can achieve better performance and reduce the complexity of the model. Secondly, network is tested with normalization layers. To this end, the dilated convolution structure in Fig. 3.6 (b) is used, which was also the dilated convolution block used in GCANet [55]. The results are shown in Table 3.3. The network performed better when normalization layers were removed. In addition, deblurring networks based on dilated convolution with normalization layers were also better than DenseNet Deblur, indicating that the adoption of dilated structure itself improved the model. In conclusion, dilated convolution is an effective and efficient approach for image deblurring and removing instance normalization is an effective modification toward dilated convolution blocks in deblurring.

Loss function was another task that should be further examined. In the previous section, it is pointed out that multi loss function can better help the training of network rather than using single one. This section also gives further comparisons of different loss functions. The experiments on loss function were based on the network structure in Fig. 3.7. First of all, MSE loss is used only, and the results are shown in Table 3.3, denoted
as *Ours with MSE loss*. DC-Deblur model based on $l_1$ loss only and MS-SSIM loss only are also tested. Their results are also shown in Table 3.3, denoted as *Ours with $l_1$ loss* and *Ours with MS-SSIM loss*, respectively. The training process is shown in Fig. 3.8. Based on these experiments, the MS-SSIM only training had the worst performance, which conforms with the result in [100]. The network trained by $l_1$ loss only was slightly worse than that of MSE loss only, this is different with the result of [100], mainly because of the difference between image deblurring and super-resolution. And it is obviously that the proposed method with combined loss had the best performance. In Fig. 3.8, the speed of convergence of $l_1$ loss was slightly faster, but the final result was nearly the same as that of MSE loss. And the curve of MS-SSIM loss was obviously higher than others, especially after 500 epochs. However, based on the experiments, the loss function combined with MSE, $l_1$ and MS-SSIM gave better overall ability.

### 3.6 Conclusions

This chapter have introduced a new learning-based model, termed as MixNet by integrating the DenseNet and Inception-v4 mechanisms. The MixNet uses Inception-A to increase the channels of feature maps and receptive fields while maintaining reasonable complexity, so that the network is simple and easy to implement. Experiments on various benchmark datasets show the advantage of the proposed approach in dealing with single image deblurring. Performances of the proposed MixNet markedly exceed that of the state-of-the-art methods in a range of image quality measures.

In this chapter, a novel image deblurring network termed as DC-Deblur is proposed. The network is based on a dilated convolution structure, which is able to increase the reception field without incurring additional parameters. The requirement of large reception field is unavoidable for image deblurring due to the ill-posed nature of deblurring and possible large blur kernels. DC-Deblur can reduce the number of parameters, making the network efficient. This work further improves the network
performance by combining $l_1$ loss, MS-SSIM loss and MSE loss. Experiments and quantitative and qualitative evaluations indicate that the proposed method outperforms the state-of-the-art models, in both performance and speed.
Chapter 4

4 Graph Neural Networks on Image Restoration

4.1 Introduction

Graph convolutional networks (GCNs) have recently been shown outstanding ability in dealing with data of non-Euclidean structures, such as point clouds and graphs. Recently they have gained much increased attention in the signal/image processing and machine learning communities. Many existing applications of GCNs have focused on graph data or data exhibiting graph structures, such as social networks [115, 116], physical systems [117], and knowledge graphs [118].

The main advantage of graph networks is to express dissemination among information and interaction of data; hence GCNs are powerful tools to represent the intra-relationship of input data. In [119], GCN was used in classification to describe relationships between multiple labels. In this case, the original data was not graph-structured (i.e., images in the Euclidean space), while high-level features were abstracted and further processed by knowledge graphs. Similar work can be also seen in [120]. GCN
in image classification is often applied on the result of encoder, as indicated in Fig. 4.1 (a), and the existing research suggests that GCN works well on these encoded data. Such applications are based on high-level semantics. By comparing network structures of classification and image restoration, it can be reasonably argued that semantic relationships should also exist in low-level features, for instance, intermediate feature maps in the convolutional neural networks (CNNs). This chapter, explores the use of GCNs in an encoder-decoder structure, as illustrated in Fig. 4.1 (b).

Figure 4.1: Comparison of GCN in classification and the encoder–decoder structure.

In the forward process of a CNN, features produced by the convolutions may be used to infer their topological relationships. Some features may be more important and subsequent layers may depend more on these key features. These topological relationships can be described by graph networks. Therefore, a GCN-based encoder-decoder network is proposed to exploit such relationships among features. For efficiency, this work first produces an artificially constructed graph structure and then fit features into the graph, followed by their corresponding weight updating. By doing this, the features extracted contain certain structural relationships useful to many image restoration tasks such as
deblurring and super-resolution. To our best knowledge, there is no similar approach before. Such use of GCNs also broadens the application of GCNs.

The proposed network adds graph convolutions by converting feature maps to vertexes of a pre-generated graph to extract topological structures of the features. By doing this, this work inexplicitly applies graph Laplacian regularization to the feature maps, making them more structured. Furthermore, residual learning is used to moderately deepen the graph network in order to increase performance. The experiments show that GCN in the feature space can significantly improve the performance in the task of image restoration (we use image deblurring and super-resolution as examples).

4.2 Related Work

4.2.1 Graph Convolutional Networks

From the perspective of aggregator, GCNs can be divided into spectral-based and spatial-based. Authors in [121] firstly developed graph convolutions based on spectral graph theory using the Fourier basis of a given graph in the spectral domain. Many extensions subsequently apply extensions, improvements and approximations on spectral-based GCNs [116,122]. Spatial-based GCNs [116,123] directly define graph convolution operations on the graph by operating on spatially close neighbours.

In the recent rapid and fruitful development of GCNs, most methods employed shallow GCNs. Some attempted different ways of training deeper GCNs [115,124]. However, these networks are limited to 10 layers in depth before performance degrades. Inspired by the benefit of training deep CNN-based networks [25], DeepGCNs [125] proposed to train a very deep GCN (56 layers) by adapting residual/dense connections (ResGCN/DenseGCN) to GCN.
4.2.2 Graph Networks on computer vision

GCN has been wildly used in computer vision. Yan et al. [126] use GCN on human body skeletons by automatically learning both the spatial and temporal patterns. Yang et al. [127] proposed Graph R-CNN with a relation proposal Network and an attentional Graph Convolutional Network. Johnson et al. [128] generating images from scene graphs, enabling explicitly reasoning about objects and their relationships. Wang et al. [129] developed EdgeConv which acts on graphs dynamically computed in each layer of the network. Qi et al. [130] used graph network in detecting and recognizing human-object interactions. Guo et al. [131] focused on fewshot 3D Action Recognition by leveraging the inherent structure of 3D data through a graphical representation. Narasimhan et al. [132] develop an entity graph and use a graph convolutional network to ‘reason’ about the correct answer by jointly considering all entities for factual visual question answering. However, GCN in image restoration has not been studied.

4.3 Proposed GCN Based Deblurring

4.3.1 Overall Scheme

The overall scheme is shown in Fig. 4.3. Since graph convolutions are used on features of a CNN, one of the difficulties is the conversion between feature maps and graph nodes, i.e., basic units of a graph. Usually, the implementation of graph convolution is based on adjacency matrix and degree matrix of a given graph, thus the data structure in training a deblurring or super-resolution network need to fit in those matrix operations. In addition, using too many filters to convolve can lead to much increased dimensions and computational complexity. For instance, using 3 filters to convolve a 2D grey-scale image can produce a 3-dimensional matrix. To deal with these problems, a new method is proposed, given in Algorithm 1. Consider an input $X$, by converting dimension $C$ to the graph, yielding a new dimension $F$, the data can appear in $C \times F$ structure with
each element a feature map for left multiplication, and is the same as the mathematical form given in [116].

![Graphs with different mean node degrees](image)

**Figure 4.2:** The adopted graph with different mean node degrees, which are 2, 4, and 6 respectively.

### 4.3.2 Graph Structure

Graph structure is important in GCNs. However, it can be found that using any suitable structure from natural laws and adding graph convolutions can help improve the CNN performance in image restoration. Generating the graph structures at each iteration during training can be extremely computationally intensive and may not produce stable results. This work proposed to use a pre-generated graph structure throughout to alleviate the burden of generating graphs dynamically. With a pre-generated graph, transforming conventional convolutions to graph convolutions incurs little extra cost. Here, the Watts–Strogatz (WS) model [133], which is a random generated graph that has small-world network properties such as clustering and short average path length, is used. For a small-world graph, the average minimum path length is usually small and produces some hub nodes, to reflect importance of the features. The proposed method generates the graph based on number of features. For instance, for a 96-channel feature map, the graph has 96 nodes. Although the proposed method randomly creates the graph for training, different
random graphs would not result in marked differences [134] in graph properties, which is mainly determined by degree centrality [135], which is defined as the number of links upon a node.

![Proposed method converts feature maps from CNN into a graph, treating each channel as an identity or node and connecting them by a pre-defined adjacency matrix. The output layer of GCN is converted back to feature maps.](image)

**Figure 4.3:** Proposed method converts feature maps from CNN into a graph, treating each channel as an identity or node and connecting them by a pre-defined adjacency matrix. The output layer of GCN is converted back to feature maps.

Specifically, the core properties of a graph are determined by the degree of the graph. The average degree of a set of random graphs of same number of nodes becomes stable when the number increases. There are some nodes that are more significant than others, thus the weights of CNN will adapt to the graph structure when training with a new graph. The order of nodes does not affect much the network performance. Exemplar graphs of different average degrees are illustrated in Fig. 4.2.

### 4.3.3 Aggregator and Updater

For GCN, propagation contains aggregators to obtain hidden states of nodes. Various GCNs utilise different aggregators to gather information from each node’s neighbours and
specific updaters to update nodes’ weights. Kipf et al. [116] developed an aggregator for spectral GCNs. Consider an undirected graph $\mathcal{G}$, the aggregator is given as

$$ T = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} X $$  \hspace{1cm} (4.1)$$

Where $\tilde{A} = A + I_N$ denotes the adjacency matrix of the graph $\mathcal{G}$ with added self-connections produced by identity matrix $I_N$. $N$ is the number of nodes. $T$ is the aggregator. Based on the renormalisation trick proposed in [116], $I_N + D^{-\frac{1}{2}} A D^{-\frac{1}{2}} \rightarrow D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}}$, where $D$ is the degree matrix. From [116,136]

$$ X^{l+1} = T^l \theta^l $$  \hspace{1cm} (4.2)$$

where $\theta^l \in \mathbb{R}^{C \times F}$ is a matrix of graph convolution (GC) filter parameters of $C$ input channels and $F$ filters in the $l^{th}$ GC layer, $T^l$ is the aggregator of the $l^{th}$ layer, $X^{l+1}$ is the convolved output after the $l^{th}$ layer. Thus,

$$ GraphConv(X) = \tilde{D}^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}} X \theta $$  \hspace{1cm} (4.3)$$

as a representation of the graph convolution used in the proposed network.

To further improve the performance, also consider ResGCN [125] to make the network deeper. As being analysed in [125,137], deepening the network is useful. It is reasonable that such conclusion can be also applied in GCNs. Compared with [125], the proposed network faces to a fresh challenge with pre-generated graph, and the aggregator will be different from the original ResGCN. Thus, the proposed method removed normalization and limited the number of ResGCN blocks within 10 to avoid computational complexity. Based on Eq. 4.2, the ResGCN block used in this paper can be given as

$$ X^{out} = GraphConv(\alpha(GraphConv(X^{in}))) $$  \hspace{1cm} (4.4)$$

where $\alpha(\cdot)$ denotes the activation function, e.g., ReLU. In this chapter, the influence of different number of ResGCN blocks is compared and analysed in the experiments.
4.4 Experiments and Results

Graph convolutions are adopted in the residual blocks (ResBlocks) in the proposed network for deblurring and term it as Graph Convolution ResNet (GCRResNet), which is shown in Fig.4.4. Normalization layers are removed based on the analysis of [24]. The network is based on an encoder-decoder structure with residual link from the import of the network to the last convolution layer. 18 ResBlocks are used in encoder and 18 ResBlocks in decoder. Graph convolution layers are adopted between encoder and decoder. MSE loss is used, as it is the most suitable loss function and widely used in image deblurring. We also do experiments on super-resolution.

4.4.1 Implementation

Implementation of the proposed method consists of production of a graph network and training the network. We used MATLAB [138] to produce the WS graph with $\rho = 0.9$ (slightly different values would not result in significant differences).
We implemented the proposed network by PyTorch [107] on a NVIDIA Tesla P100 GPU. During training, we randomly cropped a $256 \times 256$ region from a blurred image and used it and its ground truth image at the same location as the training input. The batch size was set to 12. All weights were initialized by the Xavier method [108], and biases were initialized to zero. The network was optimized by using the Adam [109] with default setting $\beta_1 = 0.9$, $\beta_2 = 0.999$ and $\epsilon = 10^{-8}$. The learning rate was initially set to 0.0001 and linearly decayed to 0.

### 4.4.2 Datasets

Deblurring datasets which have been introduced in chapter 3 is used in these experiments. In addition, super-resolution datasets are also used here.

**Set 5 / Set 14**: The Set5 dataset [139] is a dataset consisting of 5 images (“baby”, “bird”, “butterfly”, “head”, “woman”) commonly used for testing performance of Image Super-Resolution models. The Set14 dataset [140] is a dataset consisting of 14 images commonly used for testing performance of Image Super-Resolution models.

**Urban100**: The Urban100 dataset [141] contains 100 images of urban scenes. It commonly used as a test set to evaluate the performance of super-resolution models.

**B100**: BSD [142] is a dataset used frequently for image denoising and super-resolution. Of the sub datasets, BSD100 is a classical image dataset having 100 test images proposed by Martin et al. The dataset is composed of a large variety of images ranging from natural images to object-specific such as plants, people, food etc. BSD100 is the testing set of the Berkeley segmentation dataset BSD300.

**DIV2K**: The DIV2K dataset [143] is divided into train data and test data. Train data starts from 800 high-definition high-resolution images corresponding low-resolution images and provide both high- and low-resolution images for 2, 3, and 4 downscaling factors. In validation data, 100 high-definition high resolution images are used for
generating low resolution corresponding images, the low res are provided from the beginning of the challenge and are meant for the participants to get online feedback from the validation server; the high-resolution images will be released when the final phase of the challenge starts. In test data, 100 diverse images are used to generate low resolution corresponding images; the participants will receive the low-resolution images when the final evaluation phase starts, and the results will be announced after the challenge is over and the winners are decided.

In this chapter, DIV2K dataset is used to train the super-resolution network.

### 4.4.3 Results and Ablation Study

![Figure 4.4: Structure of proposed network for image deblurring. The red lines denote skip connections.](image)

This section evaluated the GCResNet on the GoPro dataset [23] and HIDE dataset [112]. Peak Signal-to-Noise Ratio (PSNR), Structural SIMilarity (SSIM) and Feature SIMilarity (FSIM) index are used for image quality assessment. The proposed network was compared with the mainstream methods: DeepDeblur [23], SRN-Deblur [24], PSS-NSC [25], DeblurGANv2 [29] and SVRNN [26]. Results are shown in Table. 4.1 and Table. 4.2. The proposed method has the best performance. A visual comparison is shown in Fig. 4.5, indicating that GCResNet has restored clearer and sharper details.
Figure 4.5: Visual comparison of image deblurring on GoPro, with DeblurGAN-v2 [29], SRN [24], PSS-NSC [25], and DSHMN [27]. GCResNet produced clearer details especially on person’s hair and stripes on the shutter door.

Figure 4.6: Visual comparison of image super-resolution on Urban100, with RDN [144], DBPN [145], and EDSR [57].

This section conducted an ablation study on the GCN structure, to show differences between different sets of GC layers. Results are shown in Fig. 4.7. When keeping the number of ResGCN blocks and enlarged the average degree, the performance would decrease for $degree > 4$. Note that the average degree cannot be odd number [133]. Such phenomenon might be due to too sparse or too dense connections, and the graph on $degree = 4$ showed the best topological properties. The performance of $degree = 2$ was slightly better than that of $degree = 4$. It can be implied that the performance would be close to the network without GCN when the average degree kept increasing, because too many connections would make GC meaningless on information. When keeping $degree = 4$ and increased the number of ResGCN blocks, the performance kept increasing while the growth rate decreased with too many blocks. The network
without ResGCN had the worst performance. In addition, performance could be improved by using more features, but that would also lead to heavier network in CNN. Consider the limit of memory, network with 128 features and degree of 4 showed the best-balanced performance. This work used 5 ResGCN blocks in the GCRResNet.

Figure 4.7: Comparison of different network settings in image deblurring. Degree=4 achieved the best results with other settings remained the same. Degree = 2 was better than degree = 6, for degree = 6 was too dense so that the advantage of graph convolution could not be produced and hence the poor improvement. Deeper networks showed better performance, but too many residual blocks would not bring further improvement.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>PSNR</th>
<th>SSIM</th>
<th>FSIM</th>
<th>IFC</th>
<th>VIF</th>
<th>RunTime(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeepDeblur [23]</td>
<td>29.08</td>
<td>0.9135</td>
<td>0.9633</td>
<td>3.2916</td>
<td>0.9955</td>
<td>3.09</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>30.26</td>
<td>0.9432</td>
<td>0.9653</td>
<td>3.0750</td>
<td>0.9878</td>
<td>0.86</td>
</tr>
<tr>
<td>PSS-NSC [25]</td>
<td>30.92</td>
<td>0.9421</td>
<td>0.9756</td>
<td>3.4136</td>
<td>0.9914</td>
<td>0.68</td>
</tr>
<tr>
<td>DeblurGAN [28]</td>
<td>28.70</td>
<td>0.9580</td>
<td>0.9688</td>
<td>3.1124</td>
<td>0.9732</td>
<td>0.85</td>
</tr>
<tr>
<td>SVRNN [26]</td>
<td>29.19</td>
<td>0.9306</td>
<td>0.9446</td>
<td>2.8934</td>
<td>0.9822</td>
<td>1.40</td>
</tr>
<tr>
<td>DSHMN [27]</td>
<td>31.50</td>
<td>0.9483</td>
<td>0.9742</td>
<td>3.2697</td>
<td>0.9915</td>
<td>0.552</td>
</tr>
<tr>
<td>GCResNet</td>
<td><strong>32.64</strong></td>
<td><strong>0.9580</strong></td>
<td><strong>0.9802</strong></td>
<td><strong>3.6804</strong></td>
<td><strong>0.9987</strong></td>
<td><strong>0.54</strong></td>
</tr>
</tbody>
</table>

Table 4.2 Test results of GCResNet on HIDE dataset.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>HIDE I</th>
<th>HIDE II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>DeepDeblur [23]</td>
<td>29.08</td>
<td>0.9135</td>
</tr>
<tr>
<td>SRN [24]</td>
<td>30.26</td>
<td>0.9432</td>
</tr>
<tr>
<td>PSS-NSC [25]</td>
<td>30.92</td>
<td>0.9421</td>
</tr>
<tr>
<td>DeblurGAN [28]</td>
<td>28.70</td>
<td>0.9580</td>
</tr>
<tr>
<td>SVRNN [26]</td>
<td>29.19</td>
<td>0.9306</td>
</tr>
<tr>
<td>DSHMN [27]</td>
<td>31.50</td>
<td>0.9483</td>
</tr>
<tr>
<td>GCResNet</td>
<td><strong>30.04</strong></td>
<td><strong>0.9240</strong></td>
</tr>
<tr>
<td>Algorithm</td>
<td>Scale</td>
<td>Set5</td>
</tr>
<tr>
<td>------------</td>
<td>-------</td>
<td>--------------</td>
</tr>
<tr>
<td>SRCNN [56]</td>
<td>× 2</td>
<td>36.66 / 0.9542</td>
</tr>
<tr>
<td>FSRCNN [146]</td>
<td>× 2</td>
<td>37.05 / 0.9560</td>
</tr>
<tr>
<td>VDSR [147]</td>
<td>× 2</td>
<td>37.53 / 0.9590</td>
</tr>
<tr>
<td>RDN [144]</td>
<td>× 2</td>
<td>38.24 / 0.9614</td>
</tr>
<tr>
<td>DBPN [145]</td>
<td>× 2</td>
<td>38.09 / 0.9600</td>
</tr>
<tr>
<td>EDSR [57]</td>
<td>× 2</td>
<td>38.11 / 0.9602</td>
</tr>
<tr>
<td>GCEDSR</td>
<td>× 2</td>
<td>38.29 / 0.9615</td>
</tr>
<tr>
<td>SRCNN [56]</td>
<td>× 4</td>
<td>30.48 / 0.8628</td>
</tr>
<tr>
<td>FSRCNN [146]</td>
<td>× 4</td>
<td>30.72 / 0.8660</td>
</tr>
<tr>
<td>VDSR [147]</td>
<td>× 4</td>
<td>31.35 / 0.8830</td>
</tr>
<tr>
<td>RDN [144]</td>
<td>× 4</td>
<td>32.47 / 0.8990</td>
</tr>
<tr>
<td>DBPN [145]</td>
<td>× 4</td>
<td>32.47 / 0.8980</td>
</tr>
<tr>
<td>EDSR [57]</td>
<td>× 4</td>
<td>32.46 / 0.8968</td>
</tr>
<tr>
<td>GCEDSR</td>
<td>× 4</td>
<td>32.61 / 0.9001</td>
</tr>
<tr>
<td>SRCNN [56]</td>
<td>× 8</td>
<td>25.33 / 0.6900</td>
</tr>
<tr>
<td>FSRCNN [146]</td>
<td>× 8</td>
<td>20.13 / 0.5520</td>
</tr>
<tr>
<td>VDSR [147]</td>
<td>× 8</td>
<td>25.93 / 0.7240</td>
</tr>
<tr>
<td>DBPN [145]</td>
<td>× 8</td>
<td>27.21 / 0.7840</td>
</tr>
<tr>
<td>EDSR [57]</td>
<td>× 8</td>
<td>26.96 / 0.7762</td>
</tr>
<tr>
<td>GCEDSR</td>
<td>× 8</td>
<td>27.39 / 0.7876</td>
</tr>
</tbody>
</table>
The network for super-resolution consists of graph convolutions with the EDSR [35], thus it is named as Graph Convolution EDSR (GCEDSR). Graph convolution is adopted after 8 Resblocks, and then followed by another 8 Resblocks until the final SR image produced. 5 ResGCN blocks is used and $degree = 2$, based on the ablation study on deblurring. For a fair comparison, other settings in the EDSR are not changed, except for adding graph convolutions. All the convolution layers had 256 channels.

$l_1$ loss is used as the loss function, as it is the most suitable loss function and widely used in single image super-resolution [56,57].

Quantitative results are demonstrated in Table 4.3 and qualitative results in Fig. 4.6. One can observe from Fig. 4.6 that the proposed network outperforms the previous methods at $\times 4$ super-resolution levels. More results can be seen in Appendix A.

4.5 Conclusions

A new convolutional neural network for image deblurring and super-resolution is proposed by adapting graph network in CNNs. While existing graph neural networks are for image classification, the proposed network explore graph structures in the feature maps of CNNs for effective image restoration. Experiments demonstrate that such adaptation with a predefined graph structure can achieve improved performance in image restoration with little added computational costs. Exploring topological relationships among feature maps is beneficial to many images processing tasks.
Chapter 5

5 Conclusions and Future Work

This research explores deep learning based image deconvolution, especially image deblurring, in order to provide efficient and sharp restoration of real-world blurred images. The research work focused on the network structure and learning strategy. Summary of each work has been provided in the relevant chapters. In this chapter, a brief outline is given, which is not only a survey of the aforementioned work, but also a view of future research. Firstly, a discussion is given on the network structure and the potential of GCN based image inverse problems.
5.1 Discussion

5.1.1 Network Backbone and Framework

This thesis gives research on different network backbones on image deblurring. Network backbone including ResNet, DenseNet, Inception, etc. According to the experiments in chapter 3 and chapter 4, Resnet is an important network backbone. However, original ResNet in [46] is not suitable for image restoration. The data structure for image restoration, which is an image-to-image transformation, is different with classification and detection in computer vision. Modification is done on Resnet to make it reasonable for image restoration. In addition, pretrain model is not used directly in training, mainly because that the pretrain model is trained on general computer vision dataset (e.g., ImageNet), which is not very suitable for low-level vision and image processing. DenseNet often leads to good results but leads to more training time. Inception network can produce better results but also cost much more computational resources.

For network framework, FPN and multi-scale structure attracts lots of attention. FPN is not reasonable for image restoration because the decoder part is so simple. Multi-scale is the most important framework in image deblurring, as it has also been used recently in [72] and achieved very good performance. However, consider the application scene, multi-scale structure often costs more time.

Different backbones and frameworks can lead to different computational complexity. Here, to know the complexity of the three proposed method, we compare the proposed methods by floating point operations (FLOPs), as shown in Table 5.1.
Table 5.1: Comparison of computational complexity of three proposed methods. GFLOPs index is used to evaluate the complexity.

<table>
<thead>
<tr>
<th>Method</th>
<th>PSNR on GoPro dataset</th>
<th>GFLOPs</th>
</tr>
</thead>
<tbody>
<tr>
<td>MixNet</td>
<td>32.21</td>
<td>7.76</td>
</tr>
<tr>
<td>DC-Deblur</td>
<td>31.27</td>
<td>1.96</td>
</tr>
<tr>
<td>GCResNet</td>
<td>32.64</td>
<td>3.57</td>
</tr>
</tbody>
</table>

In Table 5.1, although DC-Deblur has a lower PSNR compared with MixNet on GoPro dataset, the cost of floating point operations is highly reduced by dilated convolution. GCResNet has acceptable complexity while the highest PSNR, which shows the value and performance of graph neural networks.

5.1.2 The Potential of GCN

In this subsection, the potential of GCN is analysed. First, the relationship between GCN and Laplacian Regularization / channel attention is given first.

*With Laplacian Regularization:* In the proposed GCN, feature maps of the encoder are first placed onto a graph structure. Then in the GC layers, these features, now nodes, further undergo graph convolutions. These GC layers implicitly apply graph Laplacian regularization [125], to the resulting feature maps, $X \Theta$, of the encoder. The proposed approach combines the efficacy of CNNs in feature extraction and effectiveness of GNNs for constraining feature relationships. With a predefined graph structure, the method is also extremely efficient.

*With Channel Attention:* The proposed method can be regarded as an expansion of channel attention mechanism. Consider a simple example: for a network that only connects all nodes to 8 special nodes respectively. Hence the graph convolution in the proposed method is similar with channel-wise attention focused on these 8 channels, which has a similar structure in [58]. The graph which is used in the thesis is small-world
graph, with small average path length, thus key nodes can extract information from other vertices within few GC layers.

According to the review in section 4.2, GCN is mainly used in human backbone, 3D point cloud, and object detection. These tasks have obvious topological structure, thus the adoption of graph neural network is reasonable. However, for image restoration, graph structure has not yet been fully explored. As analysed above, graph structure can process the relation of different features. Such inner relationships are of great research value. In addition, the vertex of graph should not be limited to features. Many other data can be considered as a node in a graph, for instance, a group of features, and a part of input image. Graph structure can also be considered to estimated blur kernels, especially non-uniform blur kernels.

5.2 Conclusions

Blind image deblurring is a challenging task in image processing and computer vision and a great deal of progress has been made recently. In this thesis, three novel image deblurring networks are proposed, which are MixNet, DC-Deblur, and GCResNet. The MixNet uses Inception-A to increase the channels of feature maps and receptive fields while maintaining reasonable complexity, so that the network is simple and easy to implement. Extensive experiments on various benchmark datasets and real-world images show the advantage of the proposed approach in dealing with single image deblurring. Performances of the proposed MixNet match or exceed markedly that of the state-of-the-art methods in a range of image quality measures. Tests on real-world blurry images also show the advantages of the proposed method.

DC-Deblur is based on a dilated convolution structure, which is able to increase the reception field without incurring additional parameters. The requirement of large reception field is unavoidable for image deblurring due to its ill-posed nature and possible large blur kernels. DC-Deblur can reduce the number of parameters and make the network
efficient. This work further improves the network performance by combining $l_1$ loss, MS-SSIM loss and MSE loss. Experiments and quantitative and qualitative evaluations indicate that the proposed method outperforms state-of-the-art models, in both performance and speed.

GCRResNet is introduced in chapter 4 for image deblurring and super-resolution by adapting graph network in CNNs. While existing graph neural networks are for image classification, the proposed network explore graph structures in the feature maps of CNNs for effective image restoration. Experiments demonstrate that such adaptation with a predefined graph structure can achieve improved performance in image restoration with little added computational costs. Exploring topological relationships among feature maps is beneficial to many image processing tasks.

5.3 Future Work

This research focuses on the network structure of learning-based image deblurring. However, learning strategy is also important. Here, three possible research direction are listed for future work.

5.3.1 Model Compression and Performance of Algorithm

One of the challenges of image deblurring based on deep learning facing today is how to turn a large model into a small model that can be used on a variety of mobile devices. For image deblurring, neural network should be easy to train and have simple structure.
5.3.2 Better Dataset and Learning from Unlabeled Data

For image deblurring, datasets are critical to the effectiveness of training. Porav et al. [148] used a stereo dataset recorded using a system that allows one lens to be affected by real water droplets while keeping the other clear. If a fast lens and a time-lapse lens are used, suitable dataset for deblurring can be achieved. In [28], authors proposed a novel method for synthetic motion blurred images to allow realistic dataset augmentation. Aittala et al. [149] train the network with richly varied synthetic data, so that the framework can be used in both camera-shaking and noising. [74] proposed a novel self-supervised meta-auxiliary learning which enables internal training within a test image from scratch, while not fully rely on large external datasets. Reinforcement learning method is also considerable in deblurring, if a function that can judge the degree of blur is available, I can use reinforcement learning to convert a blurred image to the sharpest state.

5.3.3 Transfer Learning in image deblurring

Transfer Learning [150] is another angle of deblurring model generalization ability. For a real blurred image, blur may come from many aspects, such as out of focus, noise, low illumination, etc. A practical deblurring algorithm needs to be able to process images with multiple sources of blur at the same time. If there is only defocus or motion-blur in a data set, what kind of neural network can present a best result when Gaussian blur or low illumination is included in the actual scene? It is undeniable that this is a relatively difficult problem to solve, but it is very important for the development and application of image deblurring - the blurring of actual images is often unpredictable.
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Appendix A  Super-resolution Results of GCEDSR

Figure A.1 Testing results of Urban100_002 on single image super resolution.

Figure A.2 Testing results of Urban100_008 on single image super resolution.

Figure A.3 Testing results of Urban100_011 on single image super resolution.
Figure A.4 Testing results of Urban100_012 on single image super resolution.

Figure A.5 Testing results of Urban100_017 on single image super resolution.

Figure A.6 Testing results of Urban100_044 on single image super resolution.
Figure A.7 Testing results of Urban100_046 on single image super resolution.

Figure A.8 Testing results of Urban100_047 on single image super resolution.

Figure A.9 Testing results of Urban100_049 on single image super resolution.

Figure A.10 Testing results of Urban100_085 on single image super resolution.
## Appendix B    Network Structure

Table B.1 Main network hyper-parameters of our proposed MixNet. All encoders and decoders are DenseBlocks. Inception network is added between encoder3_3 and decoder3_2. The structure of Inception network is not given in this table.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Structure</th>
<th>In_channels</th>
<th>Out_channels</th>
<th>Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encoder1_1</td>
<td>Conv. Layer</td>
<td>3</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Encoder1_2</td>
<td>DenseBlocks</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Encoder1_3</td>
<td>DenseBlocks</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Encoder2_1</td>
<td>Down-sample</td>
<td>32</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Encoder2_2</td>
<td>DenseBlocks</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Encoder2_3</td>
<td>DenseBlocks</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Encoder3_1</td>
<td>Down-sample</td>
<td>64</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Encoder3_2</td>
<td>DenseBlocks</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Encoder3_3</td>
<td>DenseBlocks</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Inception</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decoder3_2</td>
<td>DenseBlocks</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Decoder3_1</td>
<td>DenseBlocks</td>
<td>128</td>
<td>96</td>
<td>3</td>
</tr>
<tr>
<td>Decoder2_3</td>
<td>Up-sample</td>
<td>96</td>
<td>64</td>
<td>4</td>
</tr>
<tr>
<td>Decoder2_2</td>
<td>DenseBlocks</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Decoder2_1</td>
<td>DenseBlocks</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Decoder1_3</td>
<td>Up-sample</td>
<td>64</td>
<td>32</td>
<td>4</td>
</tr>
<tr>
<td>Decoder1_2</td>
<td>DenseBlocks</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Decoder1_1</td>
<td>DenseBlocks</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Inp_pred</td>
<td>Conv. Layer</td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Table B.2 Structure of our proposed DC-Deblur network. SDBlcok denotes smooth dilated residual block.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Structure</th>
<th>In_channels</th>
<th>Out_channels</th>
<th>Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>Conv. Layer</td>
<td>3</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Ebody1_1</td>
<td>DenseBlock</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Ebody1_2</td>
<td>DenseBlock</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Ebody1_3</td>
<td>Down-sample</td>
<td>32</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_1</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_2</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_3</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_4</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_5</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_6</td>
<td>SDBlcok</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Ebody2_7</td>
<td>ResNet</td>
<td>64</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>Gated Fusion</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dbody4</td>
<td>Up-ample</td>
<td>64</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Dbody3</td>
<td>DenseBlock</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Dbody2</td>
<td>DenseBlock</td>
<td>32</td>
<td>32</td>
<td>3</td>
</tr>
<tr>
<td>Dbody1</td>
<td>Conv. Layer</td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Table B.3 Structure of the encoder and decoder of our proposed GCResNet. Graph network is added between enc_3 and dec_3.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Structure</th>
<th>In_channels</th>
<th>Out_channels</th>
<th>Kernel size</th>
</tr>
</thead>
<tbody>
<tr>
<td>m_head</td>
<td>Conv. Layer</td>
<td>3</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Encoder1</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Downsample1</td>
<td>Down-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Encoder2</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Downsample2</td>
<td>Down-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Encoder3</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Downsample3</td>
<td>Down-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Upsample_graph</td>
<td>Up-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Decoder3</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Upsample2</td>
<td>Up-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Decoder2</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Upsample1</td>
<td>Up-sample</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>Decoder1</td>
<td>ResBlock × n</td>
<td>128</td>
<td>128</td>
<td>3</td>
</tr>
<tr>
<td>m_tail</td>
<td>Conv. Layer</td>
<td>128</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
Appendix C  WS-GAN

Training of the vanilla version of GAN suffers from many problems such as mode collapse and vanishing gradients etc., as described in [151]. Minimizing the value function in GAN is equal to minimizing the Jensen-Shannon (JS) divergence between the data and model distributions on Arjovsky et al. [151] discussed the difficulties in GAN training caused by JS-divergence approximation and proposed to use the Earth-Mover (also called Wasserstein-1) distance $W(q,p)$. The value function for Wasserstein-GAN is constructed using the Kantorovich-Rubinstein duality [6]:

$$\min_G \min_{D \in D} E_{a \sim P_r} [D(a)] + E_{\tilde{a} \sim P_g} [D(\tilde{a})]. \quad (D.2)$$

Where $D$ is the set of 1-Lipschitz functions and $P_g$ is once again the model distribution. The idea here is that critic value approximates $K \times W(P_r, P_\theta)$, where $K$ is a Lipschitz constant and $W(P_r, P_\theta)$ is a Wasserstein distance. In this setting, the discriminator network is called critic and it approximates the distance between the samples. To enforce Lipschitz constraint in WGAN, Arjovsky et al. [151] added weight clipping to $[-c, c]$. Gulrajani et al. proposed to add a gradient penalty term to the value function as an alternative way to enforce the Lipschitz constraint instead:

$$\lambda \mathbb{E}_{\tilde{a} \sim P_a} [(\|\nabla \tilde{a}D(\tilde{a})\|_2 - 1)^2] \quad (D.3)$$

This approach is robust to the choice of generator architecture and requires almost no hyper-parameter tuning. This is crucial for image deblurring as it allows to use novel light weight architectures in contrast to the standard Deep ResNet architectures, previously used for image deblurring.