Performance-Aware Interconnect Delay Insertion Against EM Side-Channel Attacks

Document Version
Accepted author manuscript

Link to publication record in Manchester Research Explorer

Citation for published version (APA):

Citing this paper
Please note that where the full-text provided on Manchester Research Explorer is the Author Accepted Manuscript or Proof version this may differ from the final Published version. If citing, it is advised that you check and use the publisher's definitive version.

General rights
Copyright and moral rights for the publications made accessible in the Research Explorer are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

Takedown policy
If you believe that this document breaches copyright please refer to the University of Manchester’s Takedown Procedures [http://man.ac.uk/04Y6Bo] or contact uml.scholarlycommunications@manchester.ac.uk providing relevant details, so we can investigate your claim.
Performance-Aware Interconnect Delay Insertion Against EM Side-Channel Attacks

Minmin Jiang∗ and Vasilis F. Pavlidis†
Advanced Processor Technologies group, Department of Computer Science, University of Manchester
Email: ∗minmin.jiang@manchester.ac.uk, †vasileios.pavlidis@manchester.ac.uk

Abstract—Random Delay Insertion (RDI) has been shown to be an effective countermeasure to side-channel attacks (SCAs) on on-chip power networks. RDI effectively reduces the correlation between the power dissipation and the processed data. However, random delay insertion can degrade circuit performance. Considering the theoretical benefits of delay insertion, this paper proposes a novel methodology that adds delay to interconnect buses to mitigate electromagnetic (EM) SCAs without degrading bus latency. The methodology comprises an efficient delay insertion scheme that hinders electromagnetic attacks, where the delay is inserted into the boundary lines of the bus. As the worst-case bus latency is determined by the lines that drive the maximum cross-coupling capacitance, inserting delay at the boundary lines does not affect the circuit performance as these lines always drive a lower capacitance. The inserted delay improves the security strength of the bus to EM attacks due to the reduction of the correlation between EM emissions and transmitted data, making the methodology effective and directly applicable with negligible overhead. The technique is applied to interposer based off-chip memory buses due to the increasing adoption of 2.5-D integrated systems (although the method is effectively applicable to any interconnect bus). Simulation results show that the technique decreases SNR below 1, which makes EM attacks unsuccessful, and do not increase the (worst-case) bus latency, sustaining the overall circuit performance. Consequently, the proposed method provides a superior EM SCA mitigation method compared to the state-of-the-art. Indeed, theoretical analysis and simulation results demonstrate that the new technique can offer the same level of protection against SCAs with better performance than other hardware RDI countermeasures.

Index Terms—interconnection, delay insertion, crosstalk, coupling capacitance, electromagnetic emission, side-channel attack

I. INTRODUCTION

Advanced embedded systems, such as smart cards often use cryptographic algorithms to protect their data. Although software algorithms can provide high security to the sensitive data, the side channels of the systems allow the attackers to measure the voltage fluctuations, power consumption, temperature, timing or EM emissions and compromise the system [1]. Side-channel attacks (SCAs) can exploit the measured information and recover the key at low cost [2]. Among these side-channel attacks, correlation power attack (CPA) is one of the most powerful and efficient attack methods. Countermeasures against CPA at circuit level can be classified into two categories [3]: 1) flattening the power consumed within critical clock cycles; 2) randomizing the processing power to reduce the correlation between the processed data and the consumed power. RDI is an effective technique against CPA which belongs to the latter category [3].

RDI countermeasures have been utilized into the datapaths of microprocessors [4], FPGA platforms [5], ASIC designs [6], and mask encryption algorithms on microprocessor [7]. These countermeasures effectively reduce the correlation between the assumed power model and measured power consumption, thereby preventing potential correlation power attacks. However, these RDI implementations can degrade circuit performance, or make timing closure more challenging as the timing slack of paths decreases, which is an important limitation.

Inspired by the idea to randomize power consumption through RDI in CPAs, a novel technique is proposed to mitigate EM attacks by decorrelating EM emissions with data transferred on interconnect buses. Randomly delaying bit lines as in RDI, however, has a detrimental effect on bus performance. Hence, an alternative approach is devised that does not degrade the bus latency. This improvement is achieved by reducing the cross-coupling capacitance of specific interconnect bus wires. Indeed, at nanometer scale fabrication technologies, the transmission latency of the interconnects becomes largely data-dependant due to the dominant coupling capacitance [8]. For the 2.5-D packaging paradigm, thick off-chip interconnects form wide buses, that connect two or more dies on the same substrate [9], exhibiting high cross-coupling capacitance. By using the novel delay insertion methodology, the cross-coupling capacitance is reduced, along with the correlation between the EM emissions and the processed data.

Existing countermeasures for EM attacks on-chip, include techniques that introduce additional resources or adapt specific steps of the IC design flow, such as a low-level metal routing scheme to resist EM attacks. The cryptographic core is routed with low-level metal layers to suppress the critical signatures before the EM emission reaches the top metal layer [10]. However, low-level metal routing can lead to routing congestion, higher interconnect resistance, and, therefore, performance degradation. Additionally, these techniques are not applicable to off-chip buses on interposers as only few metal layers are available for routing compared to the on-chip interconnect stack that comprises over ten layers in modern fabrication processes. Comparing with state-of-the-art EM resilience methods, the proposed methodology offers a superior choice for interconnect buses.

The contributions of this paper are as follows:
• A novel methodology of non-random delay insertion technique against EM attacks without degrading the circuit performance, applicable to any interconnect bus.
• A systematic theoretical analysis of the relationship between the added delay with the security metrics, such as correlation coefficient, SNR, etc..
• Specifically, an interposer-based interconnect is modeled and simulated to demonstrate the effectiveness of the delay insertion methodology.

The paper is structured as follows. Preliminaries about AES algorithm, correlation EM attack, SNR and EM attack flow are introduced in Section II and the delay insertion methodology is presented in Section III. The architecture of the delay insertion scheme and interconnect bus model are described in Section IV. Simulation results are analyzed in Section V. Finally, conclusions are drawn in Section VI.

II. PRELIMINARIES
Fundamental information on advanced encryption standard (AES), correlation electromagnetic attack (CEMA), and signal-to-noise ratio (SNR) are introduced in this section. Furthermore, the block diagram for the CEMA analysis on 128-bit AES is presented in this section.

A. AES
AES is a symmetric block cipher that encrypts messages segmented into blocks [11]. The encryption is symmetric because the same key is used for both encryption and decryption. AES is currently widely used for the encryption of sensitive data and is, therefore, the most commonly targeted algorithm of side-channel attacks. When implemented for blocks of 128 bits and a 128-bit (or 256-bit) key, AES normally has ten encryption rounds. For each round, a different sub-key is generated from the key-generator, as shown in Fig. 1. The sub-key used in the first round is the attack target.

Fig. 1. Block diagram of the AES encryption algorithm.

B. CEMA
The current flowing in the interconnections generates a magnetic field around each wire. When the magnetic field is coupled by a near-field probe, the induced voltage at the probe terminal is correlated with the rate of change of the current flowing in the wire. Furthermore, the sensitive information transmitted in the wire can be attacked by adversaries through statistical methods [12]. The correlation attack to retrieve the useful message normally has three steps:
1) Calculate the information leakage: The assumed EM leakage is computed from the number of output transitions where the number of transitions (0 → 1 or 1 → 0) effectively determine the magnitude of the EM field. By injecting m pre-processed n-bit plaintext vectors \( I_m[\text{n} - 1 : 0] \) into the AES circuit and sweeping all the possible subkeys, an output vector \( H_m[\text{n} - 1 : 0] \) can be computed, which is the Hamming Weight of the XOR result of the plaintext and guessed subkey in the first round of the AES encryption process [15].

2) Collect the EM traces: When using near-field coupling techniques, there is no direct electrical connection between the probe and the circuit under test, leading to efficient contactless measurements. The known stream of input vectors \( I_m[\text{n} - 1 : 0] \) and a fixed secret key \( K[\text{n} - 1 : 0] \) produce n-bit output vectors \( O_m[\text{n} - 1 : 0] \). The EM traces generated by the output vectors are measured at the probe terminal as sampled coupled voltages \( V_m[\text{n} - 1 : 0] \).

3) Calculate the correlation coefficient and attack the key: In this step, the coupled voltage is sampled and the information leakage is determined, simultaneously, at time instance \( r \) within the clock period \( T \). Note that an encrypted word is assumed to be transferred on the interconnect in each clock cycle with clock period \( T \). For each guessed key \( k \), the correlation between the assumed leakage and the measured EM traces is calculated by,

\[
\rho_{k,t} = \frac{E[(V_m^t - \bar{V}_m)(H_m^k - \bar{H}_m^k)]}{\sqrt{Var(V_m^t) Var(H_m^k)}},
\]

where the numerator demonstrates the co-variance between the coupled voltage and assumed leakage and \( Var \) is the variance of the dataset. When evaluating all of the correlation coefficients \( \rho_{k,t} \) at any time point \( * \) for each guessed key, a maximum \( \rho_{k,\text{max}} \) is determined. With this process, a vector \( \{\rho_{k_1,\text{max}}, \rho_{k_2,\text{max}}, \ldots, \rho_{k_m,\text{max}}\} \) is formed for all \( m \) possible keys. The key with the highest correlation coefficient corresponds to the correct key.

C. SNR
In this and other security related papers, SNR is regarded as the ratio between the correlation coefficient of the correct key \( \rho_{\text{corr}} \) and the maximum correlation coefficient of the incorrect key \( \rho_{\text{incorr}} \) for all samples in time, as follows [13],

\[
SNR = \frac{\rho_{\text{corr}}}{\rho_{\text{max,incorr}}},
\]

When SNR drops below 1, a system is considered to provide high immunity to side-channel attacks in real-world scenarios where noise is considered [13].

D. EM Attack Flow on 128-bit AES
The EM side-channel attack flow, which exploits multiple EM traces on the symmetric 128-bit AES algorithm is shown in Fig. 2. The substitution block (SBox) is the only non-linear part of the AES algorithm, typically implemented by using look-up tables (LUTs) or logic operations, such as XORing. However, either implementation approach causes an
overhead in area or dynamic power of the circuit that supports encryption. Therefore, in 2.5-D ICs, a LUT based SBox is implemented on a customized off-chip read-only ROM [15], as shown in Fig. 2. The address and substitution data can be sent and received through the interconnections routed within the distribution layers (RDLs) of the interposer.

The near-field probe can optimally be placed to perform an EM attack using the method described in [14] [15]. When the probe is placed at the optimal position above the bus, a series of plaintexts \( \{pt_1, pt_2, \ldots, pt_N \} \) and a fixed key is fed into the system for encryption. The amplitude of the coupled voltage at the probe terminal is correlated with the number of transitions (Hamming Weight) happening on the bus. By repeating the CEMA method mentioned in Section II-B, the entire key can be recovered byte by byte.

A. Performance-aware Delay Insertion

This approach can help improve the security and does not sacrifice the performance of the circuit, a twofold advantage that makes the new method highly beneficial. First, the concept of performance-aware delay insertion is introduced in this section. Then, the effect of the delay insertion on the total bus latency and attack efficiency are analyzed, respectively.

III. DELAY METHODOLOGY

In this section, a performance-aware delay insertion strategy to resist EM off-chip memory bus attacks is presented. The core idea of the method is to delay the boundary lines by a constant delay determined during the design process. This approach can help improve the security and does not sacrifice the performance of the circuit, a twofold advantage that makes the new method highly beneficial. First, the concept of performance-aware delay insertion is introduced in this section. Then, the effect of the delay insertion on the total bus latency and attack efficiency are analyzed, respectively.

A. Performance-aware Delay Insertion

As shown in Fig. 3(a), where the bit lines are treated as RC interconnects, the transmission latency of a bus is proportional to the wire resistance and capacitance. In this model, the bus latency is effectively determined by the capacitance driven by each line, which depends on the switching conditions of the adjacent lines, as its resistance depends on the geometric characteristics and, nominally, is the same for all lines. The capacitance for each line is, respectively, composed of the ground capacitance \((C_g)\) and coupling capacitance \((C_m)\), as shown in Fig. 3(a). The interconnection capacitance of the middle line \((I_2)\) can be calculated by [16],

\[
C_{middle} = C_g + C_m \frac{\Delta V_{12}}{V_{dd}} + C_m \frac{\Delta V_{23}}{V_{dd}},
\]

where \(V_{dd}\) is the voltage of the power supply, and \(\Delta V_{12}, \Delta V_{23}\) is the voltage difference between the middle line \((I_2)\) with its two neighbours \((I_1, I_3)\), respectively.

For an example pattern shown in Fig. 3(b), where the three lines switch in the same direction \((\text{time4})\), in opposite direction \((\text{time2})\), and only a single line transitions \((\text{time1, time3})\), the capacitance of the middle line corresponds to \(C_g + 4C_m\), and \(C_g + 2C_m\), respectively. For interconnect buses due to the Miller effect, the highest capacitance is driven when a line switches to the opposite direction of its neighbours \((\text{time2})\) in Fig. 3(b). Thus, the worst bus latency among all of the bits is proportional to \(C_g + 4C_m\) \((D_2)\) in Fig. 4.

As illustrated in Fig. 4, the delay insertion strategy aims to skew the transition time of the two boundary wires. This intentional skew does not increase the latency of the bus, as the latency of these lines is always smaller than the worst-case latency of the bus. As the edge lines have only one adjacent line, the capacitance that these lines can drive range from \(C_g\) to \(C_g + 2C_m\) when switching in the same and opposite direction, respectively, to the neighbouring line. Inserting some delay to these lines decreases (increases) the coupling capacitance for switching in the opposite (same) direction. For the case of \(\text{time2}\) in Fig. 4, when the delay \(\Delta t\) inserted into the boundary lines \((I_1, I_3)\) is greater or equal to their transition time \((\tau_{tran})\), the coupling capacitance of the boundary lines is reduced. If the skew is selected appropriately, the bus latency of the boundary lines (denoted as \(D_1, D_3\)) can still be smaller than the worst-case latency (denoted as \(D_2\)), as shown in Fig. 4. The precise delay to be added is determined by analysing these cases during design time and can be inserted with negligible overhead. Furthermore, the inserted delay decreases the correlation between the processed data and the coupled voltage at the probe terminal, which helps improve the resilience against EM side-channel attacks. Therefore, the performance-aware delay insertion can serve as a security countermeasure without degrading the circuit performance.

In the 8-bit bus case, the worst-case switching pattern is where all adjacent bit lines switch either from 1 to 0 or from 0 to 1, alternatively, between two successive pieces of data. In this pattern, all but the bit lines at the edges of the bus drive the maximum capacitance \(C_g + 4C_m\), while the lines at both edges drive a capacitance \(C_g + 2C_m\). Consequently, by inserting a delay that is less than the delay incurred by driving a capacitance of \(2C_m\) into two boundary lines, which drive a
lower capacitance, the latency of the bus does not decrease but security resiliency can be offered by decreasing the correlation coefficient. The available range of delays and the effect on the security resilience of the interconnect are discussed for a specific bus on a silicon interposer in the following sections.

B. Quantifying Effect of Added Delay on Bus Latency

In this subsection, in order to quantify the effect of the delay insertion on the total bus latency, only the worst case is considered. That is, the bus latency is determined by the switching condition that leads to the highest delay for a bit line. This condition happens when all adjacent bit lines switch in the opposite direction. Using the typical 50% delay metric in static logic circuits, the transmission latency of an interconnect in the opposite direction. Using the typical 50% delay metric in static logic circuits, the transmission latency of an interconnect is estimated by [17],

\[
T = 0.4R_tC_t + 0.7(R_{buffer}C_t + R_{buffer}C_L + R_tC_L)
\approx (0.7R_{buffer} + 0.4R_t)C_t, \quad \text{if } C_L \ll C_t, \tag{4}
\]

where \(R_t, C_t\) are the resistance and capacitance of the wire, respectively. \(R_{buffer}\) is the on-resistance of the driver and \(C_L\) is the load capacitance. According to Eq. (3) and Eq. (4), when delay \(\Delta t\) is inserted into the boundary lines, the capacitance of the boundary line is

\[
C_{boundary} = C_g + C_m \left| \frac{\Delta V_2 (0) - \Delta V_1 (\Delta t)}{V_{dd}} \right| + C_m \left| \frac{\Delta V_2 (0) - \Delta V_3 (\Delta t)}{V_{dd}} \right| = C_g + nC_m, \quad 1 \leq n \leq 2,
\tag{5}
\]

where \(n = 1\) for \(\Delta t \geq t_{tran}\) and \(n = 2\) for \(\Delta t = 0\).

By substituting Eq. (5) into Eq. (4), the total bus latency of the boundary line \((T_b)\) can be estimated by,

\[
T_b = \Delta t + (0.7R_{buffer} + 0.4R_t)(C_g + nC_m), \quad 1 \leq n \leq 2.
\tag{6}
\]

When delay \(\Delta t\) is inserted into the boundary lines, the coupling capacitance of the line next to the boundary line is also reduced, whose latency \((T_{nextb})\) can be approximated as

\[
T_{nextb} = (0.7R_{buffer} + 0.4R_t)(C_g + nC_m), \quad 3 \leq n \leq 4,
\tag{7}
\]

where \(n = 3\) for \(\Delta t \geq t_{tran}\) and \(n = 4\) for \(\Delta t = 0\).

The bus latency of the rest middle lines \((T_{middle})\) can be estimated by,

\[
T_{middle} = (0.7R_{buffer} + 0.4R_t)(C_g + nC_m), \quad n = 4. \tag{8}
\]

When no delay is added, the transmission latency of the middle lines, described by Eq. (8) is the greatest across the entire bus since the middle lines drive the highest capacitance \((C_g + 4C_m)\). From Eqs. (6)-(8), if delay \(\Delta t\), inserted into the boundary lines, is properly selected, the latency of the boundary line \((T_b)\) does not surpass the bus latency of the middle lines \((T_{middle})\). Consequently, the overall speed of the bus is not degraded.

Note that inserting delay into the middle lines can also help reduce the coupling capacitance. However, extensive simulations have shown that inserting delay into middle lines always degrades bus performance. Therefore, emphasis is given to the boundary lines.

C. Statistical Analysis of the Attacks

To establish the link between the added delay and the security figures of merit, such as the correlation coefficient and \(SNR\), a systematic and theoretical analysis is offered in this subsection.

When \(\Delta t\) is inserted into the bus to temporally shift the transition of the lines, the total captured leakage by the probe \(V_{total}\), is denoted as \(V_{total} = V_t - \Delta t + V_{noise}\). As shown in Fig. 5, \(V_t - \Delta t\) can be replaced by \(V_{max} + V_{\Delta}\), where \(V_{max}\) is the maximum coupled voltage at time \(t\), correlated with the leakage model, and \(V_{\Delta}\) is the voltage difference due to the shifting.

\[
\begin{align*}
\rho (H, V_{total}) &= \frac{E(H, V_{total}) - E(H) E(V_{total})}{\sqrt{\text{Var}(H) \text{Var}(V_{total})}} \\
&= \frac{\rho (H, V_{max})}{\sqrt{1 + \frac{1}{\text{SNR}}} \sqrt{1 + \frac{\text{Var}(V_{\Delta})}{\text{Var}(V_{max})}}} \\
&\approx \frac{\rho (H, V_{max})}{\sqrt{1 + \frac{1}{\text{SNR}}} \sqrt{\frac{\text{Var}(V_{\Delta})}{\text{Var}(V_{max})}}},
\end{align*}
\tag{9}
\]

From Eq. (9), \(\rho (H, V_{total})\) is inversely proportional to \(\sqrt{\text{Var}(V_{\Delta})}\). According to [9], the pulse voltage coupled at the probe terminal is denoted as \(-MI_p \frac{g}{2\pi} \exp \left(-\frac{\Delta t}{\tau}\right)\), where
$M$, $I_p$, and $\tau$ is the mutual inductance between the probe and the interconnects, peak value of current transmitted on the bus, and pulse width, respectively.

It is assumed that data on all bit lines are launched from a register followed by an I/O buffer since an off-chip bus is investigated. In other words, the register to output path (R2O) is reasonably assumed to exclude combinational paths that may lead to glitches. Furthermore, the inclusion of an I/O buffer can suppress such glitches.

Additionally, the modelling process is used to analytically link the correlation coefficient with the inserted delay. The slew and delay of signal based on the 10%-90% range. Within this range, $V_\Delta$ is assumed to change linearly with $\Delta t$, and the voltage waveform is approximated by the dashed green line in Fig. 5.

The inserted delay $\Delta t$ used in this paper is generated from delay lines and uniformly distributed in group [$0, \Delta_{\text{min}}, 2\Delta_{\text{min}}, \ldots, \Delta_{\text{max}}$], where $\Delta_{\text{min}}$ is the minimum delay and $\Delta_{\text{max}} = k\Delta_{\text{min}}$ (the delay of a line for driving a capacitance of $2C_m$). More details about the circuits that can produce these delays with low overhead are described in Subsection IV-A. Therefore, the variance of $V_\Delta$ can be estimated by,

$$Var(V_\Delta) \approx Var(\Delta t) = E(\Delta_t^2) - [E(\Delta_t)]^2 = \frac{k(2k+1)\Delta_{\text{min}}^2}{6} - \frac{k\Delta_{\text{min}}^2}{2} \frac{k(k+2)}{12} \Delta_{\text{min}}^2.$$  \hspace{1cm} (10)

According to Eq. (10), Eq. (9) can be further approximated as,

$$\rho(H,V_{\text{total}}) \propto \frac{1}{\sqrt{Var(V_\Delta)}} \approx \frac{1}{\sqrt{k(2k+1)\Delta_{\text{min}}^2} \frac{k(k+2)}{12} \Delta_{\text{min}}^2}.$$ \hspace{1cm} (11)

From Eq. (11), $\Delta_{\text{max}}$, $k$, and $\Delta_{\text{min}}$ are critical parameters for the delay insertion technique. Increasing either of the three parameters can help reduce the correlation between the assumed leakage and captured EM emissions. Theoretically, $\Delta_{\text{min}} = 0$, where no delay is inserted and the correlation coefficient is not affected and $\Delta_{\text{max}} = t_{\text{tran}}$ as delaying the transition of the boundary line by longer than the transit time of the middle lines does not further alter the coupling capacitance. However, for both improving circuit security and sustaining performance, the lower bound, $\Delta_{\text{min}}$ and upper bound, $\Delta_{\text{max}}$ need to be properly determined.

As there are diverse side-channel mitigation techniques that have been proposed, for this new boundary-line delay insertion technique (even if deterministic), it will be practically infeasible or prohibitively time-consuming for an attacker to guess what delay-insertion pattern has been adopted in the circuit. Therefore, even though deterministic, the delay insertion strategy is unknown to the attacker, and can provide the off-chip memory bus the resilience against EM side-channel attacks.

**IV. Testbench**

The architecture of the proposed delay insertion scheme is described in this section. The diagram of the bus data transmission and the delay line are discussed in subsection IV-A, and the interposer-based interconnection model is presented in subsection IV-B, respectively.

**A. Hardware Architecture of Delay Insertion Scheme**

The proposed delay insertion scheme can be implemented as shown in Fig. 6. Delay is added to two boundary lines where the added delay is generated by a delay line and is applied to these interconnect lines. The added delay $\Delta t$ should be chosen such that the resulting bit line latency does not exceed the worst-case latency where $n = 4$ (see Eq. (6) and (8)).

![Fig. 6. The two boundary lines are selected as the target lines to be delayed with the inserted delay $\Delta t$ generated by the delay line.](image)

There has been some research relating to the implementation of the delay logic. A tuneable delay line rather than Random D-FF (RFF), Random Wait-state D-FF (RWDFF), and Random Number Generator (RNG), is assumed here to produce the desired delay as the implementation of these RDI circuits is complex and can easily induce significant overhead in power and/or area. With the delay line, the propagated data pulse is delayed at a low power cost. A more detailed description about the delay line can be found in [20]. The inserted delay is determined during the design process with the steps described in Section III (specifically using Eqs. (6)-(8) and (11)). Once the desired delay $\Delta t$ has been determined, the transistors of the delay line can be suitably sized to produce this delay for the worst transition case.

**B. Interposer based Interconnect Model**

The proposed technique is applied to an interposer-based off-chip memory bus due to the increasing adoption of 2.5-D integrated systems, as shown in Fig. 7. The off-chip memory bus implemented in a silicon interposer is modelled to connect the AES encryption chip (chip1) and the memory chip (chip2), placed on the same substrate, through microbumps. The wire dimensions are designed as the top global interconnection with 65 nm technology, as silicon interposers at this technology node have appeared in literature [21]. The RLC parameters of the wires are listed in Table I.

<table>
<thead>
<tr>
<th>TABLE I \ PARAMETERs OF THE INTERCONNECTIONS.</th>
<th>R ($\Omega / \mu m$)</th>
<th>L ($\mu H / \mu m$)</th>
<th>$C_p (\mathrm{nF} / \mu m)$</th>
<th>$C_i (\mathrm{nF} / \mu m)$</th>
<th>$C_{total} (\mathrm{nF} / \mu m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30.56</td>
<td>1.641</td>
<td>41.34</td>
<td>157.64</td>
<td>356.62</td>
<td></td>
</tr>
</tbody>
</table>
V. Simulation Results

In this section, the simulation setting is initially provided. Then the EM attack results and circuit performance results are shown where delay is inserted into the boundary wires. Furthermore, the robustness of the new delay insertion technique is verified.

A. Simulation Environment Settings

An 8-bit bus, implemented in the top metal layer of the redistribution layers of the interposer, is modeled in ANSYS HFSS, according to Fig. 7. The near-field probe is modeled as a single turn rectangle coil with 100 \( \mu m \) length and 50 \( \mu m \) width, which exhibits the maximum normalized standard deviation (NSD) of emissions [15]. When the probe is placed vertically over the bus, the S-parameters are generated with frequency sweep, exported from HFSS, and imported into Spectre for transient analysis of the interconnect in the time domain. The overall design is simulated using a 65 \( nm \) technology and the nominal voltage \( V_{dd} \) is 1.8 V (typical I/O voltage for 65 \( nm \) technology). To help with the demonstration of the simulation results in the following subsection, the 8-bit bus is depicted in Fig. 8 with annotated bit lines.

![Fig. 8. Structure of the interposer-based bus with annotated bit lines.](image)

Noise generated by the physical devices is not considered here, rather, the effect of critical delay parameters on the circuit security and performance is the main exploration target. \( SNR \), as defined in Subsection III-C, are regarded as the figure of merit to evaluate security and the security results in this paper are based on sweeping all 256 possibilities of the 8-bit input.

B. SNR and Performance Simulation Results

In this subsection, the efficiency of inserted delay \( \Delta t \) on \( SNR \) and bus latency is explored. Meanwhile, the lower bound, \( \Delta_{min} \), and upper bound, \( \Delta_{max} \), can be determined according to the simulation results.

In the worst-case scenario (all adjacent bit lines switch simultaneously in the opposite direction), \( \Delta t \) is inserted into both boundary wires (\( I_0, I_7 \) in Fig. 8) to shift in time the transmitted data. EM attacks are performed to extract the secret key. The AES algorithm is repeated 256 times for all possible 8-bit plaintexts and a fixed 8-bit key. The correlation coefficient (for both correct key and incorrect key) and \( SNR \) are, subsequently, plotted as a function of \( \Delta t \), as depicted in Fig. 9.

![Fig. 9. (a) Calculation of correlation coefficient for both the correct key and incorrect key when \( \Delta t \) increases, and (b) for the worst-case (wc) scenario, with the increase in inserted delay \( \Delta t \), \( SNR \) decreases.](image)

As illustrated in Fig. 9(a), the lower bound, \( \Delta_{min} \) should be greater than 15 ps for the delay insertion to be effective, which means the correlation coefficient of the correct key is lower than that of the incorrect key. Furthermore, the plot of \( SNR \) in Fig. 9(b), used as the figure of merit to evaluate security, demonstrates that the inserted delay \( \Delta t \) provides resistance against EM attacks. \( SNR \) decreases with increasing \( \Delta t \). When \( \Delta t \) increases over 15 ps, the \( SNR \) drops below 1 (dashed red line), meanwhile, the EM attacks fail.

Note that increasing \( \Delta t \) helps improve circuit security, however, how much \( \Delta t \) can be added without degrading the circuit performance needs also to be addressed. As shown in Fig. 10, the total bus latency is calculated from the 50% point of the earliest transition of the output of \( Inv_1 \) to the 50% point of the latest transition of the signals at the input of the receiver circuit.

![Fig. 10. The start and end point of the measurement of total bus latency.](image)
The simulated total bus latency with delay insertion is shown in Table II and Fig. 11, where the x-axis is the delay added into $I_7$ ($\Delta t$) and the y-axis is the bus latency. If no delay is added, the total bus latency is 240 ps, which is determined by the worst-case switching pattern scenario of middle lines (e.g., $I_3$). When the inserted delay $\Delta t$ increases, the total bus latency remains almost unchanged as the coupling capacitance of $I_3$ does not change, whose latency still dominates the total bus latency. When $\Delta t$ is greater than 70 ps, the boundary line $I_7$ (added with $\Delta t$) starts taking over middle line $I_3$ and dominates the bus latency. Consequently, if $\Delta t$ increases over 70 ps, for the specific setup, the speed of the bus starts to degrade. Thus, the intersecting point of the two curves (annotated with the square and circle markers) sets the useful upper bound of $\Delta t$ ($\Delta_{max}$).

As shown in Table II and Fig. 11, the SNR drops by 6.5% (decrease below 1) and, meanwhile, the total bus latency remains unchanged to sustain the circuit performance (compared with the scenario where no delay is added).

The number of traces needed to attack the secret key for both scenarios, which is widely used in the hardware security field [22]–[24], are illustrated in Fig. 12. The x-axis is the number of traces needed for a successful attack and the y-axis is the correlation coefficient. The 256 traces in each sub-figure correspond to the probability of the corresponding 8-bit key value.

As depicted in Fig. 12(a), when no delay is inserted, the line that corresponds to the correct key (red line) can be distinguished from other guessed key lines with fewer than 60 traces, while if $\Delta t = 60$ ps is inserted into selected interconnects, more than 250 traces are recorded and yet the correct key (that corresponds to the red line in Fig. 12(b)) shows a low correlation coefficient and is not detected.

To demonstrate that the proposed methodology is unbiased to encryption keys, the average SNR of unprotected interconnects (with no delay added) and protected interconnects ($\Delta t \in (15$ ps, $70$ ps)) with different keys, respectively, depicted in Fig. 13. In the interest of space, only ten randomly generated encryption keys are listed here. As shown in Fig. 13, the proposed technique is not biased to a fixed key, where different delays are inserted into the interconnects, SNR for all listed keys falls below 1.

![Image of Fig. 11: Total bus latency vs. delay inserted into $I_7$.](image)

**TABLE II**

<table>
<thead>
<tr>
<th>Added delay (ps)</th>
<th>Latency of $I_3$ (ps)</th>
<th>Latency of $I_7$ (ps)</th>
<th>Total bus latency (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>240</td>
<td>150</td>
<td>240</td>
</tr>
<tr>
<td>10</td>
<td>237</td>
<td>164</td>
<td>237</td>
</tr>
<tr>
<td>20</td>
<td>237</td>
<td>177</td>
<td>237</td>
</tr>
<tr>
<td>30</td>
<td>236</td>
<td>188</td>
<td>236</td>
</tr>
<tr>
<td>40</td>
<td>235</td>
<td>199</td>
<td>235</td>
</tr>
<tr>
<td>50</td>
<td>234</td>
<td>210</td>
<td>234</td>
</tr>
<tr>
<td>60</td>
<td>233</td>
<td>220</td>
<td>233</td>
</tr>
<tr>
<td>70</td>
<td>233</td>
<td>230</td>
<td>230</td>
</tr>
<tr>
<td>80</td>
<td>233</td>
<td>239</td>
<td>239</td>
</tr>
</tbody>
</table>

![Image of Fig. 12: Correlation coefficient vs. number of traces (a) where no delay is added, and (b) where 60 ps is added to the boundary lines.](image)

![Image of Fig. 13: SNR comparison between interconnects with no delay and interconnects with a random delay ($\Delta t \in (15$ ps, $70$ ps)) inserted, where ten different keys are also generated randomly.](image)
VI. CONCLUSION

In this paper, a novel delay insertion methodology, applied to interconnect buses to mitigate EM attacks without degrading bus latency, is proposed. The core idea is based on temporally shifting the transition of boundary lines, which have the lowest coupling capacitance across the bus when all adjacent bit lines switch in opposite directions simultaneously. In this case, the correlation between the EM emissions and processed data is reduced as well, to achieve SNR lower than 1. For the off-chip 8-bit interconnect bus scenario, when a delay of up to 70 ps is inserted into selected interconnects, the SNR decreases below 1 and the total bus latency does not increase, demonstrating that the proposed delay insertion methodology offers a superior choice in the resilience against EM side-channel attacks for interconnect buses.
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