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Abstract Multi-objective optimization can help identify efficient and appealing designs of urban drainage systems. However, their application to large-scale problems is hindered by the computational cost of urban drainage simulation. We propose a novel disaggregation approach that allows simulating a portion of a drainage network while the remaining part is represented by a surrogate model that maps changes in the region of interest to hydraulic head time-series at synthetic nodes shared with the remaining part of the network. The proposed approach is demonstrated with an application to the many-objective optimization of sustainable urban drainage systems in two urban areas. The design problem’s decision variables include the types of sustainable drainage systems, their combination within a subcatchment, their surface areas and spatial distribution, whereas the objectives include the minimization of capital cost, flood volume, flood duration, and total suspended solids or average peak runoff. The results show that the proposed disaggregation-emulation approach can provide an accurate representation of the system dynamics while significantly reducing the computational time compared to a model that simulates the whole network dynamics. Two alternative surrogate models are considered based on multilayer perceptron (MLP) and generalized regression neural networks (GRNN). MLP is found to be more accurate compared to GRNN at the cost of a larger computational time for the training process.

1. Introduction

Rapid expansion of cities has increased the severity of flooding events by converting large pervious areas into impervious roads, rooftops and parking lots, which inhibit the natural storage and infiltration of runoff water. Sustainable urban drainage systems (SuDS) can help reduce the risk of flooding, while providing a number of additional co-benefits, such as improved water quality, aesthetics, and recreational value. Flood mitigation plans require consideration of several, often conflicting objectives, which complicates the design process. Previous studies have tackled this multi-criteria design problem using meta-heuristic optimization algorithms (Duan et al., 2016; Vojinovic et al., 2014; Yazdi et al., 2018) coupled with simulation tools such as the Storm Water Management Model (SWMM; Duan et al., 2016; K. Eckart et al., 2018; Gironás et al., 2010; Lin et al., 2020; Macro et al., 2019; Vojinovic et al., 2014; Xu et al., 2017; Yazdi et al., 2018), the Soil and Water Assessment Tool (SWAT; Geng et al., 2019; Maringanti et al., 2009), or MIKE FLOOD (W. Zhang et al., 2019). However, optimization methods usually entail tens (or hundreds) of thousands of numerical simulations, which are computationally demanding when applied to large drainage networks. This is the main reason why optimized design is not commonly used in industry. A possible solution to this problem is to replace the simulation of the system dynamics with computationally cheaper surrogate models. These include the Gaussian process emulator (Mahmoodian, Torres-Matallana, et al., 2018; Owen & Liuazzo, 2019), artificial neural networks (ANNs; Kim et al., 2019; Latifi et al., 2019; Sayers et al., 2014, 2019; Seyedashraf, Mehrabi, et al., 2018; Yazdi & Salehi Neyshabouri, 2014), or conceptual models with simplified structures that mimic specific outputs of the real system (Mahmoodian, Carbajal, et al., 2018; Mahmoodian, Torres-Matallana, et al., 2018).

Artificial neural networks (ANNs) have been widely used to describe the relationship between rainfall and flooding (Abou Rjeily et al., 2017, 2018; Chang et al., 2014; Chiang et al., 2010; Kim et al., 2019; She & You, 2019). Chiang et al. (2010) used recurrent neural networks to track water level patterns in a sewerage system using the historical rainfall records in an urban catchment. Later, Abou Rjeily et al. (2017) used a nonlinear autoregressive model with exogenous inputs (NARX) to establish similar relationships between rainfall events and flood volume patterns in a drainage system in Lille, France. She and You (2019) coupled...
NARX with radial basis function (RBF) network to predict outflow rates of a drainage system using an identical approach. In these studies, the emulation models were used to predict water depth changes based on different hyetographs, but did not consider the possibility of changes to the network properties, making them inapplicable to design optimization problems. In this regard, surrogate models were used to predict system design objectives, for example, flood volume (W. Zhang et al., 2019) and total suspended solids (TSS; Latifi et al., 2019; Raei et al., 2019), for specific network designs. For example, W. Zhang et al. (2019) used ANN to emulate the outputs of MIKE FLOOD in a two-objective urban drainage infrastructure design problem. ANN was used to predict the overall flood volume in the urban catchment. Later, Raei et al. (2019) and Latifi et al. (2019) used multilayer perceptron (MLP) neural networks as objective functions in a multi-objective optimization problem. They used multi-objective evolutionary optimization to minimize biochemical oxygen demand and TSS in an urban catchment in Tehran, Iran.

The main motivations of existing surrogate-based optimization approaches are (a) delivering quick predictions with lower computational burden, (b) ability to deal with complex nonlinear problems, and (c) accommodating several input variables and outputs in a single model run (Seyedashraf, Rezaei, et al., 2018). However, there are also inherent limitations associated with these approaches. For instance, using emulation models to evaluate objective functions in optimization approaches can bias the search process and lead to suboptimal decisions. As model errors accumulate over subsequent iterations, the optimization becomes increasingly unreliable. This is further exacerbated in multi-objective optimization problems where several objectives need to be evaluated, and where several different scenarios may need to be considered to evaluate system performance. Furthermore, the complexity of the emulation model can increase dramatically with the number of input variables in large drainage networks. There is also need for methods that allow the application of optimization algorithms to sub-regions of a larger urban area without having to solve the network dynamics for the whole system. This is often the case because constraints in capital and human resources require infrastructure investment decisions to be taken sequentially for different subcatchments within an urban area.

To overcome these limitations this paper proposes a novel method for large-scale urban drainage infrastructure optimization which involves disaggregation and optimization of only one part of the system. Surrogate modeling is used to emulate the hydraulic head at synthetic nodes at the cut-points between the region of interest and the remaining part of the system, and thereby provide interface boundary conditions for the hydraulic head and the inflow in response to changes in drainage assets within the region of interest. This approach is demonstrated with an application to many-objective optimization of sustainable drainage infrastructure in two relatively large urban areas. We evaluate the performance of Multilayer Perceptron (MLP) and Generalized Regression Neural Network (GRNN) as two alternative surrogate models and show that MLP provides best performance in terms of computational time and accuracy. The proposed approach significantly decreases the computational cost of large-scale optimization problems when the design area of interest is a subregion of a larger area.

2. Methodology

The proposed disaggregation methodology allows a region of interest within a larger urban catchment to be simulated without having to simulate the dynamics of the full drainage network. First, new synthetic computational nodes are generated along the conduits at the cut-points between the region of interest and the remaining part of the network. These nodes are represented as junctions with a sufficiently high maximum surcharge depth to allow water to pond atop the ground surface in case of pressurized flow in the conduits, and to flow back into the drainage system as the pressure decreases. At each synthetic node, a surrogate model is used to represent the boundary conditions for the region of interest. When applied to the optimization of drainage infrastructure within the region of interest, the surrogate model must be able to predict changes in the boundary conditions in response to changes to the infrastructure in the same region. To this end, the surrogate model is trained to represent the time-series of hydraulic head and inflow rates at the cut-points for several alternative infrastructure designs. Training datasets can be constructed by randomly generating several instances of the decision variables and evaluating the system dynamics using an urban drainage model representing the whole network. In this work, drainage simulations are conducted using SWMM, and an MLP neural network and a GRNN are evaluated as two alternative surrogate models for
the boundary condition at the synthetic junctions. Accordingly, the surrogate model provides flow and/or hydraulic head at the synthetic junctions for each drainage infrastructure design evaluated by the optimization algorithm. Drainage is then simulated for the region of interest only, with the emulated boundary conditions representing the interactions between the region of interest and the remaining part of the drainage network. A flow chart of the proposed emulation-based optimization approach is presented in Figure 1. The proposed methodology is applied to two optimization problems where sustainable drainage systems are used to expand the capacity of two urban drainage networks in different subregions.

2.1. Numerical Drainage Model

The SWMM model was used to simulate the dynamics of the drainage system. SWMM is a dynamic rainfall-runoff, flow routing, and water quality modeling software, which has been widely used for urban drainage analysis and design (Gironás et al., 2010). Three flow routing models can be used in SWMM, including
steady flow, kinematic wave, and dynamic wave. In this study, the latter model was used, as it can replicate pressurized and backwater flow effects by solving the one-dimensional Saint-Venant equations (James et al., 2010; Meza & Oliva, 2003; Triki, 2017):

\[
\frac{\partial A}{\partial t} + \frac{\partial Q}{\partial x} = 0
\]  

(1)

\[
\frac{\partial Q}{\partial t} + \frac{\partial \left( Q^2 / A \right)}{\partial x} + gA \frac{\partial h}{\partial x} + gA \left( S_f + h_L \right) = 0
\]

(2)

where \(t\) is time, \(x\) is distance, \(g\) is gravitational acceleration, \(h\) is the hydraulic head, \(A\) is the flow cross-sectional area (function of \(h\)), \(Q\) is flow discharge, \(S_f\) is the friction slope, and \(h_L\) represents local energy loss per unit length of the conduit.

Storm Water Management Model (SWMM) is capable of simulating stormwater pollution build-up, washoff, and transport (Gironás et al., 2010) using different empirical relationships. In its latest versions, SWMM allows modeling of different types of SuDS (James et al., 2010; Meza & Oliva, 2003; Rossman & Huber, 2016), including bio-retention cells, rain gardens, green roofs, infiltration trenches, permeable pavements, rain barrels, rooftop disconnections, and vegetative swales (Rossman & Huber, 2016).

### 2.2. Surrogate Model for Interface Boundary Conditions

Two ANN-based machine-learning methods are used as surrogate models to represent the hydraulic head and total inflow at the synthetic junctions at the interface between the region of interest and remaining part of the system. ANNs are input-output mathematical models based on the operation of biological nervous systems that consist of interconnected neurons (Du & Swamy, 2006; Tadeusiewicz, 1995). ANNs have three main advantages: (a) they can learn non-linear relationships between system components, (b) they have inherently distributed nature that allows better implementation across distributed systems, and (c) they use specific internal optimization methods to find efficient architecture components. Neurons are the basic processing elements of ANNs with synapses considered as weights. Training inputs are encoded in the first layer and passed through the hidden layers via weighted links while the data redistribute through the neurons. In each neuron, the weighted data are summed up, together with a scalar parameter \(b\) known as “bias” to be used by a predefined transfer function. The information obtained from the transfer function is the input data to the nodes in the subsequent layers. The outputs of the first neuron would be as follows:

\[
O = f \left( \sum_{i=1}^{N_e} (u_i w_i) + b \right)
\]

(3)

where \(u_i\) is the input vector, \(N_e\) denotes the number of elements in the input vector, \(w_i\) is the \(i\)th weight of the neuron, \(b\) is the bias, and \(f\) is the transfer function.

Various transfer functions may be used, including sigmoid transfer function and a linear transfer function, which are commonly used in hidden and output layers, respectively (Seyedashraf, Rezaei, et al., 2018). In this study, two ANN models, namely MLP and GRNN, were evaluated in terms of accuracy and efficiency.

#### 2.2.1. Multilayer Perceptron Network

Multilayer perceptron (MLP) is a feedforward ANN architecture (Hornik et al., 1989), which is by far the most popular ANN used in a variety of water engineering applications (Broad et al., 2005; Maier et al., 2010; Seyedashraf, Rezaei, et al., 2018). In feedforward ANN, each node of a layer receives information from nodes of a preceding layer and processes it before feeding it to the neurons of a subsequent layer. There is a minimum of three layers in MLP networks, including an input layer, at least one hidden layer, and an output layer. Each node of a layer connects to every node of a subsequent layer with certain weighting factors.

The input-output relationship is the same for all the nodes of the network and is expressed by Equation 3, where the transfer function \(f\) is most commonly a sigmoid function in the form:
The complexity and accuracy of an MLP network changes with the number of hidden layers. A lower number is preferable, as the complexity of the training process increases with the number of hidden layers.

### 2.2.2. Generalized Regression Neural Network (GRNN)

Generalized regression neural network (GRNN; Specht, 1991) is a one-pass learning algorithm with a feed-forward architecture. This network is especially suitable for prediction purposes in multidimensional problems with sparse data (Specht, 1991). There are four layers in this network: (a) an input layer that includes the input vectors and feeds encoded input information to the next layer; (b) a pattern layer that calculates the Euclidean distance and activation function; (c) a summation layer that contains two types of neurons, including numerator and denominator, which calculate the arithmetical sum of the pattern layer with and without weights, respectively; and (d) an output layer, which contains one neuron and calculates model outputs according to the information received from the summation layer.

GRNN maps the input space to the output space as follows (Specht, 1991; X. Zhang et al., 2019):

\[
y(x) = \frac{\sum_{i=1}^{N_s} y_i \exp\left(-\frac{D_i^2}{2\sigma^2}\right)}{\sum_{i=1}^{N_s} \exp\left(-\frac{D_i^2}{2\sigma^2}\right)}
\]

where \( y_i \) is the \( i \)th output corresponding to input \( x_i \), \( N_s \) is the number of samples in the input vector, and \( \sigma \) is the smoothing factor, which is used to adjust neurons’ sensitivity to changes in the input vector.

A larger smoothing factor results in smooth function approximations and improves the generalization of the predictions while reducing the accuracy of the predictions.

### 2.3. Optimization

A multi-objective optimization problem consists of a set of objective functions to be minimized (or maximized):

\[
\text{Minimize }: F(t) = \left( f_1, f_2, \ldots, f_{N_o} \right)
\]

where \( F \) is a vector of objective functions representing the performance of the system, \( t \) is a vector of decision variables, \( N_o \) is the number of objectives, and \( \phi \) is the decision space. Typically, the solutions to Equation 7 must satisfy a set of constraints, which can generally be written in the form:

\[
C_{eq,i}(t) = 0 \quad j = 1, \ldots, N_q
\]

\[
C_{in,k}(t) \leq 0 \quad k = 1, \ldots, N_r
\]

where \( C_{eq,i}(t) \) and \( C_{in,k}(t) \) are functions of the decision variables, and \( N_q \) and \( N_r \) are the number of equality and inequality constraints, respectively.

Multi-objective optimization models can be used to find non-dominated multi-dimensionally efficient (Pareto optimal) solutions. In a multi-objective optimization problem, the decision space is mapped into the objective space, and extreme points are located using a search algorithm. Initially proposed by Deb et al. (2002), non-dominated sorting genetic algorithm II (NSGA-II) is a popular and efficient multi-objective optimization algorithm widely used in stormwater management problems (Hooshyaripor & Yazdi, 2017; Liu et al., 2019; Manocha & Babovic, 2018; Ngamalieu-Nengoue et al., 2019; Penn et al., 2013; Xu et al., 2017). In NSGA-II, optimization objectives are explored based on an elitist genetic algorithm,
in which individuals with better ranks are selected in each generation until non-dominated solutions are found. In this study, the controlled version of NSGA-II (CNSGA-II), (Deb & Goel, 2001) is used, which favors non-elitist individuals that can widen the distribution of the population space. Comparing to the original NSGA-II, CNSGA-II has superior convergence properties and can find solutions with improved distributions by maintaining diversity in Pareto-fronts (Deb & Goel, 2001).

In case study 2, the Borg Multi-Objective Evolutionary Algorithm (MOEA) was used. Borg MOEA is an advanced optimization algorithm based on genetic principles that relies on various search algorithms to provide improved reliability (Hadka & Reed, 2013). Borg MOEA has been shown to perform well in multi- and many-objective optimization problems of urban drainage and sewer system design (K. Eckart et al., 2018; Q. Zhang et al., 2021).

3. Application of the Proposed Approach

Two case studies were considered to demonstrate the applicability of the proposed framework. In the first case study, the region of interest is located in the middle of an urban catchment and has several cut-nodes connecting the region of interest to the rest of the network. In the second case study, instead, the region of interest is located in the upstream part of an urban drainage system. This case study highlights the impact of alternative SuDS schemes on the hydraulic head time-series at the cut-nodes.

3.1. Case Studies

Case study 1 is an 8.0 × 10^5 m^2 urban catchment, comprising 64 subcatchments, 566 manholes, and 511 conduits. This case study is taken from the work of Riaño-Briceño et al. (2016), which presents an open-source toolbox for real-time control in drainage systems. The case study is a modified version of a real urban drainage system in Bogotá, Colombia. As explained before, the urban drainage system was artificially disaggregated into a region of interest and the remaining part of the system. In this case, there are three conduits linking the two sub-systems, therefore three synthetic manholes are created at the cut-points between the two. The region of interest includes 5 subcatchments, 29 junctions, and 23 conduits. Figure 2 shows a planview of the drainage system with indication of the conduits, manholes and subcatchments, and with the region of interest highlighted in yellow color. The hyetograph of the design rainfall event is shown in Figure S1.

Case study 2 is a 6.3 × 10^5 m^2 urban catchment area located in Windsor, Canada (K. Eckart et al., 2018; K. B. C. Eckart, 2015), comprising 227 subcatchments, 117 junction nodes, and 122 conduit links. Only one conduit links the region of interest to the remaining part of the network (Figure 3). The boundary of the region of interest encloses all the nodes that receive an inflow from such region. The synthetic outfalls are located at the cut-points where the boundary of the region of interest intersects the drainage pipes. The hyetograph of the design rainfall event for case study 2 is provided in Figure S2.

To capture the extent of the potential variation of the hydraulic head in the training of the emulation model, we sampled the surface area of the SuDS components from four intervals of the impervious surface area in each subcatchment, namely 0%–7.5%, 7.5%–15%, and 15%–20%, as well as the overall interval 0%–20%. The optimization model searches for Pareto-optimal types, combinations, spatial distributions, and surface areas of SuDS in the region of interest based on four design objectives in each case study, including minimization of capital cost, flood volume, flood duration in both case studies, and TSS and average peak runoff rate in case study 1 and 2, respectively. Six different types of sustainable drainage assets are considered. These include bio-retention cells, rain gardens, green roofs, infiltration trenches, permeable pavements, and rain barrels. The exponential function and event mean concentration methods were used for estimating TSS build-up and wash-off load (Rossman & Huber, 2016).

3.2. Optimization of SuDS Design

The proposed disaggregation approach was demonstrated with an application to many-objective SuDS optimization problems, where the term “many-objective” denotes a problem with four or more objectives (Fleming et al., 2005). Four design parameters, including type of drainage assets and combination within
a subcatchment, spatial distribution, and surface area, were considered for each subcatchment, along with
four design objectives in each case study, including minimization of capital cost, flood volume, average
flood duration (in both case studies), and TSS (case study 1) or average peak runoff (case study 2). Accord-
ingly, the following four objective functions were considered:

\[
\begin{align*}
F &= \left( F_{\text{Cost}}, F_{\text{FloodV}}, F_{\text{FloodD}}, F_{\text{TSS}} \text{ or } F_{\text{PeakR}} \right) \\
\end{align*}
\]

in which \(F_{\text{Cost}}\) is overall SuDS capital cost, \(F_{\text{FloodV}}\) represents system flood volume, \(F_{\text{FloodD}}\) is average flood
duration in the catchment, \(F_{\text{TSS}}\) denotes the TSS discharge at the outfall (case study 1), and \(F_{\text{PeakR}}\) is the mean
peak runoff (case study 2).

The capital cost was calculated for the SuDS as follows:

\[
F_{\text{Cost}} = \sum_{i=1}^{N_t} \sum_{j=1}^{N_s} (c_{ij} \times a_{ij})
\]

where \(N_s\) is the number of subcatchments, \(N_t\) is number of types of SuDS in each subcatchment, \(a_{ij}\) is the
surface area of each drainage asset, and \(c_{ij}\) denotes its capital cost per unit area, which was extracted from
online databases (Washington State Department of Ecology & Herrera Environmental Consultants, 2012)
and vendors’ catalogs.

The flood volume objective function was defined as:

\[
F_{\text{FloodV}} = \sum_{i=1}^{N_m} FV
\]

where \(N_m\) is the number of manholes and \(FV\) is the overall flood volume at each manhole.

The average flood duration in the drainage system was calculated as:
\[
F_{\text{Flood}} = \frac{\sum_{i=1}^{N_f} F D_i}{N_f}
\]

where \( F D \) is flood duration at each manhole and \( N_f \) denotes the number of flooded manholes. The overall TSS load at the outfall (case study 1) and average peak runoff were (case study 2) obtained from SWMM simulation results.

Two different optimization models were applied in this study. In case study 1, the optimization model uses CNSGA-II for multi-objective optimization, and SWMM to represent the system dynamics in the region of interest, with the boundary condition at the outfall provided by the MLP neural network described in Section 2.2.1. Each optimization individual contains 20 integer values, corresponding to two different types of SuDS and their surface area in each of the 5 subcatchments in the case study area. The integer values defining the SuDS types and their surface areas can vary within the intervals (0 7) and (0 20), respectively.

An infinite number of generations were allowed to be explored by CNSGA-II, and the search process was set to stop when the average relative change in the spread of Pareto solutions was less than the function tolerance of \( 10^{-4} \) over 50 consecutive iterations. With these settings, the optimization model converged in 1.6 h after 18,000 function evaluations, as opposed to 34.8 h required if the entire system had been considered in the numerical simulations. In case study 2, Borg MOEA was applied to the disaggregated region and the search process was set to stop after 30,000 function evaluations. The hypervolume indicator was used to check the convergence of the optimization process, and the results are presented in the Appendix (Figure A1).
4. Results and Discussion

The surrogate model used to represent the hydraulic head at the cut-node must be able to map the decision variables involved in SuDS design to the resulting hydraulic head time-series at the cut-node, which makes the problem highly non-linear. In this study, 2,000 random SuDS configurations were simulated in SWMM to obtain 2,000 sets of hydraulic head time-series, each of them consisting of 20 time steps. The time-series data set was randomly divided into training, validation, and testing sets comprising 70%, 15%, and 15% of the available data, respectively. To compare the efficiency of the ANN used for emulation, the same input-output data were considered in the training process. To find the best MLP architecture, trial and error analyses were conducted, where we changed the number of layers and the number of neurons for each layer, and we evaluated the error in the hydraulic head compared with that predicted by simulating the whole system. In case study 1, out of about 130 different MLP architectures for the outfall emulation model with up to two hidden layers, and up to 20 neurons for each layer, the best performing network has 7 neurons in its first layer, and 15 neurons in its second hidden layer. The same number of MLP architectures was tested for the inflow emulation model, and the best-performing architecture was found to have 7 neurons in its first layer and 12 neurons in its second hidden layer. Moreover, the best performing MLP network in case study 2 was obtained with 14 and 15 neurons in its first and second layers, respectively, with a similar trial and error procedure.

In GRNN training, the smoothing factor $\sigma$ was found to be 0.35 and 0.25 for the emulation models of the outfall and inflow nodes in case study 1, and 0.67 for the emulation model of the outfall node in case study 2 based on a trial and error analysis where 40 different GRNN architectures were tested in each case. The resulting ANN predictions were compared with the numerical outputs in terms of mean square error (MSE), root mean square error (RMSE), mean error ($\mu$), standard deviation of errors ($\sigma$), and correlation coefficient ($R$). These error metrics are defined as follows:

$$\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (h_i - \hat{h}_i)^2$$

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (h_i - \hat{h}_i)^2}$$

$$\mu = \frac{1}{n} \sum_{i=1}^{n} (h_i - \bar{h})^2$$

$$\sigma = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (h_i - \hat{h}_i)^2}$$

$$R = \frac{\text{cov}(h, \hat{h})}{\sqrt{\text{var}(h) \cdot \text{var}(\hat{h})}}$$

where $n$ is the number of data, $h$ and $\hat{h}$ stand for numerical and predicted hydraulic head, respectively, and $\text{cov}(\cdot)$ and $\text{var}(\cdot)$ denote covariance and variance. Similar error metrics were used for the inflow rates.

The results of the application of MLP and GRNN to the prediction of the hydraulic head and inflows at the synthetic outfall and inflow nodes in the case study area are presented in Table 1. Figure 4 compares the emulated hydraulic heads at the outfall cut-nodes with that predicted by SWMM considering the whole drainage system for both case studies. Here, the red markers represent model results, whereas the continuous lines represent identity ($\hat{h} = \tilde{h}$). The figure shows good agreement between the predictions of the
surrogate model and the full drainage model for the outfall cut-node, and that MLP has better predictive performance ($R = 0.998$ for case study 1, $R = 0.999$ for case study 2) than GRNN ($R = 0.996$ for case study 1, $R = 0.976$ for case study 2).

Table 1

<table>
<thead>
<tr>
<th>Case study</th>
<th>Model</th>
<th>Node</th>
<th>RMSE</th>
<th>MSE</th>
<th>$R$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MLP</td>
<td>Outfall</td>
<td>0.024274</td>
<td>0.000589</td>
<td>0.998321</td>
<td>0.000291</td>
</tr>
<tr>
<td></td>
<td>Upper inflow node</td>
<td>0.488066</td>
<td>0.238209</td>
<td>0.999998</td>
<td>−0.01455</td>
<td>0.487890</td>
</tr>
<tr>
<td></td>
<td>Lower inflow node</td>
<td>0.160321</td>
<td>0.025703</td>
<td>0.999998</td>
<td>−0.00365</td>
<td>0.160293</td>
</tr>
<tr>
<td>1</td>
<td>GRNN</td>
<td>Outfall</td>
<td>0.038364</td>
<td>0.001472</td>
<td>0.995886</td>
<td>−0.00041</td>
</tr>
<tr>
<td></td>
<td>Upper inflow node</td>
<td>0.767876</td>
<td>0.589634</td>
<td>0.999996</td>
<td>−0.01542</td>
<td>0.767798</td>
</tr>
<tr>
<td></td>
<td>Lower inflow node</td>
<td>0.215930</td>
<td>0.046626</td>
<td>0.999996</td>
<td>−0.00804</td>
<td>0.215802</td>
</tr>
<tr>
<td>2</td>
<td>MLP</td>
<td>Outfall</td>
<td>0.028521</td>
<td>0.000813</td>
<td>0.998867</td>
<td>−0.00013</td>
</tr>
<tr>
<td></td>
<td>GRNN</td>
<td>Outfall</td>
<td>0.131974</td>
<td>0.017417</td>
<td>0.976418</td>
<td>0.00110</td>
</tr>
</tbody>
</table>

Abbreviations: GRNN, generalized regression neural network; MLP, multilayer perceptron; MSE, mean square error; RMSE, root mean square error.

Figure 4. Scatter plots of the numerical results and (a) multilayer perceptron (MLP) predictions for case study 1, (b) GRNN predictions for case study 1, (c) MLP predictions for case study 2, and (d) generalized regression neural network (GRNN) predictions for case study 2. The plots show that, in both case studies, the MLP network outperforms GRNN in estimating the hydraulic head at the synthetic outfall node of the disaggregated drainage system. Here, $h$ and $\hat{h}$ stand for numerical and predicted hydraulic heads, respectively. Hydraulic head values are reported in meters above the reference elevation, 2,548 m and 182 m for the first and second case studies, respectively.
Error distributions of MLP and GRNN predictions at the synthetic outfall node are illustrated in Figure 5, in which the height of each bar indicates the number of predictions with similar errors. In both cases, the mean of the distribution is close to zero with slightly smaller values for MLP, which implies better performance on average.

Figure 6 compares the time-series of hydraulic head at the synthetic outfall predicted by MLP and GRNN with those calculated by the full drainage model for five random SuDS configurations in each case study. Both surrogate models provided a reasonably good estimate of the time-series of hydraulic head, but the MLP model outperformed GRNN by providing more accurate predictions.

In Figure 6, it is evident that changing SuDS design in the region of interest impacts hydraulic head time-series at the synthetic nodes. A 30% change in the peak hydraulic head values as the surface area of SuDS is changed from 0% to 20% of the subcatchment is especially evident in case study 2. To exemplify the performance of the selected MLP architecture we evaluated flood volume, flood duration, and TSS loads using the disaggregated model with the synthetic boundary conditions and the full model of the entire drainage network for a randomly selected SuDS design in case study 1. The prediction error was found to be about 3.6% for flood volume values with accurate predictions of flood durations. The results obtained for flood duration and flood volume at each manhole in the region of interest are summarized in Table 2.

Table 3 compares the computational times for training and executing the MLP network and GRNN with those of the SWMM simulations for the whole urban catchment in both case studies. The computations were performed on a single processor of an Intel Core i7-8565U CPU clocked at 4.60 GHz with 8 GB of DDR4 RAM.

Table 3 indicates that GRNN benefits from a significantly faster training process, but the time required for training by both MLP and GRNN is smaller compared to the time required to generate the training datasets. GRNN has a larger execution time compared to MLP, and therefore MLP is preferable for optimization.
problems that require a large number of objective function evaluations. While the computational time required to train the surrogate models was relatively small in the case studies presented in this paper, the training process can become more computationally expensive if the optimization problem involves a larger number of decision variables, or if multiple rainfall events are considered. Yet, if the decision variables are confined to a region of interest, the overall computational cost required for optimization would be significantly higher if the whole drainage network had to be simulated.

Figure 7 illustrates a four-dimensional plot of the Pareto-optimal solutions obtained in both case studies. Capital cost, flood volume, and flood duration are shown on the x, y, z-axes, respectively. TSS and average peak runoff rate values are represented by marker sizes in Figures 7a and 7b, respectively, where larger markers represent larger TSS loads and/or peak runoff rates. The four-dimensional plots provide an overview of the system performance and design metrics for the solution space.

Figure 8 depicts a parallel axis plot (Inselberg, 2009) of the objective functions together with the final SuDS schematic, as an example, for case study 1. The parallel axes represent optimization objectives, in which the preferred direction is downwards, and the lines connecting the axes represent Pareto-optimal designs. The ideal solution candidate is a horizontal line at the bottom of the axes. This visualization technique allows practitioners to interactively set final design constraints on the problem objectives. Here, the lower third of each non-monetary objective was

Table 2
Comparison of Flood Volume and Flood Duration Results of SWMM Simulations in Flooded Manholes of a Random SuDS Scheme in Case Study 1

<table>
<thead>
<tr>
<th>Manhole</th>
<th>Flood duration (hrs)</th>
<th>Flood volume (m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Reduced map</td>
<td>Global model</td>
</tr>
<tr>
<td>PMI92736</td>
<td>0.25</td>
<td>0.25</td>
</tr>
<tr>
<td>PMI92751</td>
<td>0.37</td>
<td>0.37</td>
</tr>
<tr>
<td>PMI92782</td>
<td>0.34</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Abbreviations: SuDS, sustainable urban drainage systems; SWMM, Storm Water Management Model.
selected as an acceptable range of solutions to narrow down the solution space. A candidate solution with lowest capital cost among those within the specified ranges was then singled out as the final SuDS design for the region of interest. This is illustrated in Figure 8b, where the bar color represents the type of asset,

Table 3
Surrogate Model Training and Execution Time Comparison With Numerical Results in Case Study 1

<table>
<thead>
<tr>
<th>Operation</th>
<th>Execution time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case study 1</td>
<td></td>
</tr>
<tr>
<td>Numerical simulation of global catchment</td>
<td>8,199</td>
</tr>
<tr>
<td>Numerical simulation of the reduced model</td>
<td>163</td>
</tr>
<tr>
<td>Optimization function evaluation for global catchment</td>
<td>8,585</td>
</tr>
<tr>
<td>Optimization function evaluation for the reduced model</td>
<td>394</td>
</tr>
<tr>
<td>MLP training</td>
<td>35,635</td>
</tr>
<tr>
<td>GRNN training</td>
<td>292</td>
</tr>
<tr>
<td>MLP prediction</td>
<td>9</td>
</tr>
<tr>
<td>GRNN prediction</td>
<td>64</td>
</tr>
<tr>
<td>Case study 2</td>
<td></td>
</tr>
<tr>
<td>Numerical simulation of global catchment</td>
<td>3,498</td>
</tr>
<tr>
<td>Numerical simulation of the reduced model</td>
<td>153</td>
</tr>
<tr>
<td>Optimization function evaluation for global catchment</td>
<td>2,982</td>
</tr>
<tr>
<td>Optimization function evaluation for the reduced model</td>
<td>251</td>
</tr>
<tr>
<td>MLP training</td>
<td>29,899</td>
</tr>
<tr>
<td>GRNN training</td>
<td>286</td>
</tr>
<tr>
<td>MLP prediction</td>
<td>10</td>
</tr>
<tr>
<td>GRNN prediction</td>
<td>82</td>
</tr>
</tbody>
</table>

Abbreviations: GRNN, generalized regression neural network; MLP, multilayer perceptron.

Figure 7. Four-dimensional representation of trade-offs between design objectives in (a) case study 1 and (b) case study 2, where marker size represents overall total suspended solids (TSS) load and average peak runoff rate in the first and second case studies, respectively. The controlled version of NSGA-II (CNSGA-II) and Borg Multi-Objective Evolutionary Algorithm (MOEA) optimization algorithms were applied to the first and second case studies, respectively.
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Figure 8 shows how the proposed disaggregation-emulation approach can help practitioners efficiently use an optimization model for SuDS design in an area of interest without considering the remaining part of the drainage system. The spatial distribution on SuDS components in Figure 8b pertains to the portfolio highlighted with a bold red line in Figure 8a. Here, the optimization model explores potential combinations of green, blue, and grey urban drainage infrastructure for each subcatchment to maximize efficiency of the SuDS design in reducing stormwater runoff and pollution according to geographical and hydrological characteristics of each subcatchment (Alves et al., 2019; K. Eckart et al., 2018). Accordingly, SuDS components and the bar height represents the surface area expressed as a percentage of the total surface area of the subcatchment. An identical approach can be applied to single out a final SuDS design portfolio for case study 2.
appear as pairs of sustainable drainage assets in each subcatchment. Here the color of each bar stands for a particular SuDS type, whereas the bar height is proportional to the SuDS surface area.

5. Conclusions

A new surrogate-based optimization approach was presented for disaggregation and optimization of large-scale sustainable urban drainage networks. The approach is applicable to problems where part of a network needs to be optimized, and allows the computational cost of simulating the system dynamics for the whole system to be significantly reduced by disaggregating the region of interest and representing the remaining part of the system using an interface boundary condition. The latter is determined from a surrogate model that maps changes in the optimization variables to hydraulic head and total inflow time-series at synthetic outfalls and inflow nodes, respectively, at the cut-points between the region of interest and the remaining part of the drainage network. Artificial neural networks (ANNs) are used as surrogate models for both the inflow and outflow boundary conditions. The proposed approach was demonstrated with an application to a many-objective optimization problem involving the design of sustainable urban drainage infrastructure for capacity expansion in two urban catchments. The decision variables include the types of sustainable drainage assets, their combinations and surface area in five different subcatchments. Four objective functions are considered in each case study, that is, the minimization of capital cost, flood volume, flood duration, and total suspended solids in case study 1, or average peak runoff rate in case study 2. For the ANN representing the interface boundary conditions at the cut-points, two alternative approaches were evaluated: a multilayer perceptron (MLP) network and a generalized regression neural network (GRNN). Results show that both emulation models can provide acceptable approximations of the hydraulic head and total inflow at the synthetic outfall and inflow nodes, respectively, but MLP provided more accurate and efficient predictions, making it suitable for use in real-world design problems. GRNN benefits from a faster training process, which makes it efficient for problems with large calibration datasets. Using the proposed disaggregation-emulation approach, the computational time required for a single drainage simulation in the region of interest was about 50 times smaller than that required for simulation of the whole drainage network, allowing to speed-up the optimization process by factors of 22 and 12 in the first and the second case study, respectively.

In this study, the proposed approach was used to expand the capacity of an existing drainage network within a region of interest using sustainable drainage assets. However, the approach can be used more generally for optimization, calibration or trial and error analysis of urban drainage, water distribution, and a broader variety of water resources networks. In a similar way to the application presented in this work, a surrogate model may be used in design and control problems concerning water distribution networks to represent changes in flows and hydraulic heads at the boundary of a region of interest. Future work could use the proposed approach to optimize large water resources networks by partitioning them into a number of sub-regions and optimizing them sequentially.

Appendix A: Hypervolume

The hypervolume of a Pareto-front represents the volume of the multi-dimensional space enveloped by the front (Zitzler et al., 2003). The hypervolume indicator was used as the main convergence criterion for Borg MOEA in case study 2 and as a further check for convergence of CNSGA-II in case study 1. The evolution of the hypervolume during the optimization process is presented in Figure A1a for case study 1 and A1b for case study 2.
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