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A Decentralized Cluster Formation Containment Framework for Multi-Robot Systems
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Abstract—Cooperative control of multi-robot systems (MRS) has earned significant research interest over the past two decades due to its potential applications in multi-disciplinary engineering problems. In contrast to a single specialized robot, MRS can be designed to offer flexibility, reconfigurability, robustness to faults and cost-effectiveness in solving complex and challenging tasks. In this paper, we aim to develop a unified cluster formation containment coordination framework for networked robots that can be decomposed into two layers containing the leaders and the followers. According to the proposed methodology, the leader robots are first distributed into a set of distinct and non-overlapping clusters depending on the positions and priorities of the targets exploiting a game-theoretic rule. Then they are steered to attain the desired formations around the corresponding targets. Subsequently, the follower robots are made to converge into the convex hull spanned by the leaders of the individual clusters. A prototype search and rescue operation is considered to highlight the usefulness of the proposed coordination framework. Furthermore, real-time hardware experiments were conducted on miniature mobile robots to validate the feasibility of the theoretical results.

Index Terms—Multi-robot coordination, decentralized decision making, autonomous clustering, formation tracking, containment control, task allocation, collision avoidance, search and rescue.

I. INTRODUCTION

With the recent advancements of computing, communication, sensing and control techniques, cooperative control of multi-robot systems (MRS) has established its worth in the recent years [1]. By using this technique, a large number of autonomous robots connected via a communication network can be coordinated to achieve a common objective [2]. Decentralized control protocols are mostly used in the coordination strategies, which depend only on the relative state information of the neighboring robots. Hence, the coordinated movements of the robots under the effect of the information flow can be analyzed via graph-theoretic approaches [1], [2].

When properly designed, MRS can offer flexibility, reconfigurability, robustness to faults and cost-effectiveness over a single sophisticated robot in solving complex and challenging tasks. For instance, MRS can be potentially utilized in military applications (such as entrapment/escorting mission [3], [4], target localization and mapping [5]–[7], security surveillance [8], [9], etc.); in search, rescue and retrieval operations especially in hazardous environments (e.g., in nuclear power plants, in earthquake-devastated areas, etc.) [10]; in autonomous shepherding missions [11]; in space and planetary exploration [12], [13]; in cooperative transportation [14]; in connected and autonomous vehicle platooning [15], etc. The key to the success of MRS in solving real-world robotics problems is to develop state-of-the-art cooperative control techniques and implementation mechanisms. These factors have urged the control researchers and robotics researchers to dedicate tireless effort in developing coordination techniques for MRS.

Among the popular cooperative control techniques, formation control, cluster formation tracking and containment control are the remarkable ones [16]. The basic form of the formation tracking control is the ‘leader-following’ case in which the followers attain the desired formation around the leader (or the target) and keep tracking the target [17], [18]. Formation control schemes can be implemented either in a centralized mode or via a decentralized manner. In [8], an optimal formation tracking scheme for a group of tri-rotor drones was designed utilizing a robust feedback linearization technique. However, the control law requires global information (i.e. the graph Laplacian matrix) of the network topology. In such a centralized method, the bandwidth requirement and the costs incurred in setting up an extensive communication infrastructure are significantly higher as compared to a decentralized system. Owing to the facts mentioned above, the idea of using decentralized cooperative control techniques which depends only on the local information (i.e. information of the immediate neighbors), has been widely accepted. In [19],
a decentralized observer-based formation control framework was developed for tracking the centroid of relative formations of MRS having first-order dynamics. In [20], a decentralized formation control scheme was proposed for a team of aerial and ground robots to be operated in a dynamic environment. The proposed method uses a constrained optimization algorithm to find the required parameters for achieving the desired formation in the presence of static and dynamic obstacles. However, only one leader has been considered in the literature mentioned above, even though the majority of the complex real-world robotics problems may require multiple leaders and multiple robot teams to accomplish the task.

In large-scale multi-robot applications (e.g. cooperative searching, multi-target enclosing, cooperative hunting, etc.), the main task is, in general, divided into several subtasks and accordingly, the robots are distributed into many subgroups (or clusters) corresponding to each subtask. Note that the clustering can be done offline (i.e. before commencing the mission) or online (i.e. during an ongoing task) depending on the nature and priorities of the subtasks. In [21], a cluster consensus protocol was designed for linear multi-agent systems on a directed graph via distributed feedback controller. The proposed results were extended in [22] to deal with multiple cluster formation problems. However, the communication topology used in [21], [22] has significant restrictions, e.g., the subgroups must be connected via directed topology with acyclic partition and the topology is also required to satisfy the in-degree balanced condition for each subgroup. Besides, the agents cannot autonomously choose a subgroup to join, depending on the specific tasks and priorities. Often in some applications, the followers of different subgroups may need to be re-distributed into new subgroups during an ongoing mission depending on the changing priorities of the tasks [4]. Re-clustering is also required when a leader of one subgroup stops operating due to a fault and its followers need to be merged with other subgroups [4]. These are some of the essential concerns which advocate the requirement of autonomous clustering. A reliable and effective clustering algorithm seeks to know about: (i) how to decide the number of clusters, (ii) how to distribute the robots into the clusters, (iii) how many robots should be assigned to individual clusters to accomplish the given task, i.e., how to avoid over-crowdedness, (iv) when to initiate the re-clustering process, etc. The literature [23]–[27] laid significant contributions in developing clustering and group regulation algorithms that addressed some of the issues mentioned above. Lately, [28] has also proposed an improved autonomous clustering algorithm exploiting the concept of Nash-stable equilibrium and partitioning.

In the context of multi-robot navigation and control, maintaining coordination among the leaders and followers is of prime importance. The followers can either directly observe the leaders (referred to as ‘leader-following’ case) or can be surrounded by the leaders (known as ‘containment’). In some particular multi-robot applications, the containment strategy may be advantageous than the leader-following option. Consider a search and rescue operation to be performed by MRS in a cluttered environment, where the leader robots have sensors to detect the obstacles while the followers do not. The leaders can navigate the followers safely towards the destination by keeping them inside a safe moving zone guarded by the leaders (i.e. the convex hull spanned by the leaders). This operation is known as the ‘containment control’ in the literature [16]. Pioneering research has been conducted in [29] and [30] on distributed containment control of multi-agent systems. In [29], a distributed containment control protocol was designed for a multi-agent system having double integrator dynamics in the presence of both static and dynamic leaders. [30] introduced a continuous containment control law for multi-agent systems having general linear dynamics contrary to the conventional discontinuous control action. However, these articles did not show experimental validation results. Besides, only a single group of agents was considered in the containment control problem.

So far, we have discussed the usefulness and applications of clustering, formation tracking and containment control individually. However, many real-world robotics problems need all three above techniques to be applied in a proper sequence. In this context, we refer to a practical example of an automated weed monitoring and control in precision agriculture, as shown in Fig. 1. This particular problem can be formulated as a cluster, formation containment control problem to be solved by a fleet of heterogeneous robots (i.e. a combination of aerial drones and ground vehicles). Firstly, the aerial drones are distributed into several subgroups, which will inspect the entire field and discern the areas full of weeds using formation tracking principles. The ground robots then directly interact with the survey-drones to approach and enter into the marked areas, following the containment algorithms, for removing the weeds. This case study necessitates thinking on a unified clustering, formation and containment methodology leading to a state-of-the-art cooperative control framework for decentralized multi-robot applications.

Motivated by the challenges stated above and by the increasing need to develop effective cooperative control frameworks for handling large-scale MRS, this paper aims to design a decentralized cluster formation containment (CFC) framework for a class of MRS. Below, we summarize the contributions of this paper along with mentioning the key features of the proposed CFC framework:

- A unified decentralized coordination framework is proposed for a class of networked MRS having multiple time-varying or stationary targets, which is comprised of autonomous clustering, formation tracking and containment control methodologies;
- The autonomous decision-making property facilitates re-clustering during an ongoing mission when two targets come too close or if some of the leaders become faulty. Furthermore, the proposed clustering algorithm helps to avoid over-crowdedness in the clusters;
- In virtue of the decentralized control mechanism, each robot needs the information of its neighbors only, which significantly reduces the bandwidth requirement. Furthermore, in contrast to many existing works on this topic, the CFC protocols do not need to calculate the eigenvalues of the graph Laplacian matrix;
- Reconfigurability of the proposed scheme enables a net-
worked MRS to withstand the situations when some of the robots stop working due to malfunctioning, or some new robots join the group;

- The proposed theory has been validated through affordable real robot experiments involving a group of autonomous mobile robots in a real-time laboratory environment equipped with low-cost sensors.

The remaining of the paper proceeds as follows: Section II provides important technical preliminaries which are invoked in deriving the main results. Section III contains the main contributions of the paper – Subsection III-A presents a game theory-based autonomous clustering algorithm for the leaders depending on the positions and priorities of the targets; Subsection III-B proposes a decentralized formation tracking scheme; Subsection III-C puts forward a decentralized containment control law; and Subsection III-D discusses a Decentralized Artificial Potential Field (DAPF) method for obstacle and collision avoidance. Section IV presents an exhaustive case study on a real-time search and rescue mission to demonstrate collision avoidance. Section V concludes the paper.

Notations and acronyms are standard throughout. $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{\geq 0}$ denote respectively the sets of all positive and all non-negative real numbers. Let $I_n$ denote the identity matrix of dimension $n \times n$ and $1_N$ be the vector with $N$ number of entries all being 1. $\text{diag}\{a_1, \ldots , a_N\}$ represents a diagonal matrix with the diagonal entries $a_i$. The Kronecker product of two matrices $A$ and $B$ is denoted by $A \otimes B$. $\|\cdot\|$ expresses the 2-norm of a vector or a matrix. A square matrix $A \in \mathbb{R}^{n \times n}$ is called a non-singular $M$-matrix if all its off-diagonal elements are non-positive and all eigenvalues of $A$ have positive real parts [16].

II. TECHNICAL BACKGROUND

A. Communication networks

Consider a weighted and directed graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{A})$ with a non-empty set of nodes $\mathcal{V} = \{1, 2, \ldots , N\}$, a set of edges $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$, and the associated adjacency matrix $\mathcal{A} = [a_{ij}] \in \mathbb{R}^{N \times N}$. An edge rooted at the $i^{th}$ node and ended at the $j^{th}$ node is denoted by $(i, j)$, which means information can flow from node $i$ to node $j$. $a_{ij}$ is the weight of edge $(j, i)$ and $a_{ij} \neq 0$ if $(j, i) \in \mathcal{E}$. Note $j$ is called a neighbor of node $i$ if $(j, i) \in \mathcal{E}$. Define the in-degree matrix as $\mathcal{D} = \text{diag}\{d_i\} \in \mathbb{R}^{N \times N}$ with $d_i = \sum_{j=1}^{N} a_{ij}$. The Laplacian matrix $\mathcal{L} \in \mathbb{R}^{N \times N}$ of $G$ is defined as $\mathcal{L} = \mathcal{D} - \mathcal{A}$.

**Lemma 1:** [31] Let $L \in \mathbb{R}^{n \times n}$ be an $M$-matrix with $\text{det}(L) \neq 0$. Then, there exists a positive definite matrix $G = \text{diag}\{g_1, \ldots, g_N\}$ such that $\mathcal{G}L + L^TG > 0$.

B. Robot motions

Consider a team of multiple robots in which the position of the $i^{th}$ robot is denoted by $x_i(t) \in \mathbb{R}^n$ and each robot is characterized by the single-integrator dynamics

$$\dot{x}_i(t) = u_i(t),$$

where $u_i(t) \in \mathbb{R}^n$ is the bounded control input applied to the $i^{th}$ robot and there exists a positive constant $\sigma$ such that $\|u_i(t)\| \leq \sigma \forall t$.

Note that most of the robot platforms (e.g., UGVs and UAVs) are highly nonlinear and coupled [32], but the dynamics of the robot can be linearized to a single-integrator system at any operating point by exploiting the input-output feedback linearization technique [33]. The control inputs $u_i(t)$ $\forall i \in \{1, \ldots , N\}$ should be designed properly for the whole team based on the given tasks. These robots are required to complete the task successfully while avoiding environmental obstacles and collisions with each other along their trajectories.

C. Formation containment framework

A two-layer framework is adopted to handle the cluster, formation containment problem as shown in Fig. 2, which consists of the leaders’ formation layer and the followers’ containment layer. In the first layer, the objective is for the networked leaders to first divide into several separate clusters, then, in each cluster, they should converge to a predetermined formation and lastly, each clustered formation should move together following its target robot. In the second layer, the objective is for all the follower robots to converge into a convex hull spanned by the leaders in the neighboring clustered formation. The ‘cluster, formation containment’ objective is said to be achieved if the control objectives of both layers are achieved.

D. Problem statement

We now describe the problem statement of this paper in a precise form. Suppose a multi-robot coordination problem is given that can be formulated as a two-layer cluster, formation containment problem or its particular combinations. The main objective is to develop (i) a game theory-based clustering algorithm by which the leaders are first distributed into several clusters depending on the priorities and some distinguishing features (e.g., locations) of the targets and (ii) a decentralized and adaptive cluster, formation containment (CFC) protocol which steers the leaders within each cluster to attain a pre-specified formation around their target while tracking the corresponding target and also, enforces the followers to converge into the area (convex hull) spanned by the leaders.
of a neighboring cluster. This is explained in Fig. 2 which shows that the leader robots (Red coloured) in the first layer are clustered into different groups according to the priorities and positions of the targets and then, cluster-formation is achieved. Subsequently, the follower robots (Blue coloured) in the second layer are attracted to enter into the regions surrounded by the leaders of each neighboring cluster.

### III. MAIN RESULTS

In this section, we propose a game theory-based decentralized and adaptive control framework for multi-robot applications. The proposed scheme has three main steps as described below:

- **(Step 1):** An autonomous and target-specific clustering process is developed in Subsection III-A;
- **(Step 2):** A decentralized and adaptive cluster, formation tracking (CFT) protocol has been proposed for the leader robots in Subsection III-B;
- **(Step 3):** A decentralized and adaptive containment control law is designed for the follower robots in Subsection III-C.

Apart from these clustering, formation tracking and containment methodologies, the proposed framework also encompasses a set of obstacle and collision avoidance protocols because during real-time implementation, obstacle and/or collision avoidance may frequently be required.

Consider a group of \( N \) robots, which consists of \( M \) leaders and \( N - M \) followers. Suppose we have \( p \) \((p \geq 1)\) targets (either real robot or virtual robot) for the leaders to track. Let \( \mathcal{T} = \{1, 2, \ldots, p\} \), \( \mathcal{L} = \{p + 1, p + 2, \ldots, p + M\} \) and \( \mathcal{F} = \{p + M + 1, p + M + 2, \ldots, p + N\} \) be the sets of the targets, leaders and followers respectively. All the robots are connected by a communication network. The network topology of the entire MRS is denoted by the graph \( G \) as shown in Section II-A. In formulating this problem, we assume that leaders do not consider followers and followers do not consider targets in their motions. Then the Laplacian matrix \( L \) associated with \( G \) can be partitioned as

\[
L = \begin{bmatrix}
0 & 0 & 0 \\
L_{ll} & L_{lf} & 0 \\
0 & L_{ff} & L_{ff}
\end{bmatrix},
\]

(2)

where \( L_{ll} \in \mathbb{R}^{M \times p} \), \( L_{lf} \in \mathbb{R}^{M \times M} \), \( L_{ff} \in \mathbb{R}^{(N-M) \times M} \) and \( L_{ff} \in \mathbb{R}^{(N-M) \times (N-M)} \).

#### A. Construction of target-specific clusters

In this subsection, we utilize a game theoretic decision making algorithm that enables multiple robots to cluster themselves considering not only their individual preferences but also the intra- and inter-cluster competitions (e.g., how to avoid over-crowdedness in the clusters without affecting the safe and reliable operation).

Given the set of leader robots \( \mathcal{L} \), the associated network topology \( \mathcal{G}_L = \{\mathcal{V}_L, \mathcal{E}_L, \mathcal{A}_L\} \) and the set of \( p \) targets \( \mathcal{T} \), the leader robots are required to be able to distribute themselves autonomously into a set of \( p \) disjoint clusters \( \Pi = \{\mathcal{V}_1, \mathcal{V}_2, \ldots, \mathcal{V}_p\} \) called partition where \( \mathcal{V}_k \subseteq \mathcal{V}_L \) is the robotic cluster assigned to target \( k \) such that \( \mathcal{V}_k \neq \emptyset \), \( \mathcal{V}_L = \bigcup_{k=1}^{p} \mathcal{V}_k \) and \( \mathcal{V}_k \cap \mathcal{V}_l = \emptyset \) for any \( k, l \in \mathcal{T} \) and \( k \neq l \). Let \( d_{ik} \) denote the distance from leader robot \( i \in \mathcal{L} \) to target \( k \in \mathcal{T} \) and \( r_k \) is the target’s importance within the context of a given mission. In this context, a desirable collective behavior from the leader robots is such that they join clusters of targets in close proximity while forming different-sized clusters depending on the associated targets’ importance.

In order for the leader robots to construct such disjoint clusters in a decentralized manner without any inter-robot conflict, we utilize an anonymous hedonic game theoretic framework termed as ‘Group Agent Partitioning and placing Event’ (GRAPE) [28] which models the leaders as self-organized players willing to form robotic coalitions according to individual preferences. GRAPE offers the following advantages: (1) the leader robots can always converge to an agreed partition of disjoint clusters, called Nash stable partition (see Definition 1), where every robot is not willing to deviate; (2) the converging process is analytically proven to finish within polynomial time \( O(|\mathcal{V}_L|^2 d_{G_L}) \), where \( d_{G_L} \) denotes the diameter of the graph \( \mathcal{G}_L \); and (3) the resultant partition enjoys the suboptimality property defined with respect to maximizing the global utility and it is lower bounded.

The aforementioned benefits are guaranteed as long as a particular condition called ‘Single-Peaked-At-One’ (SPAO) [28] holds. Intuitively, SPAO implies ‘social inhibition’ of multiple robots. In the present research problem, SPAO can be satisfied if the following assumption holds.

**Assumption 1:** The individual preference of each leader robot within a cluster can be modelled as an individual utility function that monotonically decreases as the number of leaders in that cluster increases.

Now, we will define the utility function for the \( i^{th} \) leader robot assigned to cluster \( \mathcal{V}_k \in \Pi \) as

\[
\Omega_{ik} = \frac{w_i^k \cdot r_k}{|\mathcal{V}_k \cup \{i\}|} - w_i^d d_{ik}
\]

(3)

for all \( i \in \mathcal{L} \) where \( r_k \) represents the importance of the \( k^{th} \) target; \( d_{ik} \) denotes the distance between the \( i^{th} \) robot and the \( k^{th} \) target; \( w_i^k \in \mathbb{R}_{\geq 0} \) and \( w_i^d \in \mathbb{R}_{\geq 0} \) are the weights used to scale the factors \( r_k \) and \( d_{ik} \). This utility function implies that a leader robot would be more attracted towards a target having higher importance while avoiding a distant target. In addition, since task importance \( r_k \) is equally shared with the member of cluster \( \mathcal{V}_k \), it is expected that the leader robots would be partitioned in accordance with the relative importance of the tasks. The utility function defined in (3) complies with Assumption 1 and therefore we can exploit all the advantages of GRAPE.

**Definition 1 (Nash stable partition):** Given the set of leader robots \( \mathcal{L} \), the set of targets \( \mathcal{T} \) and the utility functions of the leader robots \( \Omega_{ik}, \forall i \in \mathcal{L}, \forall k \in \mathcal{T} \), a partition \( \Pi \) is said to be Nash stable if for each leader \( i \in \mathcal{L} \), \( \Omega_{i \Pi(i)} \geq \Omega_{ik} \) for all \( k \in \mathcal{T} \) where \( \Pi(i) \) represents the index of the cluster to which \( i^{th} \) leader robot belongs.
1) Algorithm: The decentralized and autonomous clusterization process is presented as Algorithm 1. Here, all the superscripts are used to refer to information locally owned by each leader robot, for example, \( \Pi^i \) being the partition locally known to the \( i \)-th leader robot. The clustering process for each leader robot consists of two parts: (1) local decision making based on given \( \Pi^i \) and (2) making consensus with neighbor leader robots for all \( k \) such that \( (k,i) \in \mathcal{E}_L \).

**Algorithm 1** Decentralized and autonomous clustering algorithm for each leader robot \( i \in \mathcal{L} \)

1. Initialize
   1. \( \text{ok}^i \leftarrow \text{false}; \sigma^i \leftarrow 0; \tau^i \leftarrow 0 \)
   2. \( \Pi^i \leftarrow \{\mathcal{V}_1, \ldots, \mathcal{V}_p\} \) where \( \forall \mathcal{V}_k = \emptyset \)
   3. while true do
      4. if \( \text{ok}^i = \text{false} \) then
         5. \( k^* \leftarrow \arg \max_{\forall \mathcal{V}_i \in \Pi^i} \Omega_{ik} \)
         6. if \( k^* \) is not the current cluster index then
            7. Join \( \mathcal{V}_k^* \) and update \( \Pi^i \)
            8. \( \sigma^i \leftarrow \sigma^i + 1; \tau^i \in \text{unif}[0,1] \)
            9. Update \( M^i = \{\Pi^i, \sigma^i, \tau^i\} \)
         10. end if
         11. \( \text{ok}^i = \text{true} \)
     12. end if
      13. Make a new decision if necessary
      14. Broadcast \( \Pi^i \) to neighbor leaders
      15. Receive \( \exists M^k \) from any leader \( k \) such that \( (k,i) \in \mathcal{E}_L \)
      16. for each \( M^j \in \{\forall M^k\} \) do
         17. if \( (\sigma^j > \sigma^i) \) or \( (\sigma^j = \sigma^i \& \tau^j > \tau^i) \) then
            18. \( M^i \leftarrow M^j \)
            19. \( \text{ok}^i \leftarrow \text{false} \)
         20. end if
     21. end for
   22. end while

Firstly, given \( \Pi^i \), each leader robot \( i \in \mathcal{L} \) looks for its best cluster according to its utility functions \( \Omega_{ik} \forall k \in \mathcal{T} \) (Line 5) unless the robot is satisfied with \( \Pi^i \) (Line 4). This local satisfaction is represented by \( \text{ok}^i \), which becomes true as soon as the robot has finished examining \( \Pi^i \) no matter whatever decision was made based on it (Lines 6–11). If a new decision was made, the leader robot unilaterally joins its best cluster, denoted by \( \mathcal{V}_{k^*} \), and updates \( \Pi^i \) accordingly (Line 7). The header information of \( \Pi^i \) is also updated wherein \( \sigma^i \) indicates the number of evolution of the partition and \( \tau^i \) is a randomized time stamp. This header facilitates decentralized algorithm, the details of which will be described in the following paragraph.

Thereafter, the leader robot broadcasts to its neighboring leaders a message \( M^i \) consisting of the header (i.e., \( \sigma^i, \tau^i \)) and the partition information \( \Pi^i \) (Line 13). Meanwhile, the robot could also receive other messages from its neighbor leaders (Line 14). Given multiple messages, the robot selects only one message among them ruling out the others by using each header information (Lines 15–20). This process allows each robot to eventually select a common partition information in a decentralized manner as long as the communication topology \( \mathcal{G}_L \) is connected but not necessarily fully connected. From the viewpoint of each local partition \( \Pi^i \), its evolution process is equivalent to the one with the assumption of a mutual exclusion process [28], in which the partition can always converge to be Nash stable unless it is ruled out. Therefore, in this decentralized algorithm, the local partition with the highest evolution time and/or the highest time stamp value will eventually be a consensus to every leader robot. An example of the proposed clusterization algorithm is illustrated in Fig. 3.

2) Suboptimality of a partition: Given a partition \( \Pi \) generated by Algorithm 1, suboptimality of the partition is lower bounded and can be expressed in terms of the aggregate utility of the leader robots defined as

\[ J = \sum_{i \in \mathcal{L}} \Omega_{i \Pi(i)}, \]

where \( \Pi(i) \) indicates the index of the target selected by the \( i \)-th robot according to the game theoretic rules listed in Algorithm 1. In this process, each leader robot attempts to maximize its own utility without considering the global utility and hence, it does not achieve global maximum even though the result is agreed by all the leader robots. In this paper, suboptimality of a Nash stable partition is obtained via Algorithm 1 and is denoted by

\[ \rho = \frac{\hat{J}}{J^*}, \]

where \( \hat{J} \) represents the aggregate utility and \( J^* \) denotes the optimal value of \( J \). Suboptimality of a Nash stable partition is shown to be lower bounded as follows:

**Theorem 1**: Given a Nash stable partition \( \Pi \), its suboptimality is lower bounded by the value

\[ \rho = \frac{\hat{J}}{J + \sum_{\forall \mathcal{V}_i \in \Pi} \max_{q \leq |\mathcal{C}|} \mathcal{q} \cdot (\Omega_{ik}[q] - \Omega_{ik})} \]

where

\[ \Omega_{ik}[q] = w_{ik}^r r_k - w_{ik}^d d_{ik} \quad \forall q \in \mathbb{N} \]
and $\Omega_{ik}$ is as defined in (3).

**Proof:** Given a Nash stable partition $\Pi$, it follows from Definition 1 that

$$\Omega_{\Pi(i)} \geq \Omega_{ik^*} \quad \forall i \in L$$

(7)

where $k^*$ indicates the index of the cluster that the $i^{th}$ leader robot should have individually selected so as to construct an optimal partition collectively. Note that $\Omega_{ik^*}$ does not correspond to the optimal value (denoted by $\Omega_{ik^*}$) because the given partition $\Pi$ is not optimal rather suboptimal. The term $\Omega_{ik^*}$ in (7), can be expressed as

$$\Omega_{ik^*} = \Omega_{ik^*} - (\Omega_{ik^*} - \Omega_{ik^*}).$$

(8)

Substituting (8) into (7) and then summing both sides of (7) over all $i \in L$, we get

$$\sum_{i \in L} \Omega_{\Pi(i)} \geq \sum_{i \in L} \Omega_{ik^*} - \sum_{i \in L} (\Omega_{ik^*} - \Omega_{ik^*}).$$

(9)

The left-hand side of (9) indicates $\hat{J}$, the first term in the right-hand side represents $J^*$ while the second term is upper bounded by

$$\sum_{k \in T} \max_{\forall i \in V_k} (\Omega_{ik^*} - \Omega_{ik}).$$

(10)

where $V_k$ denotes the cluster corresponding to $k^{th}$ target, given the optimal partition $\Pi$. Although $\Omega_{ik^*}$ is unknown, its upper bound can be obtained from the following relation derived from (3)

$$\hat{\Omega}_{ik}[q] = w_i^r \frac{r_k}{q} - w_i^d d_{ik}$$

(11)

for all $q \in \{1, 2, ..., |L|\}$ and for all $i \in L$. Using (11), an upper bound of (10) can be calculated as

$$\sum_{\forall k \in T, \max_{\forall i \in V_k} q \cdot (\hat{\Omega}_{ik}[q] - \Omega_{ik})}$$

(12)

Now, (12) implies from (9)

$$\hat{J} \geq J^* - \sum_{\forall k \in T, \max_{\forall i \in V_k} q \cdot (\hat{\Omega}_{ik}[q] - \Omega_{ik})}.$$

The above inequality is equivalent to

$$\rho \geq \hat{J} + \sum_{\forall k \in T, \max_{\forall i \in V_k} q \cdot (\hat{\Omega}_{ik}[q] - \Omega_{ik})} \equiv \rho$$

(13)

where $\rho$ is the lower bound of the suboptimality of the Nash stable partition $\Pi$.

While developing the technical results of this subsection, we have encountered several important issues which deserve further discussion. We have brought them into limelight through following remarks.

**Remark 1:** Although the autonomous clustering strategy is useful in multi-robot applications, it may face difficulties when applied in a highly cluttered environment. This happens because the utility function (3) relies on the point to point relative distance $d_{ik}$ between a robot and a target without considering practical constraints (e.g. long wall). To handle such cases, the robots may be equipped with proximity sensor modules to detect obstacles and to read also their approximate dimensions to aid the clustering algorithm to resolve such conflicting cases.

**Remark 2:** Recently, for clustering multiple robots, algorithms based on bipartite matching [34] and genetic algorithms [35] were proposed. However, these methods rely on a centralized architecture (i.e. global information is required in the iterative process), which could only be used well for a small number of robots with an ideal communication network as pointed out in [36]. In order to avoid such limitations, distributed k-means algorithms [26], [27] have been popularly used in MRS. Although the agents using k-means algorithms can be made self-organizing in a way that chooses the most ‘self-interested’ cluster, it is not straightforward to form the social utility functions. Compared to k-means algorithms, the proposed clustering algorithm has a different algorithmic process, which utilizes the game-theoretic findings that are useful for MRS (e.g. ability to accommodate social utilities, convergence towards an agreed outcome, decentralization and sub-optimality guarantee). For instance, proportional clustering with regard to the importance of tasks is desired from the global perspective. In our work, this desirable feature is encoded as the first term (i.e. $w_i^r r_k q^{-1}$) in (3), but it may not be accommodated in k-means algorithms because the inter-agent conflicts may cause divergence of the k-means based clustering process (e.g. repeated back-and-forth decisions). Besides, auction-based algorithms for multi-robot task allocation problems are addressed in [37], [38]. However, in this case, a hierarchical architecture over the given robots should be introduced and hence global level of information sharing and high computation resources may be required. Different from the aforementioned works, GRAPE is a self-organizing approach where each robot’s decision-making relies only on local information and local interaction, which facilitates scalability. Moreover, even if each robot does not consider its social utility in the algorithmic process, the performance in terms of global utility can still be guaranteed, which is another different benefit.

**Remark 3:** A Nash-stable partition may not be always optimal similar to the characteristic of a Nash equilibrium. For a multi-robot clustering problem, it may not always be feasible to find an optimal solution in a reasonable time specially in applications which involve many robots. As pointed out in [39], there is a trade-off between the optimality of a solution and the search efficiency for obtaining that solution. Apart from the optimality issue, scalability is also desirable to accommodate as many robots as possible in order to deal with a variety of real-world robotic problems. To ensure scalability, the notion of a Nash equilibrium is beneficial because, in the process of finding it, the required inter-robot communication can be reduced as the robots do not need to have permission protocol usually required in the other frameworks. Although the proposed method is fully decentralized, it may suffer from suboptimal outcomes. Therefore, a lower bound of the possible suboptimality should be analyzed.

**Remark 4:** The cluster construction algorithm proposed in this paper enables the clustering process adaptable to any dynamic changes in the structural configuration of the robots. For instance, in case of loss of some robots from a multi-
robot system or addition of new robots into that system during an ongoing mission, a new decision is made to redistribute the robots into different clusters corresponding to the new configuration of the MRS. It can be shown that the number of iterations required for the algorithm to converge into a new Nash stable partition is at most the number of the total robots and hence, for MRS with finite number of robots, the clustering algorithm is guaranteed to converge into a new Nash stable partition in case a re-clustering is required any time during the process [28].

\[ \lim_{t \rightarrow \infty} (\bar{x}_i(t) - \bar{h}_i(t) - (I_{n_i} \otimes I_n)x_i(t)) = 0 \] (14)

for all \( \bar{i} \).

**Remark 5:** If, at any point of time during the cluster formation tracking, two or more targets come closer and the distance between them falls below a given threshold (this situation is likely to occur in case of moving targets), then those few particular targets are considered as a whole target and consequently, the associated clusters are merged to form a single bigger cluster. In this case, all the leaders in the new cluster gradually attain a new formation and keep tracking the centroid of the targets. Note that if the target moves, the whole formation also moves accordingly.

\[ \phi \text{ is the formation configuration vector used to characterize the shape or pattern of a formation. A graphical interpretation of the formation configuration vector } h_i \text{ and the geometric relationships between } h_i \text{ and } x_i \text{ is provided via Fig. 4.} \]

\[ \text{Fig. 4. An example shows a static cube formation in a 3D space with eight quadrotor UAVs tracking a fixed target.} \]

The leader robots in the \( \bar{i} \)th cluster for all \( \bar{i} \in \{1, 2, \ldots, p\} \) are said to achieve cluster formation tracking (CFT) if for any given bounded initial positions

\[ \text{for all } \bar{i}. \]

**B. Cluster formation tracking of the leader robots**

In this subsection, we introduce a cluster formation tracking (CFT) protocol for the leader robots in each cluster. Once the clustering process is done (discussed in the previous subsection) based on the priorities and locations of the targets, the next goal is to achieve cluster formation with respect to each target. Let \( V_i \) denote the clusters where the subscript \( \bar{i} \in \{1, 2, \ldots, p\} \) and \( G_i \) represents the portion of the entire graph which corresponds to the interaction among the leader robots in the \( \bar{i} \)th cluster \( V_i \) and the target assigned to \( V_i \). Let \( n_i \) be the number of leaders in cluster \( V_i \). Without loss of generality, let \( x_{i} \) be the position vector of the target assigned to \( V_i \). Below, we mention some assumptions required to develop the main results.

**Assumption 2:** The robot leaders in each cluster use only the neighboring state information to achieve the cluster formation tracking.

**Assumption 3:** In each cluster, the interaction topology among the leaders is connected with the assigned target being the root node.

Based on Assumptions 2 and 3, the sub-Laplacian matrix \( L_{ll} \) which corresponds to the portion of \( G \) involving leaders and the targets can be partitioned in the following pattern [21]:

\[ L_{ll} = \begin{bmatrix} L_{11} & 0 & \cdots & 0 \\ 0 & L_{22} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & L_{pp} \end{bmatrix}, \] (13)

where \( L_{ii} \) for \( i \in \{1, 2, \ldots, p\} \) is associated with \( G_i \). Note that \( L_{ll} \) has been extracted from the complete graph Laplacian matrix \( L \) shown in (2).

The desired formation may be time-varying or time-invariant and it is specified by the vector \( h_L(t) = [h_{p+1}(t), h_{p+2}(t), \ldots, h_{p+n}(t)]^T \) where \( h_i(t) \in \mathbb{R}^n \) \( \forall t \in [0, \infty) \) and \( \forall i \in \mathbb{L} \) is a preset vector known to the \( i \)th leader. For the \( \bar{i} \)th cluster, the desired cluster formation is specified by the vector \( \bar{h}_i(t) = [h_{\phi+1}(t), h_{\phi+2}(t), \ldots, h_{\phi+n}(t)]^T \) where \( \phi = \sum_{k=1}^{r-1} n_k \) with \( n_0 = p \) and each element in \( h_i(t) \) is piece-wise continuously differentiable. It is easy to verify that \( h_L(t) = [h^T_1(t), h^T_2(t), \ldots, h^T_{\bar{i}}(t)]^T \) reflects the formation vector for the entire MRS. \( \bar{x}_i = [x^T_{\phi+1}(t), x^T_{\phi+2}(t), \ldots, x^T_{\phi+n}(t)]^T \) represents the position vector of the leaders in the \( \bar{i} \)th cluster.

\[ \text{We now define the formation tracking error } \xi_i \text{ for each of } \]
the leader robots
\[
\xi_i = \sum_{j=p+1}^{p+M} a_{ij} \left( (x_i - h_i) - (x_j - h_j) \right) + \sum_{k=1}^{p} a_{ik} \left( (x_i - h_i) - x_k \right) \quad \forall i \in \mathcal{L}. \tag{15}
\]

**Lemma 2:** Let \( L_l \) and \( L_{ll} \) be the components of the graph Laplacian matrix \( L \) defined in (2). Suppose Assumptions 2 and 3 hold. Then, \( L_{ll}^{-1} L_{ll} \) can be expressed as
\[
L_{ll}^{-1} L_{ll} = \begin{bmatrix}
1_{n_1} & 0 & \cdots & 0 \\
0 & 1_{n_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1_{n_p}
\end{bmatrix}.
\tag{16}
\]

**Proof:** For the cluster \( \mathcal{V}_i \) for any \( i \in \{1, 2, \ldots, p\} \), let the vector \( e_i \in \mathbb{R}^{n_i} \) have \( a_{(G+i)(i)} \) as its \( i \)-th component if the \( i \)-th leader in this cluster observes the target, and all the other entries are 0. Then, we have
\[
L_{ll}^{-1} L_{ll} = \begin{bmatrix}
L_{11} & 0 & \cdots & 0 \\
0 & L_{22} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & L_{pp}
\end{bmatrix}
\tag{17}
\]
\[
= \begin{bmatrix}
é_1 & 0 & \cdots & 0 \\
e_2 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix} = -L_{ll}.
\]

Since \( L_{ll} \) is non-singular via Assumptions 2 and 3, the desired result can be drawn immediately from (17).

**Theorem 2:** Given a set of leader robots \( \mathcal{L} = \{p + 1, p + 2, \ldots, p + M\} \) which is distributed into \( p \) number of non-overlapping and disjoint clusters denoted by \( \mathcal{V}_i \) for \( i \in \{1, 2, \ldots, p\} \). Let \( \mu > \sigma \) for a given \( \sigma \geq 0 \) and also let \( Q \) and \( R \) be two positive constants. Suppose Assumptions 2 and 3 hold. Then, the leader robots in each cluster achieve cluster formation tracking with the following decentralized and adaptive CFT protocol
\[
\begin{align*}
u_i &= (c_i + \rho_i)K \xi_i + \dot{h}_i - \mu f(\xi_i), \\
\dot{c}_i &= \xi_i^T Q \xi_i, \quad c_i(0) \geq 0,
\end{align*}
\tag{18}
\]
where \( c_i(t) \) denotes the time-varying coupling weight associated with the \( i \)-th leader, \( K = -\sqrt{\frac{Q}{R}} I_n \), \( \rho_i = \sqrt{QR} \xi_i^T \xi_i \) and the nonlinear function \( f(\xi_i) \) is designed as
\[
f(\xi_i) = \begin{cases}
\frac{\xi_i}{\| \xi_i \|} & \text{when } \| \xi_i \| \neq 0, \\
0 & \text{when } \| \xi_i \| = 0,
\end{cases}
\tag{19}
\]
for all \( i \in \mathcal{L} \).

**Proof:** Please see the Appendix.

**Remark 6:** The CFT scheme proposed in Theorem 2 remains applicable in applications involving non-stationary or time-varying targets. This is achieved by including the term \( \mu f(\xi_i) \) in the designed control input \( u_{i} \), given in (18), which counteracts the effect of time-varying target. Furthermore, the term \( \dot{h}_i \) in (18) enables the CFT scheme to achieve time-varying formation apart from the static formation since the former is more realistic in real-world applications than the latter.

**Remark 7:** During the real-time implementation, some of the leader robots may stop operating due to hardware faults or communication problems. In such a scenario, the proposed CFT scheme still remains applicable and continues to work with the healthy robots assuming that they are connected to the network. Hence, the entire multi-robot system does not collapse. To deal with such issues, the CFT scheme first initiates an autonomous re-clustering process to reconfigure the topology of the MRS on the basis of the healthy robots and to redistribute them into new clusters and subsequently, the new clusters proceed to develop new formations around the given targets. Thus, in case of sudden loss of robots, the proposed framework makes the entire MRS quickly adapt to the altered operating condition and continues the mission with the available resources. The same course of action is pursued if some new leaders join the network during an ongoing mission. Hence, the proposed framework facilitates reconfigurability and scalability which are key features of the distributed control scheme.

**C. Containment control of the follower robots**

Followed by the autonomous clustering process and the decentralized CFT protocol introduced in the previous two subsection, we will now present the containment control
scheme which is the third part of the proposed cluster formation containment control framework to be utilized in the multi-robot applications. Once the cluster formation is attained, the next task is to steer the followers to converge into the convex hull formed by those leaders. Fig. 5 illustrates this process – six leader robots have attained a hexagonal formation and two follower robots will eventually enter into the hexagonal area (marked by Green dotted lines) surrounded by the leaders. Note that at least two leaders are required to form a convex hull; otherwise, in case of a cluster having single leader, the containment problem specializes to the leader-following problem. Below, we declare the two technical assumptions to be satisfied by the follower robots for the containment scheme to work.

**Assumption 4:** Each follower has limited sensing range such that it will only receive position information from nearby leaders from one cluster or other nearby followers.

**Assumption 5:** For each follower, there exists at least one leader that has a directed path to it.

It is important to note here that the containment scheme to be developed does not require the followers to be clustered beforehand by the designer. Rather, the followers dynamically decide on their own which cluster to join depending on the relative distance from the leaders of the adjacent clusters. For the sake of the theoretical development of the containment scheme, it is only assumed that the followers are split into \( p \) clusters without imposing any specific pattern. However, some of the clusters may be empty, which means that no followers have actually joined those clusters. We also assume that the followers in each cluster are connected by the leaders belonging to the same cluster. Let \( \tilde{n}_i \geq 0 \) be the number of followers in the \( i \)th cluster where \( i \in \{1, 2, \ldots, p\} \). Also let \( \phi_i = \sum_{k=0}^{i-1} \tilde{n}_k \) and \( \tilde{n}_0 = p + M. \) Let \( \tilde{x}_i = \begin{bmatrix} x^T_{\phi_i+1}(t), x^T_{\phi_i+2}(t), \ldots, x^T_{\phi_i+\tilde{n}_i}(t) \end{bmatrix}^T \) represents the position vector of the followers in the \( i \)th cluster. Since the followers in different clusters do not communicate with each other, the sub-Laplacian matrices \( L_{fi} \) and \( L_{ff} \) extracted from the graph Laplacian matrix \( L \) defined in (2) enjoy the simplified structures

\[
L_{fi} = \begin{bmatrix}
L_{i1} & 0 & \cdots & 0 \\
0 & L_{i2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & L_{ip}
\end{bmatrix}
\]  
and

\[
L_{ff} = \begin{bmatrix}
L_{f1} & 0 & \cdots & 0 \\
0 & L_{f2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & L_{fp}
\end{bmatrix}
\]  

(20)

(21)

The follower robots in each of the \( p \) clusters are said to achieve containment if for any given bounded initial positions

\[
\lim_{t \to \infty} \left( \tilde{x}_i(t) - (-L^{-1}_{fi} L_{i1} \otimes I_n) \tilde{x}_i(t) \right) = 0.
\]  

(22)

Let us now define the containment error for each of the follower robots by

\[
c_i = \sum_{j=p+1}^{p+N} a_{ij}(x_i - x_j) \quad \forall i \in F.
\]  

(23)

A decentralized and adaptive containment control scheme for the follower robots has been proposed in Theorem 3 given below.

**Theorem 3:** Consider a set of followers robots \( F \) that are distributed into \( p \) number of disjoint clusters and suppose Assumptions 4 and 5 hold. Let \( \eta > \mu \) for a given \( \mu > 0 \), \( Q \) and \( R \) be two positive constants. Then, the follower robots in each cluster achieve containment via the decentralized and adaptive control law

\[
\begin{align*}
\dot{u}_i &= (\dot{c}_i + \hat{\rho}_i)K\bar{s}_i - \eta f(\bar{s}_i), \\
\dot{\bar{s}}_i &= c_i^T Q \bar{s}_i, \quad c_i(0) \geq 0,
\end{align*}
\]  

(24)

where \( \dot{c}_i(t) \) denotes the time-varying coupling weight associated with the \( i \)th follower, \( K = -\sqrt{Q/R} I_n \), \( \hat{\rho}_i = \sqrt{QR} \bar{s}_i^T \bar{s}_i \) and the nonlinear function \( f(\cdot) \) is defined as:

\[
f(\bar{s}_i) = \begin{cases} 
\frac{\bar{s}_i}{\|\bar{s}_i\|} & \text{when } \|\bar{s}_i\| \neq 0, \\
0 & \text{when } \|\bar{s}_i\| = 0,
\end{cases}
\]  

(25)

for all \( i \in \{p + M + 1, p + M + 2, \ldots, p + M + N\} \).

**Proof:** Please see the Appendix.

Note that Theorem 3 provides the containment control technique for the follower robots but does not explicitly address the issue whether the position of a follower inside a convex hull can also be regulated. In some practical applications, for instance, in coverage control of mobile sensor networks, it is often required to maintain precise locations of the followers in a convex hull. We will now show that the proposed containment control scheme (Theorem 3) can also be used to maintain desired locations of the followers after achieving containment. In order to do that, we will invoke the lemma stated below.

**Lemma 3:** [40] If the directed interaction topology \( \mathcal{G} \) satisfies Assumptions 3 and 5, then all the eigenvalues of \( L_{ff} \) and \( L_{fl} \) have positive real parts, each entry of \( -L^{-1}_{ff} L_{fl} \) is nonnegative, and each row of \( -L^{-1}_{ff} L_{fl} \) has a sum equal to one.

Now, (64) can be rewritten as

\[
\lim_{t \to \infty} \left( \tilde{x}_i(t) - (-L^{-1}_{fi} L_{i1} \otimes I_n) \tilde{x}_i(t) - I_{n_i} \otimes x_i(t) \right) = 0
\]  

(26)

after substituting the term \( \tilde{x}_i(t) \) from (51), since \( -L^{-1}_{fi} L_{i1} 1_{n_i} = 1_{n_i} \), holds from Lemma 3. The derived condition in (26) indicates that the positions of the followers are jointly determined by the properties of the communication graph \( (L_{fi}, L_{i1}) \), the formation of the leaders \( (\bar{h}_i(t)) \) and the movement of the target \( (x_i(t)) \). Therefore, the locations of the followers can be controlled by modifying any of the above three factors. However, in practice, \( x_i(t) \) is not user defined and \( \bar{h}_i(t) \) depends on the application. Thus, most conveniently, this tuning can be done by modifying the graph properties, i.e., by varying the weights of the links.
D. Collision and obstacle avoidance

When operating a multi-robot system in an unpredictable or highly cluttered environment, all robots are required to navigate through a safe path avoiding collisions with other robots and/or obstacles so that the mission can be accomplished successfully. In order to implement obstacle and collision avoidance, we will now apply a Decentralized Artificial Potential Field (DAPF) method for all the robots.

In this approach, each robot is assumed to be surrounded by a virtual circle, called ‘safe circle’, to mark an area or zone of obstruction (see Fig. 6). The radius of the safe circle \( r_c \) is equal to the distance between the centre point and the furthest point of the observed obstacle boundary. When the safe zone of a robot is invaded by obstacles or neighboring robots, a repulsive force is generated to push that robot into a safe zone of a robot is invaded by obstacles or neighboring robots, called ‘safe circle’, to mark an area or zone of obstruction.

Assume there are \( q \) obstacles in the operating environment of MRS, let \( ψ_k \) \( ∀k \in \{1, \ldots, q\} \) be the position of the \( k \)th obstacle. The safe distance between the centres of two adjacent robots, say the \( i \)th robot and the \( j \)th robot, is denoted by \( d_{ij} \), while the safe distance between the \( i \)th robot and the \( k \)th obstacle is given by \( d_{ik} \).

In this work, an obstacle is assumed to be a circle in \( \mathbb{R}^2 \), or a sphere in \( \mathbb{R}^3 \), with radius smaller than \( d_{ik} \) for each robot.

Motivated by [41], we include the following collision avoidance protocols to design additional input components for each robot to implement collision avoidance:

\[
\begin{align*}
    u_{c,i} &= \sum_{j=1}^{N} \theta_c \tau_{ij} a_{ij} \left( \frac{1}{\|x_i - x_j\|} - \frac{1}{d_{ij}} \right) \frac{x_i - x_j}{\|x_i - x_j\|^2}, \\
    u_{o,i} &= \sum_{k=1}^{q} \theta_o \phi_{ik} \left( \frac{1}{\|x_i - ψ_k\|} - \frac{1}{d_{ik}} \right) \frac{x_i - ψ_k}{\|x_i - ψ_k\|^2},
\end{align*}
\]

where \( \theta_c \) and \( \theta_o \) are positive constants which determine the magnitude of the repulsive force generated to repel a robot from another robot or an obstacle in the vicinity, and the factors \( \tau_{ij} \) and \( \phi_{ik} \) are defined as follow:

\[
\begin{align*}
    \tau_{ij} &= \begin{cases} 
    1 & \forall \|x_i - x_j\| \leq d_{ij}^c, \\
    0 & \forall \|x_i - x_j\| > d_{ij}^c,
    \end{cases} \\
    \phi_{ik} &= \begin{cases} 
    1 & \forall \|x_i - ψ_k\| \leq d_{ik}^o, \\
    0 & \forall \|x_i - ψ_k\| > d_{ik}^o.
    \end{cases}
\end{align*}
\]

In order to produce sufficiently strong repulsive force to repel the \( j \)th robot from all the adjacent robots and the obstacles (if any) in the surrounding region, \( \theta_c \) and \( \theta_o \) must be set appropriately to make \( u_{c,i} \) and \( u_{o,i} \) stronger than the formation tracking input (18) and containment control input (24).

**Remark 8:** The proposed collision and obstacle avoidance policy (27)–(28) (built on the DAPF methodology) can effectively deal with convex obstacles. However, in the case of non-convex or scattered obstacles in a cluttered environment, the above policy is not guaranteed to work well. In such cases, we can still find a remedy by increasing the radius of the safe circle around the robots and by grouping the non-convex obstacles (zone wise) within a virtual circle so that the robots can safely keep away from those obstacles, even though it may result in a conservative result. Note that more powerful and state-of-the-art obstacle avoidance algorithms can also be integrated with the proposed CFC framework to handle non-convex obstacles and to guarantee safe navigation in highly cluttered environments. In that scenario, the low-level obstacle avoidance algorithms implemented in the robots may be different, but the proposed CFC framework used as a high-level coordination strategy will remain the same. □

Towards this end, we consolidate the aforementioned formation tracking and containment control techniques into an algorithm (Algorithm 2) which also provides a systematic set of guidelines for the robotics-control practitioners to implement the formation-containment methodologies involving the obstacle and collision avoidance scheme.

**Algorithm 2** A structured set of guidelines to apply the two-layer formation containment control scheme for multi-robot applications

1: for each robot \( i \in \{1, \ldots, N\} \) do
2: if Nash stable partition is guaranteed by the autonomous clustering algorithm then
3: set the desired formation configuration vector \( h_i \) for leaders
4: set the communication graph and link-weights \( a_{ij} \)
5: \( K \leftarrow -\sqrt{QR}I_n \)
6: \( ρ_i \leftarrow \sqrt{QR} \xi_i^T \xi_i; ρ_i \leftarrow \sqrt{QR} \xi_i^T \xi_i \)
7: choose positive gains \( \eta > \mu > \sigma \) for a given \( \sigma \geq 0 \)
8: if \( \|\xi_i\| \neq 0 \) (\( \xi_i \) represents either \( \xi_i \) or \( \xi_i \)) then
9: \( f(\xi_i) \leftarrow \frac{\xi_i}{\|\xi_i\|} \)
10: end if
11: construct the decentralized and adaptive formation containment control law \( u_i \) given in (18) and (24)
12: if \( \|x_i - x_j\| \leq d_{ij}^c \) then
13: \( \tau_{ij} \leftarrow 1 \)
14: add the term \( u_{c,i} \) to the input \( u_i \) to each robot
15: end if
16: if \( \|x_i - ψ_k\| \leq d_{ik}^o \) then
17: \( φ_{ik} \leftarrow 1 \)
18: add the term \( u_{o,i} \) to the input \( u_i \) to each robot
19: end if
20: end if
21: end for
Remark 9: In this paper, we have introduced a unified CFC framework for multi-robot applications, which integrates an autonomous clustering process, a cluster formation tracking scheme and a containment control technique. It is interesting to observe that for $p = 1$ (i.e., in case of a single cluster), the proposed cluster, formation containment scheme reduces to the ‘formation tracking’ and ‘containment control’ problems as done in [19], [20], [29], [30], [42]; for $N = M$, the present scheme specializes to the ‘cluster navigation’ problem as discussed in [28], [43]–[45]; the CFC framework also specializes to the ‘multi-robot rendezvous’ problem, as discussed in [46]–[48], when the leader’s formation configuration vector $h_l = 0 \forall i \in L$. Thus, the CFC framework proposed in this paper generalises all the above works and can be utilized as a decentralized control scheme for solving many well-known cooperative control problems such as rendezvous problems, formation tracking problems, cluster consensus problems, containment problems, etc. In addition to that, the CFC framework proposed in this paper also invokes the re-clustering process autonomously when some robots stop operation due to hardware faults or loose connection with the network due to link failure or when two or more targets come close apart. □

IV. CASE STUDY: A REAL-TIME SEARCH AND RESCUE MISSION

A. Objectives

In this section, a real-time search and rescue operation is considered to highlight a potential application of the proposed CFC framework and also to demonstrate the feasibility of the framework in achieving the mission in real robot experiments. In the case study, a fleet of networked autonomous mobile robots is used consisting of leader, follower and target (or reference) robots. In order to achieve the search and rescue mission via the proposed CFC framework, we assign particular roles to the leaders, followers and targets: (i) followers are to be viewed as lost robots; (ii) targets are assigned the task of exploring an unknown area in search of the lost robots and hence, targets are recognised as explorers; and (iii) leaders guide the lost robots into a safe region enclosed by the leaders after a lost robot is detected by an explorer and hence, leaders are recognised as rescuers. The mission is to deploy a fleet of rescuers and explorers to search for the lost robots in an unknown environment and to bring them back into a safe region surrounded by the rescuers. The case study may be considered as a heterogeneous MRS since the robots (even though structurally homogeneous) are assigned different roles. The CFC framework can also be applied to multi-dimensional search and rescue operations for which proper synergy between the aerial robots and the ground vehicles needs to be established. In the present scenario, we provide a complete set of simulation results showing clustering, formation tracking and containment phases leading to achieve the search and rescue mission. Simulation results also focus on collision and/or obstacle avoidance capabilities of the proposed CFC framework and its robustness against loss of some rescuer robots during an ongoing mission due to hardware/communication faults.

B. Simulation results

The simulation has been performed using the Webots platform, a GUI-based, open-source, multi-platform mobile robot simulation software. Webots facilitates advanced robot models which are useful for academic and industrial research; provides commonly used sensor and actuator components for robotics applications; and also enables the users to incorporate practical constraints during the simulation. In this case study, the ‘E-puck’ mobile robot [49] is used to demonstrate the effectiveness of the proposed CFC framework. Simulation results are given in Fig. 7(a)–Fig. 7(f). In Fig. 7(a), initial positions of all the robots – five rescuers, one lost robot and one explorer (considered as virtual target in this case) and the obstacles are shown. In this simplified task, the virtual target transmits its own relative location to one of the rescuers directly via wireless communication and all the five rescuers are connected by a communication network. Fig. 7(b) depicts that the rescuers are approaching the virtual target (marked by Red star) and en route, they have encountered the obstacles. Fig. 7(c) reveals that the rescuers bypassed the obstacles and have almost clustered around the virtual target. Fig. 7(d) indicates that the team of rescuers have already attained a pentagonal formation surrounding the virtual target and furthermore, the lost robot is getting drawn towards the formation (i.e. the containment phase has already started). Fig. 7(e) confirms that the lost robot has been enclosed within the pentagonal area (i.e. the convex hull) formed by the team of rescuers and the whole formation is navigating the lost robot back towards the left side of the arena. However, meanwhile, two rescuers (marked by White crosses) suddenly stopped operating due to a hardware fault. Finally, Fig. 7(f) portrays that the remaining three healthy robots have attained a new triangular formation surrounding the virtual target and the lost robot and they are guiding them towards the left side of the arena despite the loss of two rescuers. Hence, the search and rescue mission is accomplished.

Now, in order to test the resilience of the designed formation tracking controller against communication delays, network topology changes and variation in control parameters ($Q$ and $R$), we increase the number of rescuers to 10 and repeat the same simulation case study. 50 trials are tested for each case corresponding to 50 different sets of initial positions of the rescuers. Some analysis with respect to topology switching and variation in controller parameters are also done based on the simulation data sets which reflects the effectiveness of the proposed controller in a non-ideal environment.

Impact of the communication delay: Fig. 8 shows a cumulative plot of the time variation of the 2-norm of the formation tracking error $\|\xi_L(t)\|$ of the rescuers for all $t \in [0, 50]$ s in the presence of communication delays (0 s, 1 s, 2 s and 3 s). Each subplot depicts a coloured zone and a solid curve where the coloured zone contains all fifty $\|\xi_L(t)\|$ vs. $t$ graphs obtained from fifty sets of simulation responses corresponding to fifty different sets of initial positions of the rescuers and the solid curve represents the arithmetic mean curve. As observed from Fig. 8, the best result is achieved when there is no delay, as expected; the proposed control scheme works fine
Fig. 7. Webots simulation results of the search and rescue mission involving 5 rescuers, 1 explorer (virtual target, marked by Red star) and 1 lost robot: (a) At $t = 0$ s, initial positions of all the robots including the virtual target in the X-Y plane; (b) At $t = 10$ s, rescuers are heading towards the virtual target; (c) At $t = 20$ s, rescuers are being clustered around the virtual target after successfully avoiding the obstacles; (d) At $t = 30$ s, a pentagon formation is attained by the rescuers surrounding the virtual target and the lost robot has established communication with two rescuers; (e) At $t = 40$ s, the lost robot is already contained within the pentagonal area formed by the team of rescuers and the rescuer team is guiding the lost robot to its home – meanwhile two rescuers (marked by White crosses) stopped working due to sudden hardware fault; (f) At $t = 50$ s, the remaining 3 rescuers have rebuilt a new triangular formation surrounding the virtual target and containing the lost robot within it and finally reached the initial spot – mission accomplished.

Fig. 8. Variation of 2-norm of the formation tracking error $||\xi_L(t)||$ $\forall t \in [0, 50]$ s of all 10 leader robots during the search and rescue mission in presence of different communication delays, subjected to 50 random initial positions. Lines indicate the median of the errors and shaded areas indicate the minimum and maximum of the errors obtained.

The formation tracking error $||\xi_L(t)||$ smoothly decays to zero within 15 s as long as the delay remains within 2 s; but starts deteriorating significantly when the delay increases to 3 s or beyond.

Effect of the network topologies: The edge connectivity of a graph reflects its structure and complexity [50]. The concept is illustrated through Fig. 9 which shows five different configurations (corresponding to 1-edge-connected, 3-edge-connected, 5-edge-connected, 7-edge-connected and 9-edge-connected) of a graph containing 10 nodes. Note that when the edge connectivity is 1, it represents the simplest communication graph (e.g. line following or star topology) that ensures cooperation among all robots. When the edge connectivity is $k - 1$, where $k$ is the number of nodes of a graph, it signifies a ‘fully connected’ graph.

Here, the controller performance subjected to network topology changes as shown in Fig. 9 is presented. For each case, the results are collected from 50 sets of simulation responses corresponding to 50 different sets of randomly selected initial positions of the rescuers as mentioned before. Fig. 10(a) shows
the formation tracking settling time (i.e. the time required for $||\xi_L(t)||$ to decay to zero) of the rescuers corresponding to the given five configurations having edge connectivities 1, 3, 5, 7 and 9 respectively. The figure suggests that the edge connectivity has a direct impact on the decay rate of the formation tracking error. From this investigation, we can also conclude that as the edge connectivity increases (that is, the more complex the topology is), the multi-robot system will be more robust to communication failure. However, it will increase the bandwidth requirement and the communication costs. Hence, a trade-off between the controller performance and the complexity of the network should be determined based on the applications and available resources.

Effect of varying $Q/R$ ratio: The control parameters $Q > 0$ and $R > 0$ used in the distributed formation control protocol (see Theorem 2) also have a significant impact on the dynamic response of the robots. In order to get a faster dynamic response, a larger $Q$ and a smaller $R$ should be chosen in the controller design. However, depending on the physical limit of the control input for each robot, the difference between $Q$ and $R$ may not be arbitrarily large and should be properly selected depending on performance specifications.

Fig. 10(b) shows the formation tracking settling time of the rescuers with respect to varying $Q/R$ ratios (both $Q$ and $R$ are positive scalar parameters according to Theorem 2) and subjected to 50 different sets of initial positions as considered in the previous analysis. The figure indicates that the tracking time decreases exponentially as the $Q/R$ ratio increases and the decrement becomes insignificant when the $Q/R$ ratio goes beyond 0.15 due to actuator constraints.

C. Experimental set-up with real robots

1) Robotic platform: Mona robots [51] are used in the hardware experiment on a two-dimensional search and rescue problem. Fig. 11 shows a Mona robot and its various components. It is a small-size (with diameter of 8 cm) mobile robot which was developed as an open-source robotic platform.

The robot has two DC motors with direct reduction gears as its actuator. These motors are controlled independently via two pulse-width modulation (PWM) channels of the main microcontroller, which generate control signals for the left and right motors simultaneously. The motors actuate Mona with relatively slow speed in the range from 1.5 cm/s to 10 cm/s.

There are three communication channels (I2C, RS232, and SPI) which are used to communicate with the base-station and other robots. Serial Peripheral Interface (SPI) is used to communicate with the RF (radio frequency) module which is attached to each robot as an additional part. Although this module may not guarantee a fast and reliable communication channel, its performance is adequate for this work which requires transferring short-size messages containing only speed of the left and right motors. Fig. 12 illustrates the control loop implemented in the experiment.

2) Arena set-up: To investigate the feasibility and efficacy of the proposed CFC framework in the hardware experiments with real robots, an experimental set-up was designed which includes the following three parts:

- Localization system: This is used to capture the position information of the robots and to generate relative positions with respect to the neighboring robots. An open-source localization system [5] has been used to detect the positions and orientations of the robots using coloured circular tags attached to the robots. The localization system uses a low-cost overhead camera to detect the circular tags via identifying the colours. The estimated positions and orientations of all robots are sent to the formation controller via the ROS (Robot Operating System) communication framework.

- Communication system: This uses a modem (transceiver) to modulate control commands generated by the controller and sends those messages to each individual robot using its RF transceiver. Therefore, it is a communication link between the base-station and the robots.

- Base-station: This is a laptop which manages localization software and runs the controller in MATLAB. The internal link between these two software is managed by ROS. As it was mentioned before, this laptop only routes the inter-robot communication and hence it can be removed from the system if each robot can detect the relative positions of its neighbors and orientations using on-board range & bearing sensors, which will be implemented and tested in future work.
D. Results of experiments with real robots

In the experiment, a group of twelve Mona robots which contains two explorers (Red centred), three lost robots (Green centred) and seven rescuers (White centred) is placed in a two dimensional arena. An obstacle (Gray coloured box) is also placed in the arena (see Figures 13(a)–13(h)). The designed sequence of actions can be described as: first, the rescuers will be separated into two clusters depending on the positions and priorities of the explorers; then, the rescuers in each clusters will form specific formations around the explorers and will track the positions of the explorers; subsequently, the explorers will start searching for the lost robots in the arena. Once an explorer locates a lost robot, it informs the rescuers clustered around that explorer. The rescuers then try to communicate with the lost robots to navigate them within a safe region enclosed by the rescuers.

Fig. 13(a) shows the initial orientation of the entire multi-robot system. The lost robots are placed close to the left and right corners of the arena. Fig. 13(b) depicts the first step, that is, all seven rescuers are distributed into two non-overlapping and distinct clusters with respect to the positions and priorities of the explorers. Once the clusters are formed, the rescuers in each cluster align them in a specific geometric pattern called formation. Fig. 13(c) reveals that both the clusters have achieved the respective formations - a triangular formation containing three rescuers and a square formation with four rescuers. In Figures 13(c), 13(d), 13(e), 13(f) and 13(h), the green planar regions mark the safe region (convex hull) spanned by the positions of the rescuers of the individual clusters. After the cluster-formation is attained in Fig. 13(c), the explorers start searching in Fig. 13(d) for the lost robots in the arena using a standard cooperative search algorithm [52]. During this phase, as an explorer keeps following the robot, the associated rescuers (i.e., the whole formation) also keep moving to track the explorer. Fig. 13(d) reflects this phenomena that the clusters have moved away from each other compared to their spatial positions in Fig. 13(c). If an explorer comes close to a lost robot (usually measured in terms of ‘sensing radius’) during the course of searching such that the explorer can detect the presence of a lost robot, the rescuers associated with that explorer build communication with the lost robot. Fig. 13(d) portrays this situation where both the explorers are approaching towards the lost robots (indicated by the Red dashed arrow) and enter into the respective zone of detection. As soon as the rescuers contact the lost robots, the latter start moving towards the Green safe region spanned by the rescuers. This phase is known as containment. Fig. 13(e) illustrates that all three lost robots are made to converge into the safe zones - two of them are encompassed by the square formation while the third one is surrounded by the triangular formation. Note that obstacle and collision avoidance have been implemented throughout the entire experiment. Even though the lost robots are all rescued, they still need to be protected and navigated further towards a base, which is assumed to be the middle of the arena. While doing so, the two formations come close to each other as the search space is common to both robot teams. Fig. 13(f) indicates such a situation when one cluster enters into the surrounding region of the other and the distance between the explorers corresponding to those two clusters is less than a threshold value. In this particular case, according to the proposed clustering algorithm, the existing formations are first dismantled (see Fig. 13(g)) and then, merged into a single larger cluster. Subsequently, the new larger cluster will achieve a complete formation comprised of all seven rescuers and encompass the lost robots while keeps tracking the centroid of the positions of two explorers. Fig. 13(h) shows that finally a single heptagonal formation is attained by the new larger cluster with two explorers viewed as a combined target and the lost robots contained within the safe region spanned by the seven rescuers. We have also plotted the 2-norms of the formation tracking error of rescuers and the containment error of lost robots evolved during the real robot experiment to show that the errors decay quickly to zero due to the proposed CFC framework.

E. Discussion

In this paper, we conducted a lab-based experiment involving affordable small-scale mobile robots (Mona), which relies on
on a camera tracking system and a base-station for navigation and control of the robots. Although in this set-up, the robots are not equipped with onboard position and orientation sensors for estimating the relative range and bearing of the neighboring robots, the experiment still validates the feasibility of the proposed CFC scheme because the host computer is used only as an intermediary for processing the feedback signal from the camera and doing the mathematical computation to construct the control protocols based on only relative position information. The experimental results suggest that the proposed scheme fulfils the desired objectives in the presence of communication delays, actuator noises, unaccounted factors (e.g., static and rolling frictions, nonlinearities of the robots) and other limitations (e.g., inaccuracies of the sensors and the camera tracking system). We believe that these results will motivate future development of more realistic multi-robot test rigs for improving the current experimental performance.

In the next phase of our work, we plan to develop more realistic and fully distributed experimental set-up including advanced mobile robots equipped with onboard position and proximity sensors. We will also test controller resilience to more challenging scenarios (e.g., non-convex obstacle avoidance, dynamic priority changes of the targets) and robustness to sudden loss of robots and network failure. Future research will also be pursued to develop an effective swarm intelligence algorithm to fit the proposed CFC framework in applications related to agri-robotics, safety-critical systems and disaster-recovery.

Fig. 13. Experimental observation of the search and rescue mission involving twelve robots (two Red robots act as explorers, three Green robots represent the lost robots and seven White robots being the rescuers); In all the simulated pictures complementing the experimental snapshots, the ‘stars’ denote the explorers, the ‘diamonds’ represent the rescuers and the ‘circles’ denote the lost robots: (a) haphazard position of the robots at the beginning of the mission, (b) rescuers (White robots) are distributed into clusters with respect to the positions of the explorers (Red robots), (c) two cluster-formations attained, (d) searching for the lost robots (Green robots) in the arena, (e) lost robots found and rescued - i.e., containment achieved, (f) explorers approach each other, (g) existing two clusters are dismantled to form a single large cluster, and (h) the new large cluster is formed with a heptagonal formation surrounding all three lost robots and it also keeps tracking the centroid of all explorers.
Fig. 14. Time evolution of 2-norms of (a) formation error of the rescuers (i.e., the leader robots) during the formation tracking phase and (b) containment error of the lost robots (i.e., the followers) during the containment phase.

V. CONCLUSIONS

Cooperative control of MRS is an active area of robotics research because it promises to solve many real-world engineering problems especially in precision agriculture (e.g. automated weed monitoring and control), in military applications (e.g. surveillance, target localization and tracking, search and rescue in extreme environments), etc. Coordination of MRS presents challenges on all aspects including platform sensing and actuation, control algorithmic challenges and mission formulation. This paper proposes a hedonic game-based decentralized cluster, formation containment (CFC) methodology, which can be applied as an appropriate control framework to deal with multi-robot applications. An autonomous clustering algorithm has been developed exploiting the idea of Nash-stable partitioning to distribute a group of leaders into several clusters depending on the positions and priorities of the individual targets. The paper considers an exhaustive case study on a real-time search and rescue operation in which the problem is first modelled as a two-layer multi-robot coordination problem. Then, the proposed CFC framework has been applied to achieve the desired goal. The simulation study addresses non-trivial issues like collision and obstacle avoidance, the impact of communication delays and network topology changes on the performance of the controller, and robustness of the controller to faulty conditions (e.g. loss of robots). A hardware experiment involving a group of networked miniature mobile robots has been performed to validate the feasibility of the proposed CFC framework.

APPENDIX

A. Proof of Theorem 2

Proof: Since the communication topology of each cluster is connected, it is shown in [16] that all the eigenvalues of \( L_{ii} \) have positive real part for all \( i \in \{1, 2, \ldots, p\} \). Applying Lemma 1, there exists a set of real diagonal matrices \( \Xi_i > 0 \) such that

\[
\Xi_i L_{ii} + L_{ii}^T \Xi_i > 0 \quad \forall i \in \{1, 2, \ldots, p\}.
\]  

(31)

Define a block diagonal matrix \( \Xi = \text{diag}\{\Xi_1, \ldots, \Xi_p\} \). It is evident that \( \Xi L_{ii} + L_{ii}^T \Xi > 0 \) via (31) since \( \Xi \) and \( L_{ii} \) are block diagonal matrices.

Define the following vectors which will be used in this proof

\[
x_L = [x_{p+1}^T, \ldots, x_{p+M}^T]^T, \quad x_T = [x_1^T, \ldots, x_p^T]^T,
\]

\[
u_T = [u_1^T, \ldots, u_p^T]^T, \quad h_L = [h_{p+1}^T, h_{p+2}^T, \ldots, h_{p+M}^T]^T
\]

and

\[
F(\xi) = [f^T(\xi_{p+1}), f^T(\xi_{p+2}), \ldots, f^T(\xi_{p+M})]^T.
\]

The closed-loop system dynamics of the leaders embedded with the CFT protocol (18) can be expressed in a structured form as

\[
\begin{aligned}
\dot{x}_L &= ((C + \rho) L_{ii} \otimes K) x_L + ((C + \rho) L_{ii} \otimes K) x_T + (I_M \otimes I_n) h_L - ((C + \rho) L_{ii} \otimes K) h_F
\end{aligned}
\]

\[
- \mu (I_M \otimes I_n) F(\xi),
\]

\[
\dot{x}_T = (I_p \otimes I_n) u_T,
\]

(32)

where \( C = \text{diag}\{c_{p+1}, c_{p+2}, \ldots, c_{p+M}\} \) and \( \rho = \text{diag}\{\rho_{p+1}, \rho_{p+2}, \ldots, \rho_{p+M}\} \).

Let the global formation tracking error be \( \xi_L = [\xi_{p+1}^T, \ldots, \xi_{p+M}^T]^T \). Define \( z_i = x_i - h_i \) \( \forall i \in \mathcal{L} \) and \( z_L = [z_{p+1}^T, \ldots, z_{p+M}^T]^T \). Now \( \xi_L \) can be written in a compact form as

\[
\xi_L = (L_{ii} \otimes I_n) z_L + (L_{ii} \otimes I_n) x_T.
\]

(33)

Substituting (32) into the derivative of (33), the expressions for \( \dot{\xi}_L \) and \( \dot{c}_i \) can be found as

\[
\begin{aligned}
\dot{\xi}_L &= (L_{ii} (C + \rho) \otimes K) \xi_L + (L_{ii} \otimes I_n) u_E
\end{aligned}
\]

\[
- \mu (L_{ii} \otimes I_n) F(\xi),
\]

\[
\dot{c}_i = \xi_i^T Q c_i.
\]

(34)

Motivated by [47], we consider the following Lyapunov function candidate

\[
V_1 = \sum_{i=p+1}^{p+M} \frac{1}{2} \varphi_i(2c_i + \rho_i) c_i + \frac{1}{2} \sum_{i=p+1}^{p+M} \varphi_i(c_i - \alpha)^2
\]

(35)

where \( \Xi = \text{diag}\{\varphi_{p+1}, \ldots, \varphi_{p+M}\} \) is a positive definite matrix with \( \varphi_i \in \mathbb{R}_{>0} \) \( \forall i \in \mathcal{L} \) such that \( \Xi L_{ii} + L_{ii}^T \Xi > 0 \) and \( \alpha \) is a positive constant to be determined later. As \( c_i(t) \geq 0 \) for all \( i \in \mathcal{L} \), it follows from \( c_i(t) \geq 0 \) for all \( t > 0 \). Therefore, \( V_1 \) is positive definite.

Now, the time derivative of \( V_1 \) along any trajectory of (34) is given by

\[
\dot{V}_1 = \sum_{i=p+1}^{p+M} (\varphi_i (c_i + \rho_i) \dot{c}_i + \varphi_i (c_i - \alpha) \dot{c}_i) + \sum_{i=p+1}^{p+M} \varphi_i (c_i - \alpha) \dot{c}_i
\]

\[
= \sqrt{Q R} \sum_{i=p+1}^{p+M} 2 \varphi_i (c_i + \rho_i) \xi_i^T \xi_i + \sum_{i=p+1}^{p+M} \varphi_i (c_i + \rho_i - \alpha) \xi_i.
\]

(36)

Note that

\[
\sum_{i=p+1}^{p+M} \varphi_i (c_i + \rho_i - \alpha) \xi_i = Q \xi_L^T ((C + \rho - \alpha I) \Xi \otimes I_n) \xi_L
\]

(37)
and

\[\sum_{i=p+1}^{p+M} 2\varphi_i(c_i + \rho_i)\xi_i^T \sqrt{Q_R} \xi_i\]

\[= 2\sqrt{Q_R} \xi_L^T ((C + \rho) \Xi \otimes I_n) \xi_L\]

\[= -Q \xi_L^T ((C + \rho) \Xi L_{ul} + L_{ul}^T \Xi (C + \rho) \otimes I_n) \xi_L\]

\[+ 2\sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) u_T\]

\[= -2\mu \sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) F(\xi)\]

\[\leq -\xi_L^T (\lambda_1^{\min} (C + \rho)^2 \otimes Q(I_n)) \xi_L\]

\[+ 2\sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) u_T\]

\[= -2\mu \sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) F(\xi),\]

(38)

where \(\lambda_1^{\min}\) represents the smallest positive eigenvalue of \([\Xi L_{ul} + L_{ul}^T \Xi]_{\otimes}^{\otimes} I_n\). Substituting (37) and (38) into (36), we obtain

\[\bar{V}_1 \leq Q \xi_L^T ((C + \rho) \Xi \otimes I_n - (\lambda_1^{\min} (C + \rho)^2 + \alpha \Xi) \otimes I_n) \xi_L\]

\[+ 2\sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) u_T\]

\[\leq -\xi_L^T (\lambda_1^{\min} (C + \rho)^2 \otimes Q(I_n)) \xi_L\]

\[+ 2\sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) u_T\]

\[= -2\mu \sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) F(\xi).\]

(39)

From (19), it is straightforward to show that

\[\sqrt{Q_R} \xi_L^T f(\xi) = \sqrt{Q_R} \|\xi\| \quad \forall i \in \mathcal{L}\]

and by applying the Cauchy-Schwarz inequality [33], we get

\[\sqrt{Q_R} \xi_L^T f(\xi) \leq \sqrt{Q_R} \|\xi\| \|f(\xi)\| \leq \sqrt{Q_R} \|\xi\| \quad \forall i \neq j.\]

(40)

Subsequently, we get the following relation

\[-2\mu \sqrt{Q_R} \xi_L^T ((C + \rho) \Xi L_{ul} \otimes I_n) F(\xi)\]

\[= -2\mu \sqrt{Q_R} \sum_{i=p+1}^{p+M} (c_i + \rho_i) \varphi_i \xi_i^T \sum_{j=p+1}^{p+M} a_{ij} (f(\xi_i) - f(\xi_j))\]

\[= -2\mu \sqrt{Q_R} \sum_{i=p+1}^{p+M} (c_i + \rho_i) \varphi_i \sum_{j=p+1}^{p+M} a_{ij} \xi_i^T f(\xi_i)\]

\[\leq -2\mu \sqrt{Q_R} \sum_{i=p+1}^{p+M} (c_i + \rho_i) \varphi_i \sum_{k=1}^{p+M} a_{ik} \|\xi_i\|.\]

(42)

Since \(\|u_i\| \leq \sigma \forall i \in \mathcal{T}\), it follows that

\[2\xi_L ((C + \rho) \Xi L_{2} \otimes \sqrt{Q_R} I_n) u_T\]

\[= 2\sqrt{Q_R} \sum_{i=p+1}^{p+M} (c_i + \rho_i) \varphi_i \sum_{k=1}^{p+M} a_{ik} \xi_i^T u_k\]

\[\leq -2\sigma \sqrt{Q_R} \sum_{i=p+1}^{p+M} (c_i + \rho_i) \varphi_i \sum_{k=1}^{p+M} a_{ik} \|\xi_i\|.\]

(43)

Now, using a common matrix property \(X^2 + Y^2 \geq 2XY\) where \(X > 0\) and \(Y > 0\) [53], we find

\[-Q \xi_L^T ((\lambda_1^{\min} (C + \rho)^2 + \alpha \Xi) \otimes I_n) \xi_L\]

\[\leq -2Q \xi_L^T ((\lambda_1^{\min} \alpha \Xi (C + \rho) \otimes I_n) \xi_L\]

assuming \(X = \sqrt{\lambda_1^{\min} (C + \rho)} > 0\) and \(Y = \sqrt{\alpha \Xi} > 0\). After that, selecting \(\alpha \geq \frac{\max \{\xi_1^T \alpha \Xi \otimes Q(I_n) \xi_1\}}{\lambda_1^{\min} \alpha \Xi (C + \rho)}\) and \(\mu > \sigma\), the inequality given in (39) implies

\[\bar{V}_1 \leq -Q \xi_L^T ((C + \rho) \Xi \otimes I_n) \xi_L\]

(45)

invoking (42), (43) and (44). Introducing a change of variable \(\xi_L = (\sqrt{C + \rho} \Xi \otimes I_n) \xi_L\), inequality (45) can be rearranged as

\[\bar{V}_1 \leq -Q \xi_L^T (\tilde{I}_M \otimes I_n) \xi_L\]

(46)

which implies \(\bar{V}_1 \leq 0\) since \(Q > 0\). Furthermore, \(\bar{V}_1 = 0\) only when \(\xi_L = 0\). Now, invoking LaSalle’s invariance principle [33], asymptotic stability of (34) can be asserted. Therefore, \(\lim_{t \to \infty} \xi_L(t) = 0\) and hence

\[\lim_{t \to \infty} \xi_L(t) = 0.\]

(47)

From (33) and (47), we can write

\[\lim_{t \to \infty} (x_L(t) - h_L(t) - (-L_{ul}^{-1} L_{ul} \otimes I_n)x_T(t)) = 0.\]

(48)

Now, (48) can be expanded using Lemma 2 as

\[\lim_{t \to \infty} (x_L(t) - h_L(t) - \begin{bmatrix} 1_{n_1} & \cdots & 0_{n_1} \\ \vdots & \ddots & \vdots \\ 0_{n_p} & \cdots & 1_{n_p} \end{bmatrix} \otimes I_n) x_T(t) = 0.\]

(49)

Rearranging (49), we have

\[\lim_{t \to \infty} \begin{bmatrix} \tilde{x}_1(t) - \tilde{h}_1(t) - (1_{n_1} \otimes I_n) \tilde{x}_1 \\ \vdots \\ \tilde{x}_p(t) - \tilde{h}_p(t) - (1_{n_p} \otimes I_n) \tilde{x}_p \end{bmatrix} = 0.\]

(50)

That is, for any \(\bar{i} \in \{1, 2, \ldots, p\},\)

\[\lim_{t \to \infty} (\tilde{x}_{\bar{i}}(t) - \tilde{h}_{\bar{i}}(t) - (1_{n_1} \otimes I_n) x_{\bar{i}}(t)) = 0.\]

(51)

Thus, it is established that the leaders in each cluster will achieve the desired formation (specified by the cluster-formation configuration vector \(\hat{\xi}_c(t)\)) asymptotically under the application of the designed CFT protocol.

### B. Proof of Theorem 3

**Proof:** Let \(x_F = [x_F^{T(\mathcal{S}+1)}, \ldots, x_F^{T(p+N)}]^T\) and \(F(\mathcal{S}) = [f(\mathcal{S}+1), f(\mathcal{S}+2), \ldots, f(\mathcal{S}+N)]^T\). The closed-loop system dynamics of the followers embedded with the containment control protocol can be expressed in a structured form as

\[\dot{x}_F = ((\hat{C} + \hat{\rho}) L_{ff} \otimes K) x_F + ((\hat{C} + \hat{\rho}) L_{ff} \otimes K) x_L - \eta(n_{M-N} \otimes I_n) F(\mathcal{S})\]

\[\hat{\xi}_i = \xi_i^T Q S_i\]

(52)

where \(\hat{C} = \text{diag}\{\hat{c}_{\mathcal{S}+1}, \hat{c}_{\mathcal{S}+2}, \ldots, \hat{c}_{p+N}\}\) and \(\hat{\rho} = \text{diag}\{\hat{\rho}_{\mathcal{S}+1}, \hat{\rho}_{\mathcal{S}+2}, \ldots, \hat{\rho}_{p+N}\}\).

Let the global containment error of the followers be \(\xi_F = [x_F^{T(\mathcal{S}+1)}, \ldots, x_F^{T(p+N)}]^T\), then we have

\[\xi_F = (L_{ff} \otimes I_n) x_L + (L_{ff} \otimes I_n) x_F.\]

(53)
From (24), it can be derived that
\[
\dot{\zeta}_F = (\dot{\mathbf{C}} + \dot{\rho})_F K \mathbf{c}_F - \eta (\mathbf{L}_f \mathbf{I}_n) \mathbf{F}(\mathbf{c}) + (C + \rho)L_{ff} L_{ht}\mathbf{K} (\mathbf{x}_L - \mathbf{h}_L)
- (-L_{ht}^{-1} L_{ht} \mathbf{I}_n) x_T) - \mu (L_{fi} \mathbf{I}_n) \mathbf{F}(\mathbf{c})
\]
and
\[
-2\mu \sqrt{QR} \zeta^T ((\dot{\mathbf{C}} + \dot{\rho}) \mathbf{E} L_{fi} \mathbf{I}_n) \mathbf{F}(\mathbf{c}) \leq -2\mu \sqrt{QR} \sum_{i=n_0+1}^{p+N} (\dot{c}_i + \dot{\rho}_i) \mathbf{c}_i \| \mathbf{c}_i \| \sum_{k=p+1}^{M} a_{ik}.
\]
When the leaders achieve the desired formation \( h_E(t) \), we have
\[
\lim_{t \to \infty} x_L(t) - h_L(t) - (-L_{ht}^{-1} L_{ht} \mathbf{I}_n) x_T(t) = 0,
\]
which means that
\[
\lim_{t \to \infty} (I_M \mathbf{I}_n) (x_L(t) - h_L(t) - (-L_{ht}^{-1} L_{ht} \mathbf{I}_n) x_T(t)) = 0.
\]
Pre-multiplying both sides of (58) by \((C + \rho) \mathbf{E} L_{ff} L_{ht} \sqrt{QR} \mathbf{K}\), we get
\[
\lim_{t \to \infty} \left( (C + \rho) \mathbf{E} L_{ff} L_{ht} \sqrt{QR} \mathbf{K} (x_L(t) - h_L(t) - (-L_{ht}^{-1} L_{ht} \mathbf{I}_n) x_T(t)) \right) = 0.
\]
Therefore we obtain
\[
\dot{V}_2 \leq Q \sqrt{\mathbf{c}_F}^T ((\dot{\mathbf{C}} + \dot{\rho}) \mathbf{E} I_n - (\lambda_{2}^{\min} (C + \rho)^2 + \beta \mathbf{E} I_n) \mathbf{c}_F
- 2\sqrt{QR} (\eta - \mu) \sum_{i=n_0+1}^{p+N} (\dot{c}_i + \dot{\rho}_i) \mathbf{c}_i \| \mathbf{c}_i \| \sum_{k=p+1}^{M} a_{ik}.
\]
Invoking the same matrix property as used in the proof of Theorem 2, we find
\[
-2Q \sqrt{\mathbf{c}_F}^T ((\dot{\mathbf{C}} + \dot{\rho}) \mathbf{E} I_n) \mathbf{c}_F
\leq -2Q \sqrt{\mathbf{c}_F}^T (\lambda_{2}^{\min} (C + \rho)^2 \mathbf{E} I_n) \mathbf{c}_F
\]
Selecting \(\beta \geq \frac{\max_{i \in E} \lambda_i}{\lambda_{2}^{\min}}, \eta \geq \mu\) and substituting (59) into (59) yields
\[
\dot{V}_2 \leq -Q \sqrt{\mathbf{c}_F}^T ((\dot{\mathbf{C}} + \dot{\rho}) \mathbf{E} I_n) \mathbf{c}_F.
\]
Now, define \(Y = (\sqrt{(\dot{\mathbf{C}} + \dot{\rho}) \mathbf{E} I_n}) \mathbf{c}_F\). Therefore, from (60) we get
\[
\dot{V}_2 \leq -Q \sqrt{\mathbf{c}_F}^T (I_{N-M} \mathbf{I}_n) Y
\]
which implies \(\dot{V}_2 \leq 0\) since \(Q > 0\) and \(\dot{V}_2 = 0\) only when \(Y = 0\). Now, invoking LaSalle’s invariance principle [33], asymptotic stability of the closed-loop dynamics (24) of the follower robots can be ensured. Therefore,
\[
\lim_{t \to \infty} \mathbf{c}_F(t) = 0.
\]
From (53) and (62), we have
\[
\lim_{t \to \infty} (x_f(t) - (-L_{ff}^{-1} L_{fi} \mathbf{I}_n) x_L(t)) = 0,
\]
which is equivalent to
\[
\lim_{t \to \infty} (\dot{x}_i(t) - (-L_{ff}^{-1} L_{fi} \mathbf{I}_n) \dot{x}_i(t)) = 0
\]
for all \(i \in \{1, 2, \ldots, p\}\). It is hence finally concluded that the positions of followers converge into the convex hull formed by the leaders. This completes the proof.
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