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Abstract

Unmanned Aerial Vehicles (UAVs) usage in various tasks has increased exponentially in the recent past, which enable users to complete vital missions efficiently and without risking human lives. However, and like any other systems, it poses a cybersecurity threat if not handled correctly. Therefore, it is essential to know the risk and understand the impact of various possible attacks on the overall UAVs. For this purpose, model checking and fuzzing techniques have been applied to improve the UAV approach's security. Nevertheless, there is little effort focused on using those methods in the software domain, especially when investigating low-level implementation vulnerabilities related to UAV software.

In this dissertation, UAV risks and the impact of cyberattacks investigated by applying bounded model checking and fuzzing techniques. As a result, a new verification algorithm was developed in a tool named DepthK to verify UAV software correctness. The work’s primary research objectives examined through two scientific papers centred on these key research disciplines. These studies undertaken described in Chapter 4 and 5.

Paper 1 (Verification and refutation of C programs based on k-induction and invariant inference) outlines a new verification algorithm for detecting UAV software vulnerabilities (e.g., concurrency and buffer overflow bugs). The approach's effectiveness was evaluated and showed better results compared to the state-of-the-art testing tools. The new framework also formed the basis for UAVs software verification development.

Paper 2 (Finding Security Vulnerabilities in Unmanned Aerial Vehicles Using Software Verification) demonstrated the risks from exploiting UAV software vulnerabilities and the effectiveness of the proposed approach. The experiment results show UAV software failures that hardly detected by other verifiers and was quickly and efficiently detected by the proposed verification algorithm.
Declaration

I declare that no portion of the work referred to in the thesis has been submitted in support of an application for another degree or qualification of this or any other university or other institute of learning.

Copyright Statement

I The author of this thesis (including any appendices and/or schedules to this thesis) owns certain copyright or related rights in it (the “Copyright”) and s/he has given The University of Manchester certain rights to use such Copyright, including for administrative purposes.

II Copies of this thesis, either in full or in extracts and whether in hard or electronic copy, may be made only in accordance with the Copyright, Designs and Patents Act 1988 (as amended) and regulations issued under it or, where appropriate, in accordance with licensing agreements which the University has from time to time. This page must form part of any such copies made.

III The ownership of certain Copyright, patents, designs, trademarks and other intellectual property (the “Intellectual Property”) and any reproductions of copyright works in the thesis, for example graphs and tables (“Reproductions”), which may be described in this thesis, may not be owned by the author and may be owned by third parties. Such Intellectual Property and Reproductions cannot and must not be made available for use without the prior written permission of the owner(s) of the relevant Intellectual Property and/or Reproductions.

IV Further information on the conditions under which disclosure, publication and commercialisation of this thesis, the Copyright and any Intellectual Property and/or Reproductions described in it may take place is available in the University IP Policy (see http://documents.manchester.ac.uk/DocuInfo.aspx?DocID=24420), in any relevant Thesis restriction declarations deposited in the University Library, The University Library’s regulations (see http://www.library.manchester.ac.uk/about/regulations/) and in The University’s policy on Presentation of Theses.
Acknowledgements

I want to thank my family for the love, support, and constant encouragement I have gotten over the years. In particular, I would like to thank my wife for her support during my education journey, and that’s why I dedicate my success to all of them.
Drones or Unmanned Aerial Vehicles (UAVs) are a system comprising several sub-systems, including the aircraft, its payloads, the Ground Control Station (GCS), aircraft launch, recovery sub-systems and communication sub-systems [9]. Applications based on autonomous UAVs are becoming very usual, both in military and civil missions. According to Price-waterhouseCoopers (PWC), the impacts of the UAVs market on the UK’s gross domestic economy are GBP 42 bn, and it will offer 628,000 new jobs in its economy [120]. During the last decades, the UAV approach has been used in various military and civil applications, such as training targets, aerial surveillance, journalism, and entertainment, due to the steady growth in the development of UAV systems, applications, and the continuous development of its embedded systems[105]. In late 2019 and according to Civil Aviation Authority (CAA), commercial UAVs were illegal to fly in the UK airspace without registering and passing a theory test, and limit its use to 400 feet high and away from airports and air traffic [10]. The availability of low-cost commercial UAVs and DIY drones have also promoted recreational use as well as research. Nowadays, constructing a drone is inexpensive, and individuals can purchase separate parts from online stores to assemble. Incorrect software or failure inaccurate navigation may lead to dangerous and life-threatening accidents and thus, necessitates prior testing of the software in a simulation environment [92, 90, 140]. The failure of the control software of the Arian-5 rocket and the Mars rover are stern reminders of what can happen when systems do not perform as per specifications [98].

Embedded systems, such as those in UAVs, impose several restrictions (e.g., response time and data accuracy) that must be met and measured, according to users requirements; otherwise, failures may lead to catastrophic situations. For example, safety risks and safety concerns to large aeroplanes and ground installations which widespread inhibiting uptake of drones. For instance, Gatwick airport incident in the U.K. late 2018 and the RQ-170 UAV accident in 2012, where Iran claimed to hack the U.S. drone by exploiting a bug in its
1.1 Problem Description

Therefore, it remains an open question whether the *Confidentiality*, *Integrity*, and *Availability* (CIA) triad principles, which is a standard model designed to guide policies for information security [57], will be maintained during UAVs software development life-cycle. As a result, verification technique has been applied to avionics embedded software (*e.g.* DSVerifier [37] and HyTech [78]), since the 2000s, to develop systems with high dependability and reliability to ensure both user requirements and system behaviour [46].

Verification is the process of verifying the system accuracy and whether it satisfies the specifications. The standard verification processes are simulation, fuzzing, and model checking [41]. Simulation verification is performed on the system’s abstract model, whereas fuzzing is done on the actual system. Simulation and fuzzing involve giving specific inputs and checking whether the outputs are as expected. Model-checking, as the name suggests, is model-based. It is an automatic technique to check the violation of a given (safety) property at a given system depth. It involves developing a simple model which identifies the essential features of the required system. The specifications that are to be tested on the system are usually specified in logical statements. Then a model checker, a software tool, systematically examines all the system scenarios to check whether the system satisfies the specifications [40]. Several research studies were conducted during the past ten years to enable and to solve some issues in UAV systems. These efforts classified into three groups:

- Proposing and developing UAV applications.
- Finding and proposing solutions for UAV technical issues.
- Growing platforms, software architectures, and middleware for UAVs [106, 115, 145].

However, few studies discussed low-level properties verification and even fewer of these studies addressed UAV software vulnerabilities detection, such as concurrency safety, control loop executions and buffer overflow.

1.1 Problem Description

A report published by the United States Air Force’s Professional Military Education (PME) listings the causes of failure for UAVs as “insufficient testing before purchase” and suggests that it is common to all failed software [34]. Availability of a proper verification method to test UAV software before the flight would lead to mid-air collision and ground casualty prevention. It would also help prevent any software failure and minimize investments in failed experiments. The recent increase in attack attempts on these unmanned systems has raised concern among defence and commercial manufacturers. With the increasing autonomy level
of these systems, concerns over their use have been ever-growing. These concerns necessitate a cost-effective and safe verification method environment for testing the accuracy of various security implementations in UAV software. UAV software verification’s main challenge is how to clarify with a high degree of certainty that the system meets its requirements. Indeed, addressing multiple environment variations, loss of connectivity and contested communication are some of the crucial aspects of such a verification due to the dependency of UAVs security on communication. According to Haojie et al. [60], concurrency bugs are extremely difficult to detect and are one of the most challenging vulnerabilities to verify. This is because the mission planning software of multiple UAV systems involves concurrency as it continually interacts with the environment in which the UAVs operate. Thus, it is impossible to verify UAV software from this bug using traditional testing thoroughly [136]. Also, it is difficult to predict in advance what kind of situations can occur during the missions to conduct testing, which therefore involves additional time and memory processing [58, 128, 67].

Based on those factors, this dissertation aims to seek answers to the following research questions:

- **RQ1**: What are the software vulnerabilities of the system in question? How can these vulnerabilities verify?
- **RQ2**: Are verification results using bounded model checking (BMC) or fuzzing approaches practical for verifying UAV software, and can concurrency bugs and other UAV software vulnerabilities be detected based on previous techniques?

The above outlines the issues involved in addressing the challenge of UAV vulnerability detection. The system developed and described in this work represents an implementation of a solution whereby, in the generation of sufficiently inductive invariants that can guide the BMC engine to successfully and precisely detected UAV vulnerabilities.

### 1.2 Research Objectives and Contributions

This dissertation primarily focuses on developing and testing a verification framework algorithm called *DepthK* [124], to verify UAV software security requirements and to detect any potential software vulnerabilities. As a prerequisite, detailed threat modelling and risk evaluation have also performed and discussed in this work. Although more detailed requirements of such a testbed have been discussed in the following Chapters, it should be clear that in terms of verification and detection of the UAV software vulnerabilities such as overflow and concurrency bugs, the process remains computationally expensive. In this work, we demonstrate different verification capabilities such as BMC, Invariant reference,
and fuzzing techniques to verify UAV software’s correctness. Therefore, all the discussion from here onwards may refer to fuzzing, BMC and invariant reference. The outcome of this research employs the BMC, Invariant reference, and Fuzzing techniques during design and verification of UAV software, by assisting UAV developers with an efficient approach, which brings more confidence and less effort than traditional simulation tools, mainly the ones that require manual intervention. Therefore, the present study’s main contribution is to introduce a verification methodology implemented in the DepthK tool and its theoretical basis, which investigates different types of UAV software vulnerabilities available in various domains.

To sum up, the following technical contributions have been made in this dissertation:

- Detailed threat analysis using the CIA triad to identify UAV software vulnerabilities in order to provide:
  - details to specify requirements and define the design of the proposed verification framework.
  - list of vulnerability-based attacks that need to be tested and understanding of their detailed anatomy for verification implementation purposes;

- Research and improve the existing BMC and fuzzing based approaches;

- Apply the proposed methodology to verify UAV software correctness considering its complex vulnerabilities and confirm that it can solve real-world benchmarks and compete with state-of-the-art software verifiers.

An extensive verification study has conducted to reveal the achievable performance of the proposed framework methodology using a broad range of affecting benchmarks extracted from the international competition on software verification (SV-COMP) 2018 and 2019. Most importantly, the impact of the number of vulnerabilities detected and the verification mode has also been investigated. These studies prove the correctness and the achievable performance of the developed framework. For example, the SV-COMP 2019 competition consists of 10,522 verification tasks. The proposed method has a confirmation rate of 98% of the verification tasks for which the verifier answered with True, and 71% answered with False; this method outperforms the existing BMC solution records as 94%, 63%, respectively.

---

1 https://sv-comp.sosy-lab.org/2018/results/results-verified/
2 https://sv-comp.sosy-lab.org/2019/results/results-verified/
1.3 Outline of the Solution

This section outlines the solution framework designed to verify UAV software performance in a rule-based system. This solution divided into two parts to verify UAV software: (1) the investigation of UAV software and associated threats; for this purpose, DJI Tello and Parrot bebop drones investigated besides various avionics embedded system benchmarks and (2) the examination and development of existing verification techniques. Fuzzing and BMC techniques have been chosen as the most appropriate for the proposed verification approach. It also demonstrates why BMC with invariant reference has been chosen as the most appropriate for designing and implementing the proposed methodology. For more information, see Section 3.3.

1.3.1 Investigation of UAV Software & Associated Threats

During the software development life cycle for UAV systems, developers must take into account all characteristics of the UAV software infrastructure that glues together the UAV hardware, operating system, network stack, and application [106]. Therefore, efforts should concentrate on developing and integrating security functions in the initial phases of software design, hence effectively achieving different security requirements such as confidentiality, integrity, and availability. A simple outline of the threats posed to a UAV system and possible attack paths of these threats is given in Figure 1.1 [88].

When a user requests the execution of a specific command from a UAV (e.g., flight command), UAV software collects the data about this activity and stores it in logs with a .dat or .bin file extension. The critical information of each collected activity is the commands involving the users logging in or controlling functions from a high level, which shows the actual event that took place on the UAV System and its results. On the other hand, real-time tracking is done by connecting to the UAV via Wi-Fi and sending commands for data dumps and status updates logs through the connection. Therefore, a possible method for the verification of a UAV software would be the analysis of the syntax of each command a user applied (e.g., proprietary software) or by verifying open-source software to investigate if the proposed verification methodology would cause an exception and reveal hidden vulnerabilities in its system.

As shown in Figure 1.1, the threats on the three main components of the UAV CIA triad are mostly software-based, such as malware, falsifying control commands, and malicious attack. Threats also include using malicious code on GCS or existing subroutines of the UAV software, such as exploiting a buffer overflow vulnerability that aims to overflow the
Figure 1.1 Threats investigation using CIA triad

software’s buffer memory. The four main ingredients of the UAV model that are vulnerable are the UAV software, GCS, communication systems, and human users. CIA threats were also showing that software-based threats can affect UAV overall security. Hence, this study focuses on UAV software investigations and their associated threats. An approach to implementing this method has been discussed and implemented in more detail in Chapter 3 and Chapter 5.

1.3.2 Examination & Development of Existing Verification Techniques

Software testing and verification techniques are essential for developing systems with high dependability and reliability requirements. Recently, various techniques have emerged to detect software vulnerabilities. Fuzzing and BMC are among the most successful means for software testing and verification techniques for identifying software weaknesses [104]. Therefore, these approaches were investigated further in order to be developed to fit the UAV software complexity structure.

BMC technique limits the visited regions of data structures (e.g. arrays) and the number of related loop iterations. Thus, BMC restricts the state space that needs to be explored during verification so that fundamental errors in applications can be found [39, 103, 43, 86]. However, BMC tools are susceptible to exhaustion of time or memory limits when verifying programs with loop bounds that are too large [22].
On the other hand, the fuzzing technique [112, 104] can create a substantial amount of anomaly data, feed it to a compatible target, and monitor the target behaviour for any potential vulnerabilities. Still, it required a considerable large number of malformed input to maintain high code coverage [112, 3].

Given the research’s applied nature, the software verification techniques used fuzzing and BMC were reviewed and assessed. These techniques have a particular bearing on how verification is undertaken within the industry. When reviewing the academic literature, it identified that the existing verification algorithms considering drones software have their limitations [55, 132, 29, 74, 3]. As a result, a new verification methodology developed for verifying UAV software. DepthK\(^3\), represents the latest advancements in verification technology and is designed to enable the creation of robust, secure, and interoperable verification software. This method has been discussed in more details in Section 4.3.

### 1.4 Organization of the Dissertation

The remainder of this work organised as follows.

Chapter 2, describes fundamental concepts about the main verification techniques used for the proposed verification algorithm, along with implementation aspects, theoretical fundamentals, and how the UAVs work.

Chapter 3, the recommended verification methodology for UAV software presented, including a detailed description of each technique and possible attacks. Also, the verification tool implemented in DepthK tool is explained.

Chapter 4, in turn, tackles the performed verification experiments and presents comprehensive performance evaluation results. This chapter also presents extensive evaluation focusing on gauging whether the new verification framework performs decent enough compared with other software verifiers. Tests were performed, and trends were plotted for various safety properties. This chapter also describes how those same outcomes were reproduced and validated.

Chapter 5, describes the anatomy and implementation details of various attacks identified during the threats analysis phase. This chapter also describes the exploitation of some of the UAV software vulnerabilities and how the proposed verification methodology for UAV software introduced. It also includes a detailed explanation of the verification of each safety properties verified by DepthK [4].

Finally, chapter 6 concludes this dissertation by summarizing the research findings and proposes future research topics.

\(^3\)https://github.com/hbgit/depthk
CHAPTER 2

Background

2.1 UAVs

UAV systems are complex distributed systems that share with other distributed systems their heterogeneity, safety, and reliability difficulties in addition to their unique challenges represented by high-safety requirements and other flying related concerns. UAV design includes a communication link between UAV and pilot, ground control station and accessories (e.g., gimbal and payload). A variety of UAV model has been developed; some of these models include Fixed-wing aircraft, chopper, multi-copter, and commercialized UAV. Figure 2.1 illustrates subsystems and modules of the UAV design. Many UAVs are developed to function autonomously and in large networks. With this technology prevalent, cyber-security advancements need to be made for the safe operation of large, autonomous UAV networks.

All of the UAVs are specified for a specific mission and have their zeros and ones. More about UAV systems have been discussed in Section 5.2.1.

2.1.1 UAV Security

UAVs’ essential operation, cyberattacks on UAVs, UAV forensics, and secure communication with UAVs are topics of critical importance to UAV security. The most intuitive starting
point is their systems when discussing UAV air operations, including their potential cyber vulnerabilities and other inherent threats. However, before discussing the cyber-security aspects of UAVs, the way UAVs operate must be understood. UAV system is a combination of hardware and software which can accept inputs, process data and, with the processed data, generate information for storage and output[12]. UAVs use Global System for Mobile Communication (GSM) to maintain network connectivity. UAVs also use Unmanned Traffic Management platforms (UTM) that are used to secure low-level operations by pinging the UAV specific commands based on its proximity location to the platform. Whilst the concept’s demonstration can become increasingly complex, the basic principles remain constant.

When cheap, consumer-grade drones became available, their flight computers were hacked almost instantly [117]. UAVs’ current developments in information security involve encryption methods and new network models, but that barely considers external security threats. As a result, the most advanced UAV and their systems were susceptible to cyber-attack [140, 90, 92, 110], it is asserted that the cyber-vulnerabilities of UAV systems have created a credible threat to air traffic which is severe, widespread and persistent. Therefore, in UAV systems, the need for reliability and autonomy has already motivated other researchers regarding the application of formal methods. However, the present work differs from previous approaches once it investigates the different complicated vulnerabilities in the low-level implementations and the best method to verify each of these vulnerabilities.

2.1.2 UAV Software

UAV software simplifies flight planning, stores sensor data, processing, and analyses UAV data to provide intelligence survey flight plan and platform configuration. When a user requests a command, several system calls are requested by this command from the UAV software. Each of these system calls is responsible for performing an elementary operation required for the command’s execution and might be called more than once. UAV software are often employed in different processes (e.g., Transport, Security, surveillance, and rescue operation..etc.). Besides, UAV software will support service providers to optimise UAV input and support their decisions making accordingly. A good UAV software at least must include the automation of UAV flight plans, augmented view, Geo-rectification of images and 2D/3D models generation[134]. Since UAV usage’s operational expansion, their vulnerability to cyber-attack has been increasingly highlighted, hence the importance of understanding the proper and efficient ways to secure UAVs greatens. Given this, it is becoming increasingly essential to protect the CIA triad of the information processed by those systems, where software verification can play an important role in relaxing these challenges.
2.1.3 CIA Threat Summary

UAV is a cyber-physical system in which it is vulnerable to most network-oriented cyber-attacks. Still, some of them can be more serious than others and lead to a more vulnerable UAV system state. Therefore, it is essential to prioritize threats according to their risks and their impact on the system once occurred. Based on this priority, threats should be addressed, and proper mitigation measures should take place. Threats analysis to a UAV system and possible risks are shown in Figure 1.1. In addition, threat classifications have been presented in Section 3.2, and the results were published in [3, 4] based on the initial analysis. At this research, a new method presented that improves existing verification techniques (e.g., BMC, Fuzzing, and k-Induction), and can efficiently detect UAV software vulnerabilities.

2.2 Overview of Fuzzing

Fuzzing is excessively utilized as a security method for finding vulnerabilities within different systems by dispatching a sequence of test files containing incorrect data and monitors software irregularity. It has played an essential role in improving software development and testing over several decades. Currently, two types of fuzzing techniques exist- generation-based and mutation-based fuzzing. Fuzzing enable a wide range of verification techniques, including automatic detection of security vulnerabilities, patch generation, and automatic debugging, which have been industrially adopted by large companies, including but not limited to Microsoft (SAGE [68]) and IBM (Apollo [8]).

Fuzzing is a useful method for determining bugs in software and assist in cost-cutting with no need for additional intervention. Fuzzing techniques can create substantial random or semi-random data to discover security vulnerabilities in real-world software. Still, it required a considerable large number of malformed input to maintain high code coverage [3]. Since these inputs are random, their unexpected and improper appearance in a target software is highly feasible. If the target software does not reject these malformed inputs, it will hang or crash during fuzz testing. Critical security flaws most often occur because software inputs are not appropriately checked. Software systems that cannot tolerate fuzzing has surety holes [112]. Fuzzing is a speedy and cost-effective method for locating security vulnerabilities on different platforms.
2.2.1 Types of Fuzzers

Fuzzers are reasonably simple to implement; however, they are unlikely to cover various program states. Two main types of fuzzing techniques were improved to tackle this issue: mutation-based and generation-based approaches.

- **Generation-based fuzzers** Generates fault-injected messages as test cases based on protocol through specifications. Generation-based fuzzers generate inputs based on these specifications. The generation-based technique can generate inputs for file transfer protocols, network protocols, and file formats [109].

- **Mutation-based fuzzers** Mutation-based creates test cases by mutating or manipulate input data that feed into a target. Generally, mutation-based technique are not aware of the expected input format, or specifications [109].

Due to the nature of UAV software, and since the mutation-based approach requires a higher number of test cases than the generation-based [3], the latter will be used in our proposed method. As shown in Figure 2.2, the process firstly classifies the UAV protocol’s specification. Secondly, it identifies the packet vector data sent from the software to the target system. Thirdly, it generates relevant data automatically and executes the new test cases. Finally, monitoring exceptions is essential since creating the crash is not beneficial if the packet that causes the fault cannot be specified.

2.2.2 Fuzzing Process

The fuzzing test presented in this work was launched on different UAV models (e.g., Parrot Bebop and DJI Tello). These UAVs are equipped with autonomous path settings, GPS navigation, an altimeter, an accelerometer, a gyroscope, and a mobile app to control the drone. The fuzzing test involves the exploitation of different vulnerabilities when subjected to fuzzing and flooding attacks. Many UAVs have unrestricted communication systems. Services such as FTP, Telnet, and SSH have all been investigated for vulnerabilities. The model discussed in this work can also be used to diagnose other UAVs on the market to see if they are vulnerable to the same vulnerabilities. The attack not only exposes a way to jam communication with the UAV’s GPS but also demonstrates new methodologies to investigate new UAV vulnerabilities. Figure 2.2 below illustrates different fuzzing technique steps.

All fuzzers demands program knowledge, applies that knowledge to generate malformed inputs, select inputs to feed to the software being fuzzed, monitor program behaviours in response to each input, and analyse and export any interesting program states for the user
to investigate. Fuzzers also can use the results generated while monitoring the program to evaluate input and inform the next input generation stage. However, this process evaluates inputs based on the generating input and its results.

In UAV software, the fuzzing extracts specifications of user actions commands involving the users logging in or controlling functions from a high level. Commands like USER, PASS, QUIT, and REST all deal with either a user logging in, cancelling, or restarting a specific action involving UAV data management. Once the UAV software specifications are extracted, the fuzzing engine is loaded with an extendable fuzzing function list. Initially, the fuzzing engine sets its state to the main functions of the software. It then monitors the input traffic through the GCS (e.g., UAV mobile application), thereby making appropriate transitions and applying fuzzing functions. Any hints the GCS gave of critical services disconnecting were monitored carefully and recorded accordingly. Fuzzing, floods, and DoS attacks have all been used to exploit vulnerabilities in UAV systems. Floods and DoS attacks have been used to crash UAVs, while fuzzing has been used to cause unpredictable UAVs software behaviour. This approach discussed in more detailed in Chapter 5.

2.3 Overview of Model Checking

As the name suggests, model-checking is a model-based technique to verify finite state machine abstraction of the system. It requires developing a simplified model that identifies the systems’ essential features, usually in terms of logical statements. The system is represented by finite-state model $M$ and a temporal logic formula $\phi$ expressing some desired specification. A model checker is used to check $M$ against the specification $\phi$. The model checkers outputs will be true if $M$ satisfies $\phi$, i.e. $M \models \phi$, or a counterexample if it does not. This model checker implemented in a software tool, systematically examines all the system scenarios to check whether the system satisfies the specifications.
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BMC techniques, either based on Boolean Satisfiability (SAT) [22] or satisfiability modulo theories (SMT) [13], have been successfully applied to check single and multi-threaded programs and then find subtle vulnerabilities in real programs [39, 103, 43, 20, 35]. The idea behind BMC is to check the negation of a given property at a given depth, i.e., given a transition system $M$, a property $\phi$, and a limit of iterations $k$, BMC unfolds a given system $k$ times and converts it into a verification condition (VC) $\psi$, such that $\psi$ is satisfiable if and only if $\phi$ has a counterexample of depth less than or equal to $k$. Figure 2.3 below depict how BMC works.

BMC based on SAT [22] was initially proposed in the early 2000s to verify hardware designs [22, 23]. Indeed, a group of researchers at Carnegie Mellon University were able to successfully check large digital circuits with approximately 9510 latches, and 9499 inputs, leading to BMC formulae with $4 \times 10^6$ variables and $1.2 \times 10^7$ clauses to be checked by standard SAT solvers [23]. BMC based on SMT [13], in turn, was initially proposed by Armando et al. [7], in order to deal with ever-increasing software-verification complexity.

Generally speaking, BMC techniques aim to check the violation of a given (safety) property at a given system depth. Indeed, given a transition system $M$, which is derived from the control-flow graph of a program, a property $\phi$, which represents program correctness and/or a system’s behaviour, and an iteration bound $k$, which limits loop unrolling, data structures, and context-switches, BMC techniques thus unfold a transition system $M_k$ times in order to convert it into a verification condition $\psi$, which is expressed in propositional logic or a decidable-fragment of first-order logic.

One may notice that BMC analyses only bounded program runs but generates verification conditions that indicate the exact path in which a statement is performed, the context in which a given function is called, and the bit-accurate representation of expressions. In this context, a verification condition is a logical formula (constructed from a bounded program and desired correctness properties) whose validity indicates that a program’s behaviour
agrees with its specification [31]. Users can specify correctness properties in our context via
assert statements or automatically generated from a specification language [11]. If all of a bounded program’s verification conditions are valid, then a program complies with its
 specification up to the given bound. Although BMC was introduced nearly two decades ago, it has only relatively recently been made practical as a result of significant advances in
SMT [22]. Nevertheless, the impact of this approach is still limited in practice due to the
 current size (e.g., source code size) and complexity (e.g., loops and recursions) of software
systems [62].

BMC tools also tend to fail due to memory or time limits if programs with loops whose
bounds are too large or cannot be statically determined and verified. In addition, even if a
program does not contain a violation up to a given bound $k$, nothing can be said about $k+1$.
Consequently, such limitations have motivated researchers to develop new approaches in
order to go deep into a program’s search space and, at the same time, prove global correctness.
In particular, two possible strategies have been proposed in the literature; in order to achieve
that goal: $k$-induction [55, 132] and IC3 [29, 74], both techniques were explained in Chapter
4 and experimentally evaluated their performance against the proposed verification algorithm.

2.5 Invariant Inference

This section briefly provides background on inference algorithms that motivate our theoretical
development in this work. The inference of inductive invariants is a fundamental technique in
safety verification and the focus of numerous works [6, 27, 138]. The advance of SAT-based
reasoning has led to the advancement of successful algorithms inferring inductive invariants
using SAT queries. A prominent example is IC3/PDR [28], which has led to a significant
development in the ability to verify hardware systems and extended later to include software
systems [26].

In traditional software verification, a human annotates the loops of a given software with
invariants, and a decision procedure checks these invariants by proving some verification
conditions. This work investigated whether a verification methodology for combining
$k$-induction and loop invariant generation can help automate one of the core problems in
verification (discovering appropriate invariants) and explore the goal of pruning state-spaces.
Therefore, a verification framework called DepthK described that by giving a procedure for
checking invariants and using that checker to produce an invariant inference engine for a
given language of possible invariants. As discussed in Chapter 4, this work applied to various
classes of invariants; which used to generate different inference procedures that prove safety
properties of the most challenging UAV security (e.g., Concurrency and overflow bugs), and outperforms all previously mentioned techniques (e.g., BMC and IC3).

2.6 Related Work

UAVs and airborne software proliferation has led researchers to propose several integrated development frameworks and develop model-checking applications for UAV software [87]. This section discusses various works that have been done in the area of UAV security and software verification. Since the general UAV system structure initially developed for operating purposes, cyber-security was not a design priority [111]. Therefore, an in-depth analysis of cyber threats and vulnerability identification on these systems still required to identify the systems’ correctness and verify whether the system meets the design requirements. Many works focused on improving the UAV system performance, tackling digital filters, or verifying only a single error (e.g., run-time or zero-input errors) using formal verification methods. However, verifying hybrid systems like UAVs is challenging, particularly UAVs software verifications.

In a recent work [130], Rudo et al. launched a fuzzing test on a Parrot UAV in order to identify specific patterns and detect vulnerabilities. This approach successfully interrupted GPS navigation, and other potential vulnerabilities were hypothesised. However, fuzzing tests were regarded as a complicated practical method due to UAV systems’ structure [37]. Hence, formal verification methods, such as model-checking and deductive verification, became of interest in order to verify the software correctness with high certainty. For instance, NASA employed a model checker tool named SPIN in order to verify NASA’S flight missions besides developing formal verification techniques for their satellites intelligent autonomous system [33, 116].

Another work introduced by Wang et al. [143], where they proposed a generating algorithm and modelled a simplified flight control system of UAV to automatically check its real-time property and extract real-time property from time-sensitive live sequence charts. Another similar work [93] proposed a UAV-related methodology represented by linear-time temporal logic expressions for building and checking UAV missions specifications with SAT-based techniques to ensure planned areas’ reachability. Based on the previous method, another verification technique combined a symbolic execution technique with an abstraction discovered on-the-fly using simulations to falsify hybrid systems software’s safety properties [146]. Additionally [136], Sirigineedi et al. employed an SMV model checker to verify a UAV’s behaviour correctness performing a cooperative search mission against the temporal
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properties expressed in Computational Tree Logic (CTL). However, vulnerabilities such as concurrency left as future work.

All studies mentioned above have concerned the high-level specs commonly related to flight planning and navigation system. However, this study concentrates on the UAV low-level specifications by examining software implementation issues. Moreover, the above studies can capture some intuition about the underlying system; however, complexity is not covered regarding all involved code parts, mainly related to closed-loop outputs. In this study, our purpose is a proof-by-induction algorithm that combines $k$-induction with invariant inference, which goes deep into a programs’ search space to prove global correctness and verify various software safety properties.

Another good work presented an SMT-based BMC verification method implemented in a tool named $DSVerifier$ to verify UAV low-level properties, and the tool was only able to detect overflow and limit-cycle oscillation in digital controllers [37]. This approach also used incremental BMC, $k$-induction and fuzzing techniques. However, their fuzzing approach was unable to identify any violations from UAV attitude control software benchmarks. In addition, the $k$-induction approach was unable to produce inductive invariants to instrument UAV software. On the other side, this work proposed a methodology that successfully applied fuzzing, strengthening inductive invariants, and used $k$-induction with invariants to handle a wide variety of safety properties in order to detect UAV software vulnerabilities.

One may notice that the $k$-induction algorithm has already been implemented and further studied by the software verification community, which led to comparisons between our approach and other similar $k$-induction algorithms. For example, Bradley et al. introduced IC3 procedure for safety verification of systems [29, 74] and showed that IC3 could scale on specific benchmarks, where $k$-induction fails to achieve. However, the proposed approach considers various UAV software vulnerabilities, and it also designed an essential contribution towards verifying low-level specifications that not addressed by previous methods [130, 37, 143, 93, 136].

UAV applications present complicated combined-components and impose an ever-increasing level of difficulty in existing verification methodologies [37]. Mainly, software testing has been the traditional method for investigating software vulnerabilities. The comparison between software testing and model-checking techniques [99, 21] has been of interest to some researchers, which showed that the model-checking technique was more competitive in detecting vulnerabilities.

According to Dirk [21], software model checkers are also efficient to be adopted in practice and are also faster and can compete with state-of-the-art software testing tools. The previous studies also recommended a model checking technique for practical applications to
ensure control systems’ stability and consider digital controllers’ software implementations, which was the case for the proposed methodology. However, difficulties related to low-level implementation effects (e.g., concurrency and overflow bugs) are among the most concerns vulnerabilities threatening UAV software, and only a few studies investigated those problems.

For example, Ismail et al. [85] and Bessa et al. [14] employed DSVerifier to check overflow vulnerability in UAV software; however, it was not comprehensive and only tested on a few benchmarks. The same algorithms were further developed by Chaves et al. [37], which concentrates on UAV attitude control systems and enabling granular limit-cycle oscillation and overflow detection. Another well-known verification tool is Astree [107], which works on preprocessed C code; however, it only verifies overflow and registers dimensioning, meaning it is not compatible with other UAV software concerns.

This study, however, introduced an SMT-based BMC verification method integrated into the DepthK tool and connected different verification techniques to detect various UAV software vulnerabilities [5]. In order to evaluate the proposed approach’s effectiveness, the tool applied to real UAVs, embedded-system applications designed for avionics missions and thousands of C benchmarks from SV-COMP competition. The experimental results show that DepthK outperforms all the previous methods when facing the most challenge UAV vulnerabilities, such as concurrency vulnerabilities.
CHAPTER 3

Research Methodology

3.1 Threats and Vulnerability Identification

Research on the current UAV systems, including ground control stations and communications, carried out to verify the data flow in and out of the UAV itself. Besides, attending several UAV security-related meetings within the School of Mechanical and Aerospace. As a result, new methods for detecting UAV software vulnerabilities by manipulating the flowing data were hypothesised. Literature reviews carried out to assess the possibility of the hypothesised method and the best verification methods. High accuracies aircraft models such as Parrot Bebop and DJI drones were used for this purpose. Comparative evaluations conducted for potential UAV vulnerabilities in order to identify the most effective verification method (see Section 4.4.1). Experimental studies also investigated the UAV behaviour following exploiting its vulnerabilities to simulate real cyber-attack scenarios and determine the most effective software threats (see Section 5.4.3). The UAV models, vulnerabilities detection techniques and the verification method will be covered in detail.

3.2 Attack Possibilities

Several cyber-attack possibilities identified after investigating the UAVs system and the possible vulnerabilities of the UAV software. These attacks have categorised into three main elements:

• **Hardware Attack**
  
The likelihood of such attacks required the attacker to have physical access to the UAV components directly. An attacker can connect directly to the UAV system and damage it or maliciously reprogram it, allowing unauthorised control of the UAV or unauthorised
access to its data. Hardware attacks can affect the UAV’s reliability, compromise control, and compromise the collected data.

- **Communication Attack**
  This attack launched through wireless/GPS communication channels. For example, if an attacker cracks the communication channel encryption, an attacker can gain complete UAV control. Another possibility is an attack that can send false data (e.g., GPS spoofing) through the GPS channels or blind its sensors. The danger of this attack that it can target a UAV from a distance and while in operation. The UAV software also relies on the communication data flows between the communication system and other UAV components, which increases the seriousness of this type of attacks.

- **Software Attack**
  Software vulnerability exploitation will affect the CIA triad. For example, a buffer overflow vulnerability is exploited when an attacker sends carefully crafted input, allowing the execution of arbitrary code within the vulnerable software and initiating unauthorised tasks. Another possible attack by exploiting concurrency vulnerability; UAVs mission required planning software to schedule concurrent tasks because it deals with multiple UAVs on the same mission. UAV concurrency bugs are among the most challenging software vulnerabilities to detect and verify due to their non-deterministic triggers caused by task scheduling and interrupt handling [60]. Some examples of this type of attack include search-attack mission planning, sensory or command, and control data manipulation.

This research focuses on UAV software vulnerability detection and how to verify software correctness. The possibility of exploiting UAV software vulnerabilities such as concurrency and buffer overflow were assumed. However, the study will not discuss the attack techniques; instead, the seriousness of these vulnerabilities and their damage results were considered.

### 3.3 The Proposed Verification Methodology

#### 3.3.1 Fuzzing

The concept of software fuzzing can be implemented to UAV Guidance, Navigation and Control (GNC) Algorithm. In the UAV system, irregular inputs with expected distributions are not uncommon; however, unexpected, malformed, or completely inconsistent inputs can cause unexpected behaviour and reveal new vulnerabilities. The fuzzing attack can be injected
at several various points in the UAV data flow. For this research, random inputs applied to corrupt the data flow from the controller to the communication system. The hardware used for this testing involved a Parrot Bebop and DJI UAVs, a software-defined radio called bladerf, a raspberry-pi, 2.4 GHz antennas, and a laptop with Kali Linux installed. A fuzzing test also introduced in this work is carried through airmon-ng, a tool installed on Kali Linux by default. The bash script used in Fig 3.1, pre-configured with the drone MAC address, called airmon-ng, which ran a series of 1000 packets at ports between 1 to 100. The fuzzing test results were seen, such as the loss of GPS navigation and the drone’s control.

![Figure 3.1 Bash script used to fuzz UAVs](image)

The same attack was also used to simulate an actual attack in an organised competition sponsored by the British multinational defence, security, and aerospace company (BAE) [4]. These attacks involve a fuzzing test on UAVs affects the flight’s stability compared to the typical case. Attack results also include showing little to no video obscuration, block the drone’s GPS from displaying its location, and the UAV would be unable to locate or self-navigate. This also indicates that other services can be further exploited by fuzzing specific commands. Therefore, intentional fuzzing tests could be implemented on the UAV system to determine the UAV overall robustness. However, UAV software vulnerabilities, including concurrency and buffer overflow still left missing. This approach is computationally costly, whilst concurrency vulnerability leads to a combinatorial explosion in possible states [83]. For more information, see Section 5.3.

### 3.3.2 Induction-based Verification

The Inductive approach scales up to the verification of real-world software thanks to its extensibility. One approach to achieve completeness in BMC verification technique is to prove that an invariant (assertion) is $k$-inductive using SAT/SMT solvers. The main challenge
regarding such a technique relies on computing and strengthening inductive invariants from programs to prove software correctness. In the present work, a verification methodology for combining $k$-induction and loop invariant generation implemented in a tool named DepthK to automatically verify software vulnerability such as concurrency and buffer overflow bugs, in software employed in UAVs, as shown in Fig 3.2.

![Diagram](image)

Figure 3.2 The proposed methodology for UAV software verification

*DepthK* described as a new technique that generates invariants (using external tools), creates a copy of an input program modified by the inductive step of the $k$-induction algorithm to over-approximate its loops. The proposed methodology takes three inputs: the original program $P$, the property $\phi$ to be checked, and the chosen invariant tool, either PIPS or PAGAI. It returns $FALSE$ if a property violation is found, $TRUE$ if it can prove correctness or $UNKNOWN$. Witness checkers [17] also integrated into DepthK to benefit from guidance information provided after achieving a conclusive result (true or false), and to provide reliable results.

As described in Fig 3.2, the algorithm tries to find a counterexample up to $k$ steps in the extended algorithm’s first step. If no property violation is found, then the forward condition checks whether the completeness threshold is reached at the current $k$ step using unwinding assertion. Finally, the inductive step checks whether the property $\phi$ holds indefinitely. If $\phi$ is valid for $k$ iterations, it must be valid for the next ones. This extension aims to convert the $k$-induction algorithm into a bidirectional search approach using the base case as the forward part and the inductive step as the backward one. For more information, see Section 4.3.

The newly proposed method applied to verify C benchmarks from various embedded system applications, and it also verified thousands of benchmarks correctness whilst participating in the Software Verification competition (SV-Comp 2019). The tested benchmarks and the vulnerabilities exhibited are of critical interest to ensure security in UAVs. For more details of the experimental setup and its result, see Section 4.4.1 and Section 4.4.2.
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Abstract

DepthK is a source-to-source transformation tool that employs bounded model checking (BMC) to verify and falsify safety properties in single- and multi-threaded C programs, without manual annotation of loop invariants. Here, we describe and evaluate a proof-by-induction algorithm that combines $k$-induction with invariant inference to prove and refute safety properties. We apply two invariant generators to produce program invariants and feed these into a $k$-induction-based verification algorithm implemented in DepthK, which uses the efficient SMT-based context-bounded model checker (ESBMC) as sequential verification back-end. A set of C benchmarks from the international competition on software verification (SV-COMP) and embedded-system applications extracted from the available literature are used to evaluate the effectiveness of the proposed approach. Experimental results show that $k$-induction with invariants can handle a wide variety of safety properties, in typical programs with loops and embedded software applications from the telecommunications, control systems, and medical domains. The results of our comparative evaluation extend the knowledge about approaches that rely on both BMC and $k$-induction for software verification, in the following ways. (1) The proposed method outperforms the existing implementations that use $k$-induction with an interval-invariant generator (e.g., 2LS and ESBMC), in the category ConcurrencySafety, and overcame, in others categories, such as SoftwareSystems, other software verifiers that use plain BMC (e.g., CBMC). Also, (2) it is more precise than other verifiers based on the property-directed reachability (PDR) algorithm (i.e., SeaHorn, Vvt and CPAchecker-CTIGAR). This way, our methodology demonstrated improvement over existing BMC and $k$-induction-based approaches.

**keywords** Software engineering, Formal methods, Bounded model checking, $k$-Induction, and Invariant inference.
4.1 Introduction

Computer-based systems have been applied to different domains (e.g., industrial, military, education, and wearable), which generally demand high-quality software, in order to meet a target system’s requirements. In particular, (critical) embedded systems, such as those in the avionics and medical domains, impose several restrictions (e.g., response time and data accuracy) that must be met and measured, according to users’ requirements; otherwise, failures may lead to catastrophic situations. As a result, software testing and verification techniques are essential ingredients for developing systems with high dependability and reliability requirements, where it is necessary to ensure both user requirements and system behaviour.

Bounded model checking (BMC) techniques, either based on boolean satisfiability (SAT) [22] or satisfiability modulo theories (SMT) [13], have been successfully applied to check single and multi-threaded programs and then find subtle bugs in real programs [39, 103, 43, 20, 35]. The idea behind BMC is to check the negation of a given property at a given depth, i.e., given a transition system $M$, a property $\phi$, and a limit of iterations $k$, BMC unfolds a given system $k$ times and converts it into a verification condition (VC) $\psi$, such that $\psi$ is satisfiable if and only if $\phi$ has a counterexample of depth less than or equal to $k$.

Typically, BMC techniques can falsify properties up to a given depth $k$; however, they are not able to prove system correctness, unless an upper bound of $k$ is known, i.e., a bound that unwinds all loops and recursive functions to their maximum possible depths. In summary, BMC techniques limit the visited regions of data structures (e.g., arrays) and the number of related loop iterations. Thus, BMC restricts the state space that needs to be explored during verification, in such a way that real errors in applications can be found [39, 103, 43, 86]. Nonetheless, BMC tools are susceptible to exhaustion of time or memory limits, when verifying programs with loop bounds that are too large.

```c
unsigned int N=*;
unsigned int i = 0;
long double x=2;
while ( i < N ){
    x = ((2*x) − 1);
    ++i;
}
assert ( i == N );
assert (x>0);
```

Figure 4.1 Simple unbounded loop program.
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For instance, in the simple program illustrated in Fig. 4.1, where the star notation indicates non-determinism, the loop in line 4 runs an unknown number of times, depending on the initial non-deterministic value assigned to \( N \), in line 1, and the assertions in lines 8 and 9 hold independently of the \( N \)'s initial value.

Unfortunately, BMC tools like the C bounded model checker (CBMC) [39], the low-level bounded model checker (LLBMC) [103], and the efficient SMT-based context-bounded model checker (ESBMC) [43] typically fail to verify this family of programs. That happens because such tools must insert an unwinding assertion (the negated loop condition) at the end of the loop, as illustrated in Fig. 4.2, line 9, which will fail if \( k \) is not set to the maximum value supported by the \textit{unsigned int} data type.

```c
unsigned int N=1;  
unsigned int i = 0;  
long double x=2;    
if ( i < N ){
    x = ((2*x) - 1);  \{ \textit{k copies}
    ++i;
}               \}
...
assert ( !( i < N ) );
assert ( i == N );
assert (x>0);
```

Figure 4.2 Finite unwinding done by BMC.

In mathematics, one usually tackles such unbounded problems using proof by induction. As a consequence, an approach called \( k \)-induction has been successfully combined with continuously-refined invariants [20]. There were also attempts to prove, via \( k \)-induction, that (restricted) C programs do not contain data races [51, 50] or that time constraints are respected [55]. Additionally, \( k \)-induction is a well-established technique in hardware verification, due to monolithic transition relations present in hardware designs [55, 70, 132]. Finally, regarding the unknown-depth problem mentioned earlier, BMC tools can still be used to prove correctness in those cases, if used as part of \( k \)-induction algorithms.

In this respect, some approaches usually require invariants to be manually annotated with their values. For example, Donaldson \textit{et al.} [52, 53], were able to increase the precision of the invariant by manually applying trace partitioning[122], a refinement technique for abstract domains that enables inference of disjunctive invariants using non-disjunctive domains, while others resort to static analyses for generating invariants [20, 52] that are later refined, which then strengthen associated induction hypotheses. Nonetheless, a complete automatic methodology for producing strong (inductive) invariants would be beneficial, mainly if
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consists in direct logical evolution, given that no user interaction or additional refinement is required.

The last paragraphs inspired this work, whose main contribution is a methodology for combining invariant generation and $k$-induction in order to prove correctness of programs written in the C language. Besides, verification-process automation is also tackled, where users do not need to provide loop invariants, i.e., conditions that hold before a loop, are preserved through each loop iteration, and act as properties that are true at a particular program location. Moreover, the adopted invariant-generation tools were integrated through specific interfacing layers, due to their distinct formats, in order to provide a unified solution based on the proposed approach.

As a consequence, we have added a new module to the ESBMC tool, which employs mathematical induction with invariant inference, in order to prove the correctness of programs containing loops and then evaluate the proposed methodology. Such a module implements an algorithm that executes three steps: base case, forward condition, and inductive step [63]. In the first, the goal is to find a counterexample of size $k$, while the second one checks whether loops have been fully unrolled, which is achieved by verifying that no unwinding assertion fails, and, finally, the third one verifies if a property holds indefinitely, where the mentioned integration with invariants occurs.

The proposed method infers program invariants to prune the state space exploration and to strengthen induction hypotheses. Additionally, to provide a practical and complete implementation of the proposed methodology, two invariant-generation tools were used: paralléliseur interprocédural de programmes scientifiques (PIPS) [113] and path analysis for invariant generation by abstract interpretation (PAGAI) [76]. The proposed method was implemented in a tool called DepthK [123, 126], which rewrites programs using invariants generated by PIPS or PAGAI, i.e., it adds those elements as assumptions and uses ESBMC to verify the resulting program with $k$-induction [63].

This study is a revised and extended version of previous work [123, 126] and focuses on contributions regarding combination of $k$-induction with invariant inference. In particular, the main original contributions of this paper are as follows:

- We describe the original $k$-induction and our extended version, which combines programs with invariants generated by either PIPS or PAGAI, in order to strengthen its inductive step. In particular, we presented technical details of the combination process for both PIPS and PAGAI. Then, we concluded by presenting an illustrative example in order to demonstrate the effectiveness of our tool. Indeed, the mentioned example was extracted from the International Competition on Software Verification (SV-COMP)
2019 [17], and our extended $k$-induction was able to prove its correctness, but plain $k$-induction was not (Section 4.3).

- We analyze and compare the results of our tool against other existing software verifiers that implement $k$-induction and property-directed reachability (PDR). In particular, we use ESBMC with $k$-induction and interval-invariant generator [43], CBMC [95], 2LS [32], SeaHorn [73], Vvt [72], and CPAchecker-CTIGAR [24] (see Section 4.4). Experimental results showed that $k$-induction with invariant inference could handle a wide variety of safety properties, in typical programs with loops and embedded software applications from the telecommunications, control systems, and medical domains. Our $k$-induction proof rule with polyhedral program invariants was able to solve 2223 verification tasks, i.e., it has proved correctness in 602 and found property violations in 1621 benchmarks. These results outperformed other software verifiers, including 2LS, CBMC and ESBMC, in some particular categories (e.g., SoftwareSystems and ConcurrencySafety), which thus demonstrates improvement over existing BMC and $k$-induction-based approaches. Besides, our proposed method using PAGAI confirms the hypothesis that DepthK is competitive when compared to the best available PDR-based tool implementations.

Outline. In Section 4.2.1, we first give a brief introduction to the BMC and $k$-induction techniques and also compare them with PDR (or incremental construction of inductive clauses for indubitable correctness - IC3) [29, 74]. Section 4.3 presents our induction-based verification algorithm using polyhedral invariant inference for specifying pre- and post-conditions, which works for C programs. In Section 4.4, the results of our experiments are described by using several software-model-checking benchmarks extracted from SV-COMP and embedded systems applications. In Section 4.5, we discuss the related work and, finally, Section 4.6 presents this work’s conclusions.

4.2 Background

4.2.1 Bounded Model Checking

BMC based on SAT [22] was initially proposed in the early 2000s to verify hardware designs [22, 23]. Indeed, a group of researchers at Carnegie Mellon University were able to successfully check large digital circuits with approximately 9510 latches, and 9499 inputs, leading to BMC formulae with $4 \times 10^6$ variables and $1.2 \times 10^7$ clauses to be checked by
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standard SAT solvers [23]. BMC based on SMT [13], in turn, was initially proposed by
Armando et al. [7], in order to deal with ever-increasing software-verification complexity.

Generally speaking, BMC techniques aim to check the violation of a given (safety) property at a given system depth. Indeed, given a transition system $M$, which is derived from the control-flow graph of a program, a property $\phi$, which represents program correctness and/or a system’s behaviour, and an iteration bound $k$, which limits loop unrolling, data structures, and context-switches. BMC techniques thus unfold a transition system $M_k$ times, in order to convert it into a verification condition $\psi$, which is expressed in propositional logic or in a decidable-fragment of first-order logic. For example, $\psi$ is satisfiable if and only if $\phi$ has a counterexample of depth less than or equal to $k$. The propositional problem associated with SAT-based BMC is formulated as [23]

$$\psi_k = I(s_0) \land \bigwedge_{i=0}^{k-1} R(s_i, s_{i+1}) \land \neg \phi_k,$$

where $\phi_k$ represents a safety property $\phi$ at step $k$, $I$ is the set of initial states of $M$, and $R(s_i, s_{i+1})$ is the transition relation of $M$ at time steps $i$ and $i + 1$. Hence, the equation $\bigwedge_{i=0}^{k-1} R(s_i, s_{i+1})$ means the set of all executions of $M$ with length $k$ and $\neg \phi_k$ represents the condition that $\phi$ is violated in state $k$, which is reached by a bounded execution of $M$ with length $k$. Finally, the resulting (bit-vector) equation is translated into conjunctive normal form in linear time and passed to a SAT solver for checking satisfiability. Eq. (4.1) can be used to check safety properties [118] (e.g., deadlock freedom), while liveness ones (e.g., starvation freedom) that contain the linear-time temporal Logic (LTL) operator $F$ are verified by encoding $\neg \phi_k$ in a loop within a bounded execution of length at most $k$, such that $\phi$ is violated on each state in that loop [108]. This way, Eq. 4.1 can be rewritten as

$$\psi_k = I(s_0) \land \bigwedge_{i=0}^{k-1} R(s_i, s_{i+1}) \land \left( \bigvee_{i=0}^{k} \neg \phi_i \right),$$

where $\phi_i$ is the propositional variable $\phi$ at time step $i$. Thus, this formula can be satisfied if and only if, for some $i$ ($i \leq k$), there exists a reachable state at time step $i$ in which $\phi$ is violated.

One may notice that BMC analyzes only bounded program runs, but generates verification conditions (VCs) that reflect the exact path in which a statement is executed, the context in which a given function is called, and the bit-accurate representation of expressions. In this context, a verification condition is a logical formula (constructed from a bounded program and desired correctness properties) whose validity implies that a program’s behaviour agrees with its specification [31]. Users can specify correctness properties in our context via assert
statements or automatically generated from a specification language [11]. If all of a bounded program’s VCs are valid, then a program complies with its specification up to the given bound.

BMC tools tend to fail due to memory or time limits if programs with loops whose bounds are too large or cannot be statically determined are verified. In addition, even if a program does not contain a violation up to a given bound $k$, nothing can be said about $k+1$. Consequently, such limitations has motivated researchers to develop new verification techniques, in order to go deep into a program’s search space and, at the same time, prove global correctness. In particular, two possible strategies have been proposed in the literature, in order to achieve that goal: $k$-induction [55, 132] and IC3 [29, 74], which are briefly described in the following sections.

4.2.2 Induction-based Verification of C Programs

One approach to achieve completeness in BMC techniques is to prove that an invariant (assertion) is $k$-inductive using SAT/SMT solvers [55, 132]. The main challenge regarding such a technique relies on computing and strengthening inductive invariants from programs, in order to prove global correctness.

In particular, full verification requires, as a crucial step, inference of each loop with a loop invariant [61], which is a logical formula that is an abstract specification of a loop. Therefore, loop invariants provide the means to reason about loops and to prove their correctness. According to the Xujie et al. [133] inferring loop invariants enables a broad and deep range of correctness and security properties to be proven automatically by a variety of program verification tools spanning type checkers, static analyzers, and theorem provers. Moreover, loop invariants must be inductive in order to check satisfiability for the corresponding VCs, as described by Bradley and Manna [31].

Si et al. [133] define loop invariant inference by introducing Hoare logic [79] for proving program-correctness assertions. Let $P$ (pre-condition) and $Q$ (post-condition) denote predicates over program variables and also let $S$ denote a program under evaluation. Based on Hoare rules, such triples can be inductively derived over the structure of $S$. This way, we can highlight the following one regarding loops:

\[
\begin{align*}
    P & \implies I \quad \{I \land B\} S \{I\} \quad (I \land \neg B) \implies Q \\
    \{P\} \textbf{while } B \textbf{ do } S \{Q\}
\end{align*}
\]  

where predicate $I$ (the inductive invariant) is called a loop invariant, i.e., an assertion that holds before and after each iteration, as shown in the premise of the rule, and $B$ is a predicate
on a program state. Thus, if a loop is equipped with an invariant, proving its correctness means establishing the two following hypotheses [61]:

- The initialization ensures the invariant, which is called initiation property;
- The body preserves the invariant, which is called consecution (or inductiveness) property.

For instance, consider the C-code fragment shown in Figure 4.2. Suppose that one wants to prove that $P : x > 0$ is invariant. In order to attempt proving the invariant property $P$, one can apply induction considering that the underlying software-model checker supports IEEE floating-point standard (IEEE 754) [84, 69]:

- In the base case, it holds initially because
  \[
  N = * \land i = 0 \land x = 2 \implies x > 0; \\
  \text{initial condition} \\
  P
  \]

- In the inductive step, whenever $P$ holds for $k$ loop unwindings, it also holds for $k + 1$ steps, i.e.,
  \[
  x > 0 \land x' = 2 \times x - 1 \land i' = i + 1 \implies x' > 0. \\
  \text{transition relation} \\
  P \implies P'
  \]

Specifically, if we consider the IEEE 754 standard [84, 69], then the invariant $x > 0$ holds initially and after each iteration and $x$ tends to infinity after 128 iterations, so $x > 0$ is a candidate for a loop invariant. Nonetheless, this invariant is not inductive, given that $x > 0$ before an initial iteration does not ensure that $x > 0$ after each iteration, given that if we initially assign $x = 0.9$, then $x < 0$ after the fourth iteration. As a consequence, even if invariant-generation procedures successfully compute such assertions, which are indeed invariant, those must be inductive, so that $k$-induction verifiers can automatically prove global correctness. In this specific example, an inductive invariant would be $x > 1$, given that if $x > 1$ holds before the initial iteration, then $x > 1$ also holds after $k$ iterations.

Several invariant-generation algorithms discover linear and polynomial relations among integer and real variables, in order to provide loop invariants and also to discover memory “shapes”, in programming languages with pointers, such as those used in PIPs and PAGAI [113, 76]. The current literature regarding that also reports a significant increase in effectiveness and efficiency, while outperforms all previous implementations of $k$-induction-based verification algorithms for C programs, using invariant generation and strengthening, mostly based on interval analysis [20].
Novel verification algorithms for proving correctness of (a large set of) C programs, by mathematical induction and in a completely automatic way (i.e., users do not need to provide loop invariants), were recently proposed [63, 20, 32, 123, 50, 126]. Additionally, \( k \)-induction based verification was also applied to ensure that (restricted) C programs (1) do not contain violations related to data races [51], considering the Cell BE processor, and (2) do respect time constraints, which are specified during system design phases [55]. Apart from that, \( k \)-induction is easily applied, due to the monolithic transition relation present in such designs [55, 132, 70].

Note that \( k \)-induction with invariants has the potential to be directly integrated into existing BMC approaches, given that the induction algorithm itself can be seen as an extension after \( k \) unwinds. It is possible to generate program invariants with other software modules, which are then translated and instrumented into an input program [123].

### 4.2.3 Property-directed Reachability (or IC3)

While BMC is very effective in finding counterexamples, it is indeed incomplete, due to the bound limitation. This weakness motivated the development of IC3 and other complete SAT-based approaches. In particular, Bradley et al. [29, 74] introduced IC3, which is also known as PDR. IC3 aims to find an inductive invariant \( F \) stronger than \( P \), i.e.,

\[
\begin{align*}
INIT & \Rightarrow F \\
F \land T & \Rightarrow F' \\
F & \Rightarrow P,
\end{align*}
\]

where \( INIT \) describes the set of initial states and \( T \) represents the set of transitions, by learning relatively inductive facts (incrementally) locally. Indeed, that is carried out by iteratively computing an over-approximated reachability sequence \( F_0, F_1, \ldots, F_{i+1} \), such that

\[
\begin{align*}
F_0 &= INIT \\
F_i &\Rightarrow F_{i+1} \\
F_i \land T &\Rightarrow F'_{i+1} \\
F_i &\Rightarrow P.
\end{align*}
\]

In summary, starting from the initial states, every assignment that satisfies the current clause \( F_i \) also satisfies the next one \( (F_{i+1}) \), every reachable state satisfies the next clause, and a given
property is satisfied in every clause, \( i.e., P \) is an invariant up to \( k + 1 \). As a result, if Eq. (4.5) is performed, \( F \) becomes an inductive invariant stronger than \( P \), as shown in Eq. (4.4).

In fact, IC3 is a procedure for safety verification of systems and some studies have shown that IC3 can scale on specific benchmarks, where \( k \)-induction fails to succeed. In particular, the success of IC3 over \( k \)-induction procedures is due to the ability of the former to guide a search for inductive instances with counterexamples to inductiveness (CTIs) of a given property. Besides, the previous SAT-based approaches require unrolling the transition relation \( T \) (cf. Eqs. 4.4 and 4.5), in order to search for an inductive invariant and to strengthen it; however, IC3 performs no unrolling, given that it learns relatively inductive facts locally.

A CTI is a state (more generally, a set of states represented by a cube, \( i.e., \) a conjunction of literals) that is a counterexample to consecution [30]. Consider again the C-code fragment shown in Figure 4.2, where \( P : x > 0 \) is an invariant, but assume now that \( x \) has been initialized with a non-deterministic value, in order to make it harder to infer an invariant, as given by

\[
\begin{align*}
\text{transition relation} \quad & x > 0 \land x' = 2 \times x - 1 \land i' = i + 1 \Rightarrow x' > 0.
\end{align*}
\]

In that specific example, one possible CTI returned by a SAT/SMT solver is \( x = 0 \). If this particular state is not eliminated from the search space performed by the solver, then the invariant \( P \) cannot be established, since it is not inductive, given the initial assignment to \( x \). Indeed, the generated inductive assertion should establish that the CTI \( x = 0 \) is unreachable and if such an inductive assertion does not exist, then other CTIs can be examined instead (\( e.g., \) 0.1, 0.2, ..., 0.9). As a consequence, the resulting lemmas must be strong enough that consecutively revisiting a finite set of CTIs will eventually lead to an assertion, which is inductive relative to them, thus eliminating the proposed CTI. In the mentioned example, the loop invariant candidate \( x > 1 \) is inductive and thus eliminates all possible CTIs in our running example.

Recent work has been done to improve the IC3’s strengths further, in order to prove safety properties. One notable study was performed by Jovanović et al. [91], which presents a reformulation of the IC3 technique by separating reachability checking from inductive reasoning. In particular, those authors further replace the regular induction algorithm by the \( k \)-induction proof rule and show that it provides more concise invariants than the original approach proposed by Bradley [29]. Additionally, the mentioned authors implemented that proof rule in the SALLY model checker\(^2\), using the SMT solver Yices2\(^3\), in order to perform

\(^2\)https://github.com/SRI-CSL/sally
\(^3\)http://yices.csl.sri.com/
the forward search, and MathSAT5\(^4\), to perform backward search. Finally, they showed that their proposed algorithm could solve several real-world benchmarks, at least as fast as other existing approaches.

### 4.3 Induction-based Verification of C Programs Using Invariants

In this section, we describe the main contribution of the present paper: a verification methodology for combining \(k\)-induction and loop invariant generation, which was implemented in a tool named as DepthK\(^5\). The first step of our methodology consists in generating invariants for a given ANSI-C program, which is performed with external tools to strengthen the associated inductive step. Indeed, PIPS and PAGAI were used for such a purpose, with invariants included as comments in different formats, which led to the development of distinct integration layers for each invariant generator, as described in Sections 4.3.3 and 4.3.4. In that sense, future invariant-generation tools would then only need new integration layers, when used along with our verification methodology. Moreover, one may notice that PIPS and PAGAI are suitable for the C language and have the potential to handle a wide variety of safety properties \([101]\).

Although other invariant generators beyond PIPs and PAGAI do exist, such as accelerated symbolic polyhedral invariant computation (ASPIC) and integer set library (ISL), the latter do not handle automatic abstraction and some specific details of the C programming language, such as pointer arithmetic, as mentioned by Maisonneuve et al. \([101]\). Moreover, PIPS and PAGAI present different configuration options, which lead to different results and can also be explored with the goal of pruning state-spaces. Specifically, PIPS \([101]\) is an inter-procedural source-to-source compiler framework for C and Fortran, based on automatic static analysis, which relies on polyhedral abstraction of program behaviour for inferring invariants, while PAGAI \([76]\) is a source code analysis algorithm based on abstract interpretation with linear domains (products of intervals, octagons, and polyhedra) and path focusing, which can generate inductive invariants.

#### 4.3.1 The \(k\)-Induction Algorithm

Algorithm 1 shows an overview of the \(k\)-induction algorithm used in ESBMC \([63]\), which is an extended version of the original \(k\)-induction initially proposed by Eén and Sörensson \([55]\).

\(^4\text{http://mathsat.fbk.eu/}\)

\(^5\text{https://github.com/hbgit/depthk}\)
4.3 Induction-based Verification of C Programs Using Invariants

It takes a program $P$, as input, and returns FALSE if a property violation is found, TRUE if it can prove correctness, or UNKNOWN.

Algorithm 1 The $k$-induction algorithm.

**Input:** Program $P$

**Output:** TRUE, FALSE, or UNKNOWN

1. begin
2. $k = 1$ while $k \leq max\_iterations$ do
3. 
4. if baseCase ($P, k$) then
5. 
6. show the counterexample $s[0...k]$ return FALSE
7. 
8. else if forwardCondition ($P, k$) then
9. 
10. return TRUE
11. 
12. else
13. 
14. $k = k + 1$ if inductiveStep ($P, k$) then
15. 
16. return TRUE
17. 
18. end
19. 
20. end
21. 
22. return UNKNOWN
23. end

In the base case (lines 4-6), the algorithm tries to find a counterexample up to $k$ steps. If no property violation is found, then the forward condition (lines 7-8) checks whether the completeness threshold$^6$ is reached at the current $k$ step. Finally, the inductive step (lines 11-12) checks whether the property $\phi$ holds indefinitely. If $\phi$ is valid for $k$ iterations, then it must be valid for the next ones. The algorithm runs up to a certain number of repetitions and only increases the value of $k$ if it cannot falsify the property during the base case. One may notice that $k$ is incremented only at the start of the else branch, on line 10. In our benchmarks, we also noticed that computational resources are wasted if we start with $k = 1$ in the inductive step since loops are usually unfolded at least two times. The properties checked by each step are generated during their execution, as follows. In the base case and also in the inductive step, in addition to user-defined properties (using `assert` statements), safety properties such as out-of-bounds checks, pointer validity, and division by zero are derived from a program and checked. In the forward condition, only the completeness threshold is checked, which is done in a C program, by using unwinding assertions, i.e., it verifies whether all loops were unrolled entirely. There exists no need to check any other properties in the forward condition, as all of them were already checked for the current step $k$. Those properties are used to assign a non-deterministic value of program variables that participate in a loop.

$^6$The completeness threshold defines a bound $k$ such that, if no counterexample of length $k$ or less to a given LTL formula is found, then the formula, in fact, holds over all infinite paths in the model [94]
Although $k$-induction is a successful technique to falsify or prove correctness, the over-approximation employed by the inductive step is unconstrained and might present spurious counterexamples. For example, traces produced by a failed inductive step in $k$-induction are a feasible sequence of $k+1$ transitions from an arbitrary loop iteration to an error state, where that loop iteration itself may be unreachable. Currently, our main idea as described by Gadelha et al. [64], is to search simultaneously forward, from the initial state, and backward, from the error state, whose procedure stops if those two searches meet halfway. This extension aims to convert the $k$-induction algorithm into a bidirectional search approach by using the base case as the forward part and the inductive step as the backward one.

### 4.3.2 Extended $k$-Induction Algorithm

Our technique generates invariants (using external tools). It creates a copy of an input program, which is modified by the inductive step of the $k$-induction algorithm in order to over-approximate its loops. Algorithm 2 describes our extended $k$-induction algorithm combined with invariants.

**Algorithm 2** Our extended $k$-induction algorithm.

<table>
<thead>
<tr>
<th>Input:</th>
<th>Program $P$, Tool $T$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>TRUE, FALSE, or UNKNOWN</td>
</tr>
</tbody>
</table>

```
begin 

Inv = genInvariants($P$, $T$) 
$P'$ = combine($P$, $Inv$) 
$k = 1$ 
while $k <= max\_iterations$ do 
  if baseCase($P'$, $k$) then 
    show the counterexample $s[0...k]$ return FALSE 
  else if forwardCondition($P'$, $k$) then 
    return TRUE 
  else 
    $k = k+1$ if inductiveStep($P'$, $k$) then 
      return TRUE 
    end 
  end 
end 

return UNKNOWN 
end
```

Similarly to the original $k$-induction algorithm, our extended version returns FALSE, TRUE, or UNKNOWN, depending on the result of each step. However, it takes three inputs: the original program $P$, the property $\phi$ to be checked, and the chosen tool, which is either PIPS or PAGAI.
In the first step of the extended Algorithm 2 (line 16), the chosen tool $T$ is called and it tries to generate invariants for program $P$. In case of tool failure or no invariant generated, it returns $\emptyset$; otherwise, it returns a set of invariants $Inv$. The second step is to combine the set of invariants $Inv$ and the original program $P$, in order to create $P'$ (Line 16). This process is specific to each tool, as invariants are generated in different formats, and, as a consequence, such elements need to be preprocessed before being combined with $P$. Function $\text{combine}$ is defined in

$$\text{combine} := \begin{cases} P' := \text{ite}(Inv = \emptyset, P, P \land Inv) \end{cases},$$

where the new program $P'$ is the result of an $\text{ite}$ operation. If the set of invariants is $\emptyset$, $P'$ is the original program $P$; otherwise, $P' = P \land Inv$. The technical description of the combination of the original program with invariants generated by PIPS and PAGAI is described in Sections 4.3.3 and 4.3.4, respectively.

Finally, the last modification to the base algorithm is to use program $P'$ in every step, during verification, instead of $P$ (lines 17, 19, and 22).

In order to provide reliable results, we have integrated the available witness checkers [17] into DepthK (i.e., CPAchecker and Ultimate Automatizer). After achieving a conclusive result (true or false), DepthK generates an extensible markup language (XML) file that contains all program states, i.e., from the initial state to the bad one, which lead to a given property violation. This file is known as the witness file. Currently, there exist two state-of-the-art tools able to perform witness validation: CPAchecker [15] and Ultimate Automatizer [75]. DepthK currently handles this witness file as follows:

1. It is submitted to CPAchecker [15] for validation and, if the DepthK’s result is confirmed, then it is provided to users;

2. If CPAchecker is unable to confirm the result provided by DepthK or if there exists an internal failure in CPAchecker, then it is submitted to Ultimate Automatizer [75] and, if the DepthK’s result is confirmed, that is provided to users;

3. If both tools are unable to evaluate it, then the result is considered UNKNOWN, i.e., the witness-validation procedure is unsuccessful in confirming the DepthK’s verification result.

Validation of witness files became a rule in SV-COMP, as a way of deeply assessing verification results provided by a given verifier since it is possible to confirm, fully automatically, if values used in state-space exploration, which are available in a counterexample, lead to a correct result.
4.3.3 Invariant Generation using PIPS

PIPS aims to process large programs by performing a two-step analysis [113] automatically. Firstly, each program instruction is associated with an affine transformer, representing its underlying transfer function. Indeed, that is a bottom-up procedure, which starts from elementary instructions and then goes through compound statements, up to function definitions. Secondly, polyhedral invariants are propagated along with instructions, using previously computed transformers.

PIPS takes a C program as input, generates invariants, and prints a C program with those invariants as comments before each program statement. Then, we process those comments and instrument source code using assume statements\(^7\).

Each comment must be preprocessed before being added to a C program, as those invariants generated by PIPS contain the suffix #init and include mathematical expressions (e.g., \(2j < 5t\)). For instance, Figure 4.3 shows transformers, preconditions, and generated syntax for the program described in [101], using PIPS. One may notice that those mathematical expressions do not contain a multiplication sign between constant and variable names, which does not consist in a valid C syntax.

```c
//T() {0==−1}
void foo(float x){
    // T(n){n==0}
    int n = 0;
    // T(n){n#init ==0}
    while (1)
        // T(n){n<=n#init +1}
        if (x)
            // T(n){n<=60, n<=n#init +1}
            if (n<60)
                // T(n){n==n#init +1, n<=60}
                n++;
            else
                // T(n){n==0, 60<=n#init }
                n = 0;
        }
```

Figure 4.3 Sample with PIPS invariants using the structure #init.

In Algorithm 3, we describe the process of combining an original C program \(P\) with a set of invariants. As previously defined, \(P\) is the original program, \(InvSet\) is the set of invariants, and \(P'\) is the combination of the original program \(P\) and invariants \(InvSet\). The

\(^7\)ESBMC requires assume statements to be written using `__ESBMC_assume(bool)`
complexity of that algorithm is $O(n^2)$, where $n$ is the code size with invariants generated by PIPS. Algorithm 3 is split into three parts: (1) identification of structures #init, (2) generation of code to support translation of structures #init into invariants, and (3) translation of the related mathematical expressions into ANSI-C code.

The first part of Algorithm 3 is performed in Line 35, which consists of reading each line of $InvSet$ and identifying whether a given comment is an invariant generated by PIPS (line 36) or not. If an invariant is identified and it contains a structure #init, then its location (i.e., its line number) defined by $Inv.line$ is stored, as well as type and name of the associated variable. After identifying structures #init in invariants, the second part of this algorithm analyzes each code line in $InvSet$, but now with the goal of identifying the beginning of each programming function (line 43). For each function that is identified, this algorithm checks whether it has structures #init (line 46) and, when that is true, a new code line is generated, for each related variable and at the beginning of the same function, with the declaration of an auxiliary variable, which contains a variable’s old value, i.e., its initial value. The newly created variable has the format $variable.type var_init = variable.name$, where $variable.type$ is its identified type and $variable.name$ is its identified (original) name.

Finally, each line containing a PIPS invariant is turned into expressions supported by the ANSI-C standard. Such a transformation consists of applying regular expressions (line 54) to multiplication operators (e.g., from $2j$ to $2* j$) and replacing structures #init by _init, which indicates that a new auxiliary variable must be generated and its content will be used as initial value for the original one. For each analyzed PIPS comment/invariant in $InvSet$, a new code line is generated in $P'$. The function __ESBMC_assume’s parameter is a conjunction of all invariants generated by PIPS.

### 4.3.4 Invariant Generation using PAGAI

PAGAI [76] is a static analyzer that uses structures of the low-level virtual machine (LLVM) compiler [97] and computes inductive invariants on numerical variables of an input program. Indeed, it uses a source-code analysis algorithm based on abstract interpretation to infer invariants for each control point in a C/C++ program. PAGAI performs a linear-relation analysis, which obtains invariants as convex polyhedra; however, it also supports other abstract domains, e.g., octagons and products of intervals, which is not true for PIPS. Indeed, this last difference provides some variability for the adopted tools, which can be explored for tuned behaviour in specific scenarios.

In the experimental evaluation presented by Henry et al. [76], PAGAI was applied to real-world examples (industrial code and GNU programs). According to those authors, front-ends for many analysis tools place restrictions (e.g., no backward goto instructions
Algorithm 3 The combination algorithm for PIPS.

Input: Program $P$, Set of invariants $InvSet$

Output: Program $P'$

if $Inv$ is empty then
  return $P$
end

// dictionary to identify #init
dict_varinitloc[] ← { }

// copy comments of each invariant into array pips_comments
pips_comments[] ← extract_comments($Inv$)

// list for the new code generated in the translation
$P'$ ← { }

// Part 1 - identifying #init in the invariants
foreach $Inv$ in $InvSet$ do
  if pips_comments[$Inv$] is not empty then
    if pips_comments[$Inv$] has the pattern ([a-zA-Z0-9_]#init then
      dict_varinitloc[$Inv$.line] ← the variable suffixed #init
    end
  end
end

// list of translated invariants
listinvpips ← { }

// Part 2 - code generation to support #init structure and corrections regarding invariant format
foreach $Inv$ in $InvSet$ do
  $P'$ ← $Inv$.line
  if $P'$ at $Inv$.line is a function then
    if there exists some line in this function ∈ dict_varinitloc then
      foreach variable ∈ dict_varinitloc do
        $P'$ ← Declare a variable as variable.type var_init=variable.name
      end
    end
  end
end

// Part 3 - translation of the related mathematical expressions into ANSI-C code
if pips_comments[$Inv$] is not empty then
  foreach expression ∈ pips_comments[$Inv$] do
    listinvpips ← Reformulate the expression according to the C programs syntax and replace #init by _init
  end
  $P'$ ← __ESBMC_assume(conjunction of all invariants in listinvpips);
end

return $P'$
and no pointer arithmetic), which may compromise safety-critical embedded programs. At the same time, PAGAI does not suffer from such issues. Nonetheless, it may apply coarse abstractions to some C/C++ programs, which can lead to weak invariants, whose conjunctions with safety properties are not inductive, as later confirmed in the experimental results of that work.

PAGAI takes a program as input, generates invariants, and outputs a new program, with invariants as comments before each statement. Similarly to our approach based on PIPS, those invariants are added to a program as assume statements. Let $P$ denote the original program, $InvSet$ be a set that has each invariant extracted from the PAGAI annotations and its code location (i.e., the line number of the code), in the analyzed program $P$, and $P'$ be the combination between the original program $P$ and invariants from $InvSet$. Aiming to include the program invariants inferred in $InvSet$, our PAGAI-based translation approach uses assume statements (in our case, \texttt{__ESBMC\_assume}) to integrate them into $P'$. In contrast to PIPS, such invariants require minor changes, given that they are already ANSI-C compliant.

### 4.3.5 Illustrative Example

As an illustrative example, we describe a C program\footnote{loop-invgen/id\_build\_true-unreach-call\_true-termination.i} extracted from SV-COMP 2019 [17] (shown in Figure 4.4). We chose this particular example because it demonstrates the importance of invariants, when verifying programs: the $k$-induction algorithm without invariants (using ESBMC) was unable to prove its correctness, during the same competition.

```c
int __VERIFIER_nondet_int ();
int main () {
    int offset , length , nlen ;
    int i , j ;
    for ( i =0; i<nlen ; i ++) {
        for ( j =0; j <8; j ++) {
            assert (0 <= nlen − 1 − i );
            assert ( nlen − 1 − i < nlen );
        }
    }
    return 0 ;
}
```

Figure 4.4 Verification example with two properties.

Two properties are being checked here (lines 7 and 8), eight times for each outer-loop iteration. One may notice that the nested loop does not change the properties being verified,
but rather repeats checks eight times. Indeed, this is reduced by ESBMC, which checks a property only once per (outer) loop iteration, as follows:

1. \text{assert}(nlen-1-i < nlen):
   can be rewritten as \text{assert}(i>=0);

2. \text{assert}(0 <= nlen-1-i):
   can be rewritten as \text{assert}(nlen >= i+1).

This program is safe, so the traditional base case will never find a property violation. In order to prove correctness using the forward condition, a BMC tool will try to unwind the outer loop $2^{31} - 1$ times, while unwinding the inner one 8 times, on each iteration: only when it can unwind to that depth, it will reach all possible states, which is infeasibly expensive in both time and memory.

```c
int __VERIFIER_nondet_int ();
int main () {
    int offset , length , nlen ;
    int i , j ;
    i = 0;  // loop initial condition
    i = __VERIFIER_nondet_int ();
    // assume nondet
    __VERIFIER_assume( i<nlen );
    // assume loop condition
    assert (0 <= nlen-1-i);
    // loop body begin
    assert (nlen-1-i < nlen);  // ....
    i ++;  // loop body end
    __VERIFIER_assume (!!(i<nlen));
    // assume negated loop cond
    return 0;
}
```

Figure 4.5 Verification example rewritten during the inductive step.

A plain inductive step is also unable to prove correctness, which is done by rewriting the mentioned program as illustrated in Figure 4.5. The transformations are: (1) all variables written inside a loop are treated as nondeterministic, as one can see in line 6, (2) it is assumed that the loop is indeed executed, as performed in line 7, and (3) after the loop’s body, it terminates, which happens in line 11. One may notice that the inner loop is not present in this verification. Indeed, although \text{j} is written inside that loop body (when it is incremented), it is not part of the property’s verification.
Indeed, the plain inductive step will easily find a counterexample for this program, as both \( i \) and \( n\text{len} \) are unconstrained. ESBMC finds a property violation for \( n\text{len} = 4 \) and \( i = -536870913 \), and although \( n\text{len} = 4 \) is a value reachable by \( n\text{len} \) during program execution, \( i \) will never reach \(-536870913\). It is worth noticing that the related counterexample is spurious, due to the overapproximation previously mentioned.

```c
int __VERIFIER_nondet_int();
int main()
{
    int offset, length, nlen = __VERIFIER_nondet_int();
    int i, j;
    for (i = 0; i <= nlen - 1; i += 1) {
        __ESBMC_assume( 0<=i && i+1<=nlen );
        for (j = 0; j <= 7; j += 1) {
            __ESBMC_assume( 0<=i && i+1<=nlen && 0<=j && j<=7 );
            assert (0<=nlen - i - 1);
            __ESBMC_assume( 0<=i && i+1<=nlen && 0<=j && j<=7 );
            assert (nlen - i - 1<nlen);
        }
    }
    __ESBMC_assume( 0<=i && nlen <=i );
    return 0;
}
```

(a) Verification example with invariants generated by PIPS.

```c
int __VERIFIER_nondet_int();
int main()
{
    int offset, length, nlen = __VERIFIER_nondet_int();
    int i, j;
    for (i=0; i<nlen; i++) {
        __ESBMC_assume( 2147483647 - i >= 0 );
        __ESBMC_assume( i >= 0 );
        __ESBMC_assume( -1+nlen-i >= 0 );
    for (j=0; j<8; j++) {
        assert (0 <= nlen-l-i);
        assert (nlen-l-i < nlen);
    }
    return 0;
}
```

(b) Verification example with invariants generated by PAGAI.

Figure 4.6 Verification example with invariants.
The programs in Figure 4.6 show invariants inserted by both PIPS and PAGAI, using the intrinsic function \texttt{__ESBMC\_assume}. Both tools generate inductive invariants that are able to prove correctness of both properties:

1. PIPS generates $0 \leq i \quad \&\& \quad i+1 \leq n\text{len}$

2. PAGAI generates $i \geq 0 \quad \&\& \quad -1+n\text{len}-i \geq 0$.

Which are precisely the properties under verification. By assuming those two invariants, BMC tools will remove every state that violates those properties, leaving only reachable states. Our extended $k$-induction algorithm, combined with invariants, is a simple but substantial modification to the original $k$-induction and allows us to increase the number of programs that can be proved correct.

### 4.4 Experimental Evaluation

In this section, we present an experimental evaluation to establish a baseline for empirical comparisons involving DepthK, CPAchecker-$k$-induction, and PDR-based tools, in the context of software verification, and to determine whether we can combine the strengths of $k$-induction with those of loop invariant generation. Our method was implemented in DepthK; we applied it to verify C benchmarks from embedded system applications and also the SV-COMP editions 2018\(^9\) and 2019\(^10\). Additionally, we have also compared our approach against ESBMC [43], CBMC [95], and 2LS [32]\(^{11-12}\). DepthK was also evaluated against the available PDR-based verifiers CPAchecker-CTIGAR [24], SeaHorn [73], and Vvt [72]\(^{13}\), which can be applied to actual C programs. SeaHorn is the most prominent software verifier that implements IC3; however, given its last participation in SV-COMP, in 2016, it did not perform well against other existing software verifiers (including DepthK), given a large number of incorrect results as reported by Beyer et al. [16]. Therefore, regarding IC3 tools comparison and given their current limited availability for C programs [19], we have considered only the verification tasks where the property to verify is the unreachability of a program location (\textit{i.e.}, ReachSafety and SoftwareSystems), as presented in Table 4.3.

---

\(^9\)https://sv-comp.sosy-lab.org/2018/results/results-verified/

\(^{10}\)https://sv-comp.sosy-lab.org/2019/results/results-verified/

\(^{11}\)https://sv-comp.sosy-lab.org/2018/results/results-verified/META_ReachSafety_depthk.table.html


\(^{13}\)https://www.sosy-lab.org/research/pdr-compare/supplements/results/table.html
4.4 Experimental Evaluation

4.4.1 Experimental Setup

In order to evaluate the effectiveness of our proposed method, we use C programs with loops from public repositories, which constitute the main reference in the software verification area, such as: the set of C benchmarks from SV-COMP [17] and embedded systems applications [102, 131, 137]. For each benchmark, we check a single property encoded as an assertion or as an error location, i.e., we check whether an assertion is not violated or whether an error label is unreachable in any finite execution of the program.

The SV-COMP’s benchmarks used in this experimental evaluation include:

- **ReachSafety**, which contains benchmarks for checking the reachability of an error location;
- **MemSafety**, which presents benchmarks for checking memory safety;
- **ConcurrencySafety**, which provides benchmarks for checking concurrency problems;
- **Overflows**, which is composed of benchmarks for checking if variables of signed-integers type overflow;
- **Termination**, which contains benchmarks for which termination should be decided;
- **SoftwareSystems**, which provides benchmarks from real software systems.

Regarding the PDR-based experimental results presented in Table 4.3, we consider only verification tasks that explore the strength of the PDR approach, where the property to verify is the unreachability of a program location. From the benchmarks above, we excluded properties for overflows, memory safety, and termination, which are not in the scope of this evaluation, and the categories ReachSafety-Recursive and ConcurrencySafety, each of which is not supported by at least one of the evaluated implementations. The remaining set of categories consists of 5591 verification tasks.

The embedded-system applications used in this experimental evaluation are classified in 3 categories: Powerstone [131], which is used for automotive-control and fax applications; Real-Time SNU [137], which contains a set of programs for matrix handling and signal processing, such as matrix multiplication and decomposition, second-degree equations, cyclic-redundancy check, Fourier transform, and JPEG encoding; and WCET [102], which is a set of programs for executing worst-case time analysis.

Here, we analyze the number of true and false positives and also the number of true and false negatives. Additionally, we generate a score for each analyzed tool based on the
total number of correct and incorrect results. In particular, this experimental evaluation is performed with the following tools:

- **DepthK v3.1** with $k$-induction and invariants, using polyhedra (through PIPS and PAGAI), where ESBMC’s parameters are defined in a wrapper script available in the DepthK’s repository;

- **ESBMC v6.0** along with plain $k$-induction, which is run with an interval-invariant generator that pre-processes input programs, infers invariants based on intervals, and includes them into programs.

- **CBMC v5.11** with a bounded model checker, which, in the absence of additional loop transformations or $k$-induction, runs the script provided by Beyer, Dangl, and Wendler [20];

- **CPAchecker** (revision 15596, acquired directly from its SVN repository) [20], which was executed with options $k$-induction together with invariants, and for $k$-induction without invariant;

- **CPAchecker-CTIGAR** (revision 27742) [24], which is an adaptation of PDR to software verification. Our evaluation compares CPAchecker with the implementations of CTIGAR;

- **2LS v0.7.2** along with $k$-induction and invariants, which is named $kIkJ$ and is executed with a wrapper script from SV-COMP 2019 [17];

- **SeaHorn(F16-0.1.0-rc3)** [73], which is a modular verification framework that uses constrained Horn clauses as the intermediate verification language. SeaHorn’s verification condition generator is based on IC3;

- **VVT** [72], which is an implementation of the CTIGAR approach [24] that uses an SMT-based IC3 algorithm [28] incorporating Counterexample Guided Abstraction Refinement (CEGAR) [38]. Our evaluation compares the combination of Vvt-CTIGAR and bounded model checking, which is named as Vvt-Portfolio.

The present experimental evaluation was conducted on a computer with Intel Core i7 – 4790 CPU @ 3.60GHz and 32 GB of RAM, running Linux Ubuntu 18.04 LTS x64. Each verification task is limited to a CPU time of 15 minutes and a memory consumption of 15 GB.

14https://svn.sosy-lab.org/software/cpachecker/trunk
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4.4.2 Experimental Results

After running all tools, we obtained the results shown in Tables 4.1, 4.2 and 4.3.

Table 4.1 shows the results for the embedded system benchmarks, where **Tool** is the name of the Tool used in the experiments, **Correct Results** is the number of correctly proven programs, **Incorrect Results** is the number of programs where the respective Tool found at least one error, although being completely correct, or it does not identify an error, but the program contains a property violation, **Unknown and TO** is the number of programs that the Tool is unable to verify, due to lack of resources, tool failure (crash), or verification timeout (15 min), and **Time** is the runtime, in minutes, to verify the entire benchmark set.

Table 4.2 shows the results for all evaluated tools, regarding the SV-COMP 2019’s benchmark suite, where **Category** is the SV-COMP’s category, **Tool** is the name of the tool used in the experiments, **Correct True** is the number of programs where the respective tool did not find a bug, and that is correct, **Correct False** is the number of programs where the respective tool correctly found a bug, **True Incorrect** is the number of programs where the respective tool does not identify an error, which is correct, and **False Incorrect** is the number of programs where the respective tool found at least one error, although being completely correct.

<table>
<thead>
<tr>
<th>Tool</th>
<th>DepthK (PIPS)</th>
<th>DepthK (PAGAI)</th>
<th>ESBMC (k-ind)</th>
<th>CPAchecker (k-ind)</th>
<th>CPAchecker (cont. ref. k-ind.)</th>
<th>CBMC (k-ind)</th>
<th>2LS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct Results</td>
<td>16</td>
<td>14</td>
<td>29</td>
<td>27</td>
<td>27</td>
<td>15</td>
<td>34</td>
</tr>
<tr>
<td>Incorrect Results</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Unknown and TO</td>
<td>18</td>
<td>20</td>
<td>5</td>
<td>7</td>
<td>7</td>
<td>19</td>
<td>0</td>
</tr>
<tr>
<td>Time (min)</td>
<td>55.51</td>
<td>56.13</td>
<td>54.18</td>
<td>1.8</td>
<td>1.95</td>
<td>286.06</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 4.1 Experimental results for the Powerstone, SNU, and WCET benchmarks.

Table 4.3 shows the results for all the 5591 verification tasks and has the same categorisation as Table 4.2. Nonetheless, it compares the effectiveness and efficiency of our implementation to the only available verifiers that implement a pure PDR approach for software-model checking.

Regarding Table 4.1, we have the following observations:

- The winning tool using $k$-induction is 2LS, which was able to give a correct result in all 34 verification tasks from the embedded-system benchmarks (Powerstone, SNU, and WCET): the difference with our approach is the way invariants are produced, i.e., we generate them before verification starts, while 2LS does that on each step, in order to continuously strengthen them.
• The results presented by DepthK using PIPS were lower than that of ESBMC and CPAchecker, but it outperformed CBMC with k-induction: although there exist no failures in our verification process, many inconclusive results were presented (i.e., unknown and TO), the reason being that both (PIPS and PAGAI) are not adequately prepared to handle some C features (e.g., bit-shift operations) used in embedded-system applications.

• The results presented by our approach are directly related to the maturity of each invariant generation tool: it is possible to improve the results presented by PIPS, since it has a wide variety of configurations that can be exploited by users, and PAGAI cannot be configured by users, which is the main difficulty for generating inductive invariants for embedded-system applications.

• Invariant generation configuration may be an improvement task: as already mentioned, PIPS presents a wide variety of configurations, which can be adaptively done for a given scenario or benchmark type.

• ESBMC v6.0 has received significant improvements in its k-induction algorithm, with bug and memory-leak fixes and guard simplification: using only its k-induction technique was enough to outperform our proposed method and its execution time was also shorter, due to implementation of those same improvements and because it does not require additional time for generating invariants;

• CPAchecker using only k-induction was slightly worse than ESBMC with k-induction. There exist two reasons to explain this result. The first one is that CPAchecker’s invariant-generation algorithm works in the background, while it verifies a program. Consequently, the cumulative runtime of its two versions might exceed that of ESBMC, because the latter performs everything sequentially, in one single call, i.e., in order to generate a control flow graph, annotate a program with invariants, and finally verify it. The second one is that CPAchecker continuously refines invariants, which might run for longer times and then get strengthened, thus proving program correctness.

• CBMC with k-induction that verifies the absence of violated assertions under a given loop unwinding bound; however, it seems to be still experimental. In particular, CBMC relies on a limited loop unwinding technique and concurrent programs, which is unable to unroll nested loops [50].

In Tables 4.2, we have the following observations about those experimental results, per category.
### 4.4 Experimental Evaluation

<table>
<thead>
<tr>
<th>Category</th>
<th>Tool</th>
<th>Correct</th>
<th>Correct</th>
<th>Total</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>True</td>
<td>False</td>
<td></td>
<td>True</td>
<td>False</td>
<td></td>
</tr>
<tr>
<td>ReachSafety</td>
<td>DepthK (PAGAI)</td>
<td>62</td>
<td>700</td>
<td>762</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>1332</td>
<td>893</td>
<td>2225</td>
<td>7</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>1062</td>
<td>453</td>
<td>1515</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>641</td>
<td>669</td>
<td>1310</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MemSafety</td>
<td>DepthK (PAGAI)</td>
<td>80</td>
<td>45</td>
<td>125</td>
<td>1</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>130</td>
<td>64</td>
<td>194</td>
<td>8</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>65</td>
<td>66</td>
<td>131</td>
<td>3</td>
<td>68</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>119</td>
<td>71</td>
<td>190</td>
<td>2</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>ConcurrencySafety</td>
<td>DepthK (PAGAI)</td>
<td>194</td>
<td>608</td>
<td>802</td>
<td>16</td>
<td>4</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>182</td>
<td>600</td>
<td>782</td>
<td>14</td>
<td>7</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>165</td>
<td>331</td>
<td>496</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Overflows</td>
<td>DepthK (PAGAI)</td>
<td>0</td>
<td>167</td>
<td>167</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>85</td>
<td>149</td>
<td>234</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>87</td>
<td>140</td>
<td>227</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>31</td>
<td>169</td>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Termination</td>
<td>DepthK (PAGAI)</td>
<td>266</td>
<td>0</td>
<td>266</td>
<td>14</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>717</td>
<td>0</td>
<td>717</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>676</td>
<td>306</td>
<td>982</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>718</td>
<td>0</td>
<td>718</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SoftwareSystems</td>
<td>DepthK (PAGAI)</td>
<td>0</td>
<td>101</td>
<td>101</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>1165</td>
<td>28</td>
<td>1193</td>
<td>12</td>
<td>2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>171</td>
<td>0</td>
<td>171</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>28</td>
<td>8</td>
<td>36</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>DepthK (PAGAI)</td>
<td>602</td>
<td>1621</td>
<td>2223</td>
<td>31</td>
<td>30</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>ESBMC (k-ind)</td>
<td>3611</td>
<td>1734</td>
<td>5345</td>
<td>41</td>
<td>14</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>2LS</td>
<td>2061</td>
<td>965</td>
<td>3026</td>
<td>4</td>
<td>73</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>CBMC</td>
<td>1702</td>
<td>1248</td>
<td>2950</td>
<td>3</td>
<td>11</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 4.2 Experimental results for the SV-COMP’19.

<table>
<thead>
<tr>
<th>Category</th>
<th>Tool</th>
<th>Correct</th>
<th>Correct</th>
<th>Total</th>
<th>Incorrect</th>
<th>Incorrect</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>True</td>
<td>False</td>
<td></td>
<td>True</td>
<td>False</td>
<td></td>
</tr>
<tr>
<td>ReachSafety</td>
<td>DepthK (PAGAI)</td>
<td>395</td>
<td>644</td>
<td>1039</td>
<td>0</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>CPAchecker-CTIGAR</td>
<td>397</td>
<td>214</td>
<td>611</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SeaHorn</td>
<td>1010</td>
<td>595</td>
<td>1605</td>
<td>6</td>
<td>105</td>
<td>111</td>
</tr>
<tr>
<td></td>
<td>Vvt-Portfolio</td>
<td>528</td>
<td>311</td>
<td>839</td>
<td>9</td>
<td>22</td>
<td>31</td>
</tr>
<tr>
<td>SoftwareSystems</td>
<td>DepthK (PAGAI)</td>
<td>393</td>
<td>58</td>
<td>451</td>
<td>0</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>CPAchecker-CTIGAR</td>
<td>435</td>
<td>41</td>
<td>477</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>SeaHorn</td>
<td>1714</td>
<td>149</td>
<td>1863</td>
<td>40</td>
<td>12</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>Vvt-Portfolio</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>DepthK (PAGAI)</td>
<td>788</td>
<td>702</td>
<td>1490</td>
<td>0</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>CPAchecker-CTIGAR</td>
<td>832</td>
<td>255</td>
<td>1087</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>SeaHorn</td>
<td>2724</td>
<td>744</td>
<td>3468</td>
<td>46</td>
<td>117</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>Vvt-Portfolio</td>
<td>528</td>
<td>311</td>
<td>839</td>
<td>9</td>
<td>22</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 4.3 PDR-based experimental results SV-COMP’18.
Verification and Refutation of C Programs based on \( k \)-Induction and Invariant Inference

- **ReachSafety**:
  - Our proposed method based on PAGAI presented the lowest number of correct answers, if compared with other existing approaches, because the generated invariants increased verification times and memory consumption rapidly, so DepthK did not reach a result promptly or even exceeded the amount of allowed memory;
  - ESBMC is the tool that correctly verified the most significant number of benchmarks, which demonstrated the effectiveness of the new interval-invariant used during verification processes. This improvement influenced results for some categories, such as ReachSafety and SoftwareSystems; however, ESBMC failed to verify other benchmarks, due to an internal bug in ESBMC, which made it unable to track variables going out of scope [43];
  - 2LS is the tool that correctly verified the second most significant number of benchmarks, which demonstrates its ability to analyze programs requiring combined reasoning about the shape and content of dynamic data structures and instrumentation for memory safety properties. Nonetheless, the reasoning about array contents is still missing, and the 2LS’ algorithm \( kI_kI \) does not support recursion yet.

- **MemSafety**:
  - ESBMC and CBMC were denoted as the first- and the second-best tools, respectively, due to recent improvements explicitly implemented for this category [95]. However, the number of incorrect results, although relatively low, is the main problem.
  - Our proposed method and 2LS were the tools that solved the lowest numbers of benchmarks. However, 2LS presented a large number of incorrect results, due to the lack of a bit-precise verification engine driven by weak invariants that did not take into account the nature of this category and its respective safety properties.

- **ConcurrencySafety**:
  - The proposed method using PAGAI is the tool that correctly verified the most significant number of benchmarks and was indeed able to increase that figure, due to its invariant inference. Also, our method was able to minimize ESBMC weakness by reducing the number of incorrect results. One of the main contributions of the present work is the generation of sufficiently inductive invariants
that can guide ESBMC to correct results, given that invariants inferred by PAGAI were essential to eliminate states that would typically induce ESBMC to fail.

- ESBMC has full concurrency support, and its standard context-BMC algorithm can solve a wide range of verification tasks, without the aid of $k$-induction and external invariants. Nonetheless, this tool produced the most significant number of incorrect results, due to the lack of support for some POSIX Pthreads functions, which are still un-modelled;

- CBMC was the tool that solved the lowest numbers of benchmarks, which was caused by current limitations in the treatment of pointers, and despite this tool’s latest improvements [2];

- 2LS does not have native support for verifying concurrent programs based on POSIX/Pthreads [17].

**Overflows:**

- ESBMC and 2LS were denoted as the first- and the second-best tools, respectively, due to recent improvements regarding inductive invariants and considering programs that require joint reasoning about shape and content of dynamic data structures;

- CBMC and our proposed method were the tools that solved the lowest numbers of benchmarks due to the lack of a bit-precise verification engine that efficiently handles arithmetic overflow checks.

**Termination:**

- 2LS and CBMC were the tools that successfully solved the highest number of benchmarks; however, if a larger number of unwindings is needed, the approach becomes quite inefficient. The strengths of BMC, on the other hand, are its predictable performance and amenability to the full spectrum of categories;

- ESBMC using $k$-induction generated better results than our method that infers invariants, which happened because many inconclusive results were presented and that led to a meagre amount of verification tasks successfully analyzed;

**Software Systems:**

- ESBMC using $k$-induction generated better results, when compared with other tools that infer invariants, which happened because of the relational analysis that can keep track of relations between variables;
- 2LS, which also uses inductive invariants, was slightly better than our method; however, it presented the same issues relating to limitation of states to be verified. That happened because some of the benchmarks, e.g. those requiring reasoning about arrays contents, demand invariants stronger than what is inferred by 2LS;
- DepthK overcame CBMC because it supports structures with pointers and considers variables of this type in the static analysis and also during invariant generation, as with 2LS.

Table 4.3 presents results for the chosen PDR-based tools, which were evaluated using the SV-COMP 2018’s benchmark suite. There exist 5591 verification tasks, with 1457 of them containing bugs, while the remaining 4134 are considered to be safe, when checked with the best configurations of DepthK, CPAchecker, SeaHorn, and Vvt-portfolio. Indeed, such results give an overview of the best configurations used by the three different chosen software verifiers that use PDR. One may notice that SeaHorn achieved the highest numbers of total correct results, but it also presented a significant amount of total incorrect ones. Because SeaHorn is unsound for satisfiability, it can report that some expression-tree satisfies behavioural specification \( \psi \), when in fact no such expression-tree exists. Also, SeaHorn verifier is unreliable for most bit-vector operations, e.g., bit-shifting [81]. Despite considering only verification tasks that explore the strengths of the PDR approach, DepthK with PAGAI came second and overcame the other two PDR-based tools, as a result of our well-engineered implementation that provides invariants based on the idea of \( k \)-induction. Additionally and despite the PDR tools’ compatibility restrictions, DepthK has widely used SV-benchmarks collection of verification tasks. In conclusion, our proposed method using PAGAI can be regarded as a competitive verification tool, when compared with the chosen PDR-based ones.

Figures 4.7 and 4.8 show the scoring system adopted in the SV-COMP’s benchmarks, including comparative results for the SV-COMP’s loops subcategory and embedded-system benchmarks, respectively. Here, we used only the SV-COMP’s loops subcategory in this analysis, since loops are a widely recognized challenge regarding the inference of program invariants. One can notice that for embedded-system benchmarks, safe programs [43] were used, since the main goal here is to check whether strong (inductive) invariants are inferred, i.e., conditions that hold throughout an entire program, in order to prove correctness.

DepthK with PAGAI achieved a lower score than PIPS, in the embedded system benchmarks, due to the fact that PAGAI was unable to produce inductive invariants, with the potential to support ESBMC in reaching a verification result true or false. Indeed, PAGAI is a relatively new tool that is still under development, mainly regarding invariant prediction, and unlike PIPS that has many configuration options, PAGAI does not allow a combination of static analysis methods to infer invariants, which is the main reason for its low score.
On the one hand, in the loops benchmarks, DepthK (PIPS) achieved the second-highest score, among all tools using invariants, being overcome only by 2LS. On the other hand, DepthK (PAGAI) presented the lowest score in the embedded-system benchmarks, mainly due to 58.82% of results identified as *Unknown*, i.e., when it is not possible to determine an outcome or due to tool failure. There exist also failures related to invariants and code
verification, which are given as input to the BMC procedure. As already mentioned, PAGAI is still under development (in a somewhat preliminary state), but one can argue that its results are still promising.

The CPAchecker $k$-induction is better than DepthK (PAGAI), since it is a more sophisticated tool while getting very close to ESBMC, in the embedded-system benchmarks. The main problem with both approaches is the number of errors that directly impacts their final scores. Nonetheless, CPAchecker $k$-induction was not better than 2LS, which can be explained by the fact that 2LS implements invariant generation techniques, incremental BMC, and $k$-induction. The 2LS’s result was also the best regarding the embedded systems category, because it generated stronger invariants when compared with DepthK (PIPS)/PAGAI; however, the number of correct results was close to that obtained by ESBMC.

CBMC with $k$-induction was the tool that generated the highest number of inconclusive results, in the loops subcategory, and the verification time is noticeably superior to all tools used in the presented experimental evaluation; however, one can point out that the number of errors is not so different if compared with other approaches, and CBMC shows that it is as stable as the other tools.

In order to measure the impact of the invariants application to $k$-induction verification schemes, the distribution regarding DepthK + PIPS/PAGAI and ESBMC results were classified, per verification step: base case, forward condition, and inductive step. In this analysis, only the results related to DepthK and ESBMC were evaluated, given that they are part of the proposed approach and it is not possible to identify the steps of the $k$-induction algorithm (in standard logs), in other tools. Figure 4.9 shows the distribution of the results, for each verification step, regarding the SV-COMP’s loops subcategory, while Figure 4.10 presents results for the embedded-system benchmarks.

The distribution of results in Figure 4.9, during the execution of the $k$-induction algorithm in the loops subcategory, shows that invariants generated by PIPS helped the $k$-induction algorithm in DepthK to increase the number of correct results. Here, the default ESBMC presents weaknesses for programs with loops, since it is unable to produce inductive loop invariants, in order to prove correctness.

By analyzing the presented results, we noticed that invariants allowed the $k$-induction algorithm to prove that loops were sufficiently unwound and whenever a property is valid for $k$ unw windings, it is also valid after the next unwinding of a system. We also identified that the DepthK (PIPS) and DepthK (PAGAI) did not find a solution (leading to Unknown and Timeout) in 33.09% and 49.29% of the loops subcategory (see Figure 4.9), respectively. In the embedded system benchmarks, DepthK (PIPS) did not find a solution in 52.94% and DepthK (PAGAI) in 58.82% (see Figure 4.10). This is explained by the invariants generated
from PIPS and PAGAI, which could not produce inductive invariants for the $k$-induction algorithm, either due to a transformer or invariants that are not convex.

We believe that PIPS’ results can be significantly improved by fixing errors related to the tool’s implementation since some results generated as Unknown are related to failures in our tool execution, which happened due to the algorithm that identifies functions and variables
in the analyzed source code. Additionally, we have identified that adjustments are needed in the PIPS’s script parameters, in order to generate invariants, since PIPS has a broad set of commands for code transformation and that might lead to a positive impact, regarding invariant generation for specific classes of programs. 

Due to the full range of benchmarks used in this experimental evaluation and the fact that PIPS has numerous configuration options, one possible improvement in our approach is to use PIPS, in order to allow us to discard unreachable states to reduce code, in addition to identifying loops to generate invariants to limit their unfolding. Thus, by adopting a new combination of PIPS’s option set, results could be improved, and the $k$-induction algorithm would then speed up with stronger (inductive) invariants, for each benchmark.

4.5 Related Work

The $k$-induction algorithm has already been implemented and further extended by the software verification community, in many studies, which led to comparisons between our approach and other similar $k$-induction algorithms. Recently, Bradley et al. introduced the ”property directed reachability” (or IC3) procedure for safety verification of systems [29, 74] and showed that IC3 could scale on certain benchmarks, where $k$-induction fails to succeed. We do not compare $k$-induction with IC3, as Bradley [29] already performed this, and focus on related $k$-induction procedures.

Donaldson et al. described a verification tool called Scratch [51], which can detect data races during direct memory access (DMA) in CELL BE processors from IBM [51], using $k$-induction. Properties (in the form of assertions) are automatically inserted to model behaviour of memory control-flow. The mentioned algorithm tries to find violations on those properties or prove that they hold indefinitely, by using a base case step and an inductive one, respectively, without checking the completeness threshold. That method also requires source code to be manually annotated with loop invariants, whereas our approach automatically generates and adds them to a given program. Finally, it can prove the absence of data races in several benchmarks, but it is restricted to verify a specific class of problems for a particular type of hardware. At the same time, our approach is evaluated over a more general group of programs, through (traditional) benchmarks from SV-COMP.

In another related work, Donaldson et al. described two tools for proving program correctness: K-Boogie and K-Inductor [50]. The former is an extension of the Boogie language, which aims to prove correctness (using $k$-induction) of programs written in some languages (Boogie, Spec, Dafny, Chalice, VCC, and Havoc), while the latter is a bounded model checker for C programs, which is built on top of CBMC [39]. Both use the $k$-induction
algorithm, which consists of a base case and an inductive step and, like previous work, the completeness threshold is not separately checked and relies only on the inductive step, in order to prove correctness. Their proposed $k$-induction has a preprocessing step; however, differently from ours, in which we introduce invariants, their preprocessing removes all nested loops and leaves only non-nested ones. Those authors compared the results of K-Inductor with Scratch. They showed that their new approach maintained the same coverage (in terms of correctly verified programs) while being faster. However, similarly to previous work, programs needed to be manually changed, in order to insert loop invariants, while our approach does it automatically. Madhukar et al. [100] described a method to accelerate the generation of program invariants, without $k$-induction, by adopting analysis of source code regarding loops. The basic idea was to identify invariants and their deviations in order to accelerate verification processes. Their article compared some model checkers (e.g., UFO [1], CPAchecker, CBMC, and IMPARA [25]), without using $k$-induction and regarding invariant generation, in order to speed up verification of programs with loops. In summary, the technique proposed by Madhukar et al. [100] is based on under-approximating loops for fast counterexample detection. It works as a pre-processor for replacing loops and improving verification processes, which reduces verification times and false results, in order to improve its confidence. In contrast to Madhukar et al., the proposed method does not modify existing loops, but instead includes assumptions based on invariants, in order to guide the $k$-induction algorithm.

Beyer et al. [20] introduced a different approach regarding invariant generation. In particular, they proposed a $k$-induction algorithm, which can generate invariants separately from the verification algorithm itself, named as Continuously Refined Invariants. The latter is an assistant for CPAchecker with $k$-induction and runs in parallel with verification tasks. It starts with weak invariants (i.e., without an invariant generator as PAGAI or PIPS), by using an abstract domain based on expressions over intervals. This method continuously adjusts and refines invariant precision, during verification processes, and creates inductive invariants [20]. This way, verification tasks can take advantage of previously generated values so that the $k$-induction verification algorithm can strengthen the induction hypotheses. In another work Beyer et al. [19] implemented a standalone PDR algorithm. In particular, they designed an invariant generator based on the ideas of PDR, and also evaluated the PDR invariant-generation module on an extensive set of C verification tasks. This method further extends the knowledge about PDR for software verification and outperforms an existing implementation of PDR. In summary, the PDR-based approach proposed here represents an effective and efficient technique for computing invariants, which are difficult to obtain with automated verification tools. However, the approach proposed by Beyer et al. solves
less verification tasks and takes longer than other verifiers, including DepthK. Additionally, our approach is evaluated over a more general group of programs, through the same set of benchmarks extracted from SV-COMP.

Brain et al. [32] proposed an incremental verification method called kIkI, which combines state-of-the-art verification approaches from literature (e.g., plain BMC, k-induction, and abstract interpretation), instead of using only k-induction algorithms. In particular, kIkI firstly applies the BMC technique to refute properties and then finds a counterexample: if it is not possible, a new verification procedure using k-induction (composed of the base case, forward condition, and inductive step) and invariants are applied, in order to prove that a program is safe. If the k-induction algorithm does not prove properties or does not generate a counterexample, an abstract interpretation technique, based on polyhedra, is applied, to generate invariants for the next state-space unrolling. In contrast to Brain et al. [32], the present work is based only on the application of k-induction, considering invariants in the polyhedral domain.

In another related work, Garg et al. [65] introduced the ICE-learning framework for synthesizing numerical invariants. According to Garg et al. [65], there exist many advantages in the (machine) learning approach. For instance, it typically concentrates on finding the simplest concept, which satisfies the constraints implicitly by providing a tactic for generalization. At the same time, white-box techniques (e.g., interpolation [96]) need to build in tactics to generalize. ICE-learning framework uses examples (test runs of the program on random inputs), counterexamples, and implications to refute the learner’s conjectures. The ICE-algorithm iterates over all possible template formulas, thus growing in complexity, until it finds an appropriate formula, and adopts template-based synthesis techniques, which use constraint solvers. Garg et al. [65] use octagonal domain and present an empirical evaluation on benchmarks from SV-COMP loops category and programs from literature (e.g., [71]). In contrast to Garg et al. [65], we adopted the polyhedral domain and presented an extensive evaluation over different categories from SV-COMP benchmarks. For future work, we also plan to use a machine learning approach to infer invariants.

Ezudheen et al. [56] extended the ICE learning model for synthesizing invariants using Horn implication counterexamples [66]. According to Ezudheen et al. [56], their main contribution is to devise a decision tree-based Horn-ICE algorithm. The goal of the learning algorithm is to synthesize predicates, which are arbitrary Boolean combinations of the Boolean predicates and atomic predicates of the form \( n \leq c \), where \( n \) denotes a numerical function, and where \( c \) is arbitrary. The implementation of the proposed method uses a predicate template of the form \( x \pm y \leq c \), called octagonal constraints, where \( x, y \) are numeric program variables or non-linear expressions over numeric program variables and \( c \) is a
constant determined by the decision tree learner. Ezudheen et al. [56] present an evaluation using 109 programs, which 52 programs are from SV-COMP’18 recursive category. In comparison to Ezudheen et al. [56], we have used the polyhedral domain. However, our approach uses PAGAI to infer program invariants, where the abstract domains are provided by the APRON library [89], which include convex polyhedral, octagon, and products of intervals. We also, extend the experimental evaluation by adopting 6 categories from SV-COMP and embedded-system applications to validate the program invariant quality. Additionally, our approach does not need to produce samples or counterexamples to infer program invariants as Garg et al. [65] and Ezudheen et al. [56]. PIPS uses an interprocedural analysis, where each program instruction is associated with an affine transformer, representing its underlying transfer functions. For future work, we intend to investigate the strategy proposed in Ezudheen et al. [56], which chooses a template from a class of templates based on extracting features from a simple static analysis of the program and using priors gained from the experience of verifying similar programs in the past.

Champion et al. [36] proposed combining refinement types with the machine-learning-based for invariant discovery in ICE framework [65] suitable for higher-order program verification. Champion et al. [36] show the implementation of the proposed approach, which consists of two parts: (i) RType is a frontend (written in OCaml [142]) generating Horn clauses from programs written in a subset of OCaml; and (ii) HoIce, written in Rust 15, is one such Horn clause solver and implements the modified ICE framework. According to Champion et al. [36], RType supports a subset of OCaml including (mutually) recursive functions and integers, without algebraic data types. Champion et al. [36] argued that only considered programs that are safe since RType is not refutation-sound. Additionally, aiming to compare their Horn clause solver HoIce to other solvers, Champion et al. [36] show a comparison on the SV-COMP with Spacer (implemented in Z3). Where HoIce timeouts on a significant part of the benchmarks. Champion et al. [36] noted that are unsatisfiable; the ICE framework is not made to be efficient at proving unsatisfiability. In contrast to Champion et al. [36], our approach to infer invariants adopting PAGAI and PIPS that not apply machine-learning techniques. Related to the solver, the PAGAI uses Yices [54] or Z3 [47] through their C API, and PIPS is based on discrete differentiation and integration that is different from the usual abstract interpretation fixed-point computation based on widening. Champion et al. [36] show, in their experimental evaluation, that 11 programs fail because inherent limitations of the proposed approach, where two of them require an invariant of the form $x + y \geq z$. We argue that our proposed approach can handle with that form invariant since we adopt a polyhedral form such as $a.x + b.y \leq c$.

15https://www.rust-lang.org/
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We described and evaluated a verification approach based on the $k$-induction proof rule, in which polyhedral abstraction of program behaviour is used to infer (inductive) invariants. The proposed method, which was implemented in a tool named as DepthK, was used to verify reachability properties using benchmarks from SV-COMP and embedded-systems automatically. In particular, 10522 verification tasks from SV-COMP 2019, 5591 verification tasks from SV-COMP 2018 and 34 ANSI-C programs from real-world embedded-system applications were evaluated. Also, a comparison among DepthK (using PIPS and PAGAI, as invariant generation tools), CPAchecker, ESBMC, CBMC, and 2LS, the latter with $k$-induction and invariants, was performed.

The DepthK’s $k$-induction proof rule, together with invariants generated by PIPS, was able to provide verification results as accurate as those obtained with ESBMC $k$-induction, without invariant inference. We argue that the proposed method, in comparison to other existing software verifiers, shows promising results, which indicates that it can be sufficient to verify real programs. In particular, in benchmarks from SV-COMP 2019, DepthK was able to solve 2223 verification tasks and overcame other verifiers (e.g., 2LS, CBMC and ESBMC) that use either BMC or $k$-induction proof rule in ConcurrencySafety category. Besides, DepthK was able to solve 1490 tasks and overcame other verifiers (e.g., CPAchecker-CTIGAR and Vvt) that use PDR-based techniques.

Additionally, the combination of $k$-induction with invariants inferred by PAGAI led to fewer accurate results than those obtained with PIPS and also standard ESBMC $k$-induction. The configurations used in PIPS and PAGAI for benchmarks from embedded systems and SV-COMP indicate that our approach does not cover all possible categories of benchmarks. In particular, improvements in invariant generation must be made, depending on the program that is being verified. Those improvements range from refining PIPS and PAGAI configurations to deal with distinct verification conditions to the identification of the most suitable approach to be used for a given benchmark. As a result, DepthK would be able to deal with a series of verification tasks, through specific strategies both in the invariant generation and decision regarding the use of $k$-induction with invariant inference. Toward that, machine learning techniques could be used, which would be able to fine-tune configurations and guess the best approach to be employed [82].

For future work, we will investigate a hybrid approach to infer program invariants, which combines both PIPS and PAGAI, i.e., a strategy that merges invariants produced by both tools. We also aim to learn from counterexamples, in order to create stronger (inductive)
4.6 Conclusions

invariants, and as a consequence increase effectiveness from bug detection perspective using $k$-induction proof combined with invariants.
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Abstract

The proliferation of Unmanned Aerial Vehicles (UAVs) embedded with vulnerable monolithic software has recently raised serious concerns about their security due to concurrency aspects and fragile communication links. However, verifying security in UAV software based on traditional testing remains an open challenge mainly due to scalability and deployment issues. Here we investigate software verification techniques to detect security vulnerabilities in typical UAVs. In particular, we investigate existing software analyzers and verifiers, which implement fuzzing and bounded model checking (BMC) techniques, to detect memory safety and concurrency errors. We also investigate fragility aspects related to the UAV communication link. All UAV components (e.g., position, velocity, and attitude control) heavily depend on the communication link. Our preliminary results show that fuzzing and BMC techniques can detect various software vulnerabilities, which are of particular interest to ensure security in UAVs. We were able to perform successful cyber-attacks via penetration testing against the UAV both connection and software system. As a result, we demonstrate real cyber-threats with the possibility of exploiting further security vulnerabilities in real-world UAV software in the foreseeable future.
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5.1 Introduction

Unmanned Aerial Vehicles (UAVs), also sometimes referred to as drones, are aircrafts without human pilots on board; they are typically controlled remotely and autonomously and have been applied to different domains (e.g., industrial, military, and education). In 2018, PWC estimated the impact of UAVs on the UK economy, highlighting that they are becoming essential devices in various aspects of life and work in the UK. The application of UAVs to different domains are leading to GBP 42bn increase in the UK’s gross domestic product and 628,000 jobs in its economy [120].

With this ever-growing interest also comes an increasing danger of cyber-attacks, which can pose high safety risks to large airplanes and ground installations, as witnessed at the Gatwick airport in the UK in late 2018, when unknown UAVs flying close to the runways caused disruption and cancellation of hundreds of flights due to safety concerns [121]. Recent studies conducted by the Civil Aviation Authority show that a 2kg UAV can cause a critical damage to a passenger jet windscreen [80]. Therefore, it remains an open question whether the Confidentiality, Integrity, and Availability (CIA) triad principles, which is a model designed to guide policies for information security [57], will be maintained during UAVs software development life-cycle. UAVs typically demand high-quality software to meet their target system’s requirements. Any failures in embedded (critical) software, such as those embedded in avionics, might lead to catastrophic consequences in the real world. As a result, software testing and verification techniques are essential ingredients for developing systems with high dependability and reliability requirements, needed to guarantee both user requirements and system behavior.

Bounded Model Checking (BMC) was introduced nearly two decades ago as a verification technique to refute safety properties in hardware [22]. However, BMC has only relatively recently been made practical, as a result of significant advances in Boolean Satisfiability (SAT) and Satisfiability Modulo Theories (SMT) [22]. Nonetheless, the impact of this technique is still limited in practice, due to the current size (e.g., number of lines of source code) and complexity (e.g., loops and recursions) of software systems. For instance, when a BMC-based verifier symbolically executes a program, it encodes all its possible execution paths into one single SMT formula, which results in a large number of constraints that need to be checked. Although BMC techniques are effective in refuting properties, they still suffer from the state-space explosion problem [62].

Fuzzing is a successful testing technique that can create a substantial amount of random data to discover security vulnerabilities in real-world software [104]. However, subtle bugs in UAVs might still go unnoticed due to the large state-space exploration, as recently reported...
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by Chaves et al. [37]. Additionally, according to Alhawi et al. [3], fuzzing could take a significant amount of time and effort to be completed during the testing phase of the software development life-cycle in addition to its code coverage issues. Apart from these limitations, fuzzing and BMC can enable a wide range of verification techniques. Some examples include automatic detection of bugs and security vulnerabilities, recovery of corrupt documents, patch generation, and automatic debugging. These techniques have been industrially adopted by large companies, including but not limited to Amazon Web Service (CBMC [42]), Microsoft (SAGE [68]), IBM (Apollo [8]), and NASA (Symbolic PathFinder [44]). For example, the SAGE fuzzer has already discovered more than 30 new bugs in large shipped Windows applications [68]. Nonetheless, an open research question consists of whether these techniques can be useful in terms of correctness and performance to verify UAV applications.

Our research investigates both fuzzing and BMC techniques to detect security vulnerabilities in real-world UAV software automatically. Thus, our main research goal is to allow the development of software systems, which are immune to cyber-attacks and thus ultimately improve software reliability. According to the current cyber-attacks profile concerning advanced UAVs, it becomes clear that the current civilian UAVs in the market are insecure even from simple cyber-attacks. To show this point of view, we highlight in our study real cyber-threats of UAVs by performing successful cyber-attacks against different UAV models. These cyber-attacks led to gain a full unauthorized control or cause the UAVs to crash. We show that pre-knowledge of the receptiveness of the UAV system components is all what attackers need to know during their reconnaissance phase before exploiting UAV weaknesses.

5.1.1 Contributions

Our main contribution is to propose a novel approach for detecting and exploiting security vulnerabilities in UAVs. We leverage the benefit of using both fuzzing and BMC techniques to detect security vulnerabilities hidden deep in the software state-space. In particular, we make three significant contributions:

- Provide a novel verification approach that combines fuzzing and BMC techniques to detect software vulnerabilities in UAV software.

- Identify different security vulnerabilities that UAVs can be susceptible to. We perform real cyber-attacks against different UAV models to highlight their cyber-threats.

- Evaluate a preliminary verification approach called “UAV fuzzer” to be compatible with the type of UAV software used in industry to exploit their vulnerabilities.
Although our current work represents an ongoing research, preliminary results show that fuzzing and BMC techniques can detect various software vulnerabilities, which are of particular interest to UAV security. We are also able to perform successful cyber-attacks via penetration testing against the UAV both connection and software system. As a result, we demonstrate real cyber-threats with the possibility of exploiting further security vulnerabilities in real-world UAV software in the foreseeable future.

5.1.2 Organisation

The rest of the paper is organised as follows. Section 5.2 describes the UAVs structure and the recent cyber attacks, in addition to other approaches used to verify security in UAVs. Section 5.3 introduces UAV software, UAV communication layer and the methodology to verify it using Fuzzing and Bounded Model Checking techniques. Section 5.4 then describes the benchmarks used and present the results to determine the effectiveness of our approach. Finally, Section 5.5 presents our conclusions.
5.2 Background

5.2.1 Generic Model of UAV Systems

Reg Austin [9] defines UAVs as a system comprising a number of subsystems, including the aircraft (often referred to as a UAV or unmanned air vehicle), its payloads, the Ground Control Station (GCS) (and, often, other remote stations), aircraft launch and recovery subsystems, where applicable, support subsystems, communication subsystems, and transport subsystems. UAVs have different shapes and models to meet the various tasks assigned to them, such as fixed-wing, single rotor, and multi-rotor, as illustrated in Fig. 5.1. However, their functional structure has a fixed standard, as shown in Fig. 5.2. Therefore, finding a security vulnerability in one model might lead to exploiting the same vulnerability in a wide range of different systems [48, 59].
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Figure 5.1 UAV types: multi-rotor (a), fixed wing (b), and single-rotor (c).

5.2.2 Cyber-Threats

A cyber-threat in UAVs represents a malicious action by an attacker with the goal of damaging the surrounding environment or causing financial losses, where the UAV is typically deployed [88]. In particular, with some of these UAVs available to the general public, ensuring their secure operation still remains an open research question, especially when considering the sensitivity of previous cyber-attacks described in the literature [90, 140].

One notable example is the control of deadly weapons as with the US military RQ-170 Sentinel stealth aircraft; it was intercepted and brought down by the Iranian forces in late
2011 during one of the US military operations over the Iranian territory [90]. In 2018, Israel released footage for one of its helicopters shooting down an Iranian replica model of the US hijacked drone [140].

Figure 5.2 Functional structure of UAVs.

Further interest in UAV cyber-security has been raised following this attack. For example, Nils Rodday [127], a cyber-security analyst, was able to hack UAVs utilized by the police using a man-in-the-middle attack by injecting control commands to interact with the UAV. As a result of previous attacks, UAVs can be a dangerous weapon in the wrong hands. Obviously, cyber-attack threats exceeded the cyber-space barrier as observed by Tarabay, Lee and Frew [90, 140]. Therefore, enhancing the security and resilience of UAV software has become a vital homeland security mission, mainly due to the possible damage of cyber-attacks from the deployed UAVs.

5.2.3 Verification of Security in UAVs

The UAV components are typically connected together to enable secure and fast communication; if one component fails, the entire system can be susceptible to malicious attacks [9]. In this respect, various approaches have been taken to automatically verify the correctness of UAVs software. In particular, following the RQ-170 UAV accident in 2011, where Iran claimed hacking the sophisticated U.S. UAV [92], a group of researchers from the University of Texas proposed an usual exercise to the U.S. Department of Homeland Security; specifically simulated GPS signals were transmitted over the air from 620 m, where the spoofer induced the capture GPS receiver to produce position and velocity solutions, which falsely indicated the UAV position [119]. A similar study conducted in early 2018 performed a successful side-channel attack to leverage physical stimuli [110]. The authors were able to detect in real-time whether the UAV’s camera is directed towards a target or not, by analyzing the encrypted communication channel, which was transmitted from a real UAV. These prior
studies were able to highlight GPS weaknesses, but they did not cover the UAV security issues w.r.t. all involved software elements, mainly when zero-day vulnerabilities are associated with the respective UAV outputs, i.e., a real UAV software bug that is unknown to the vendor responsible for patching or otherwise fixing the bug.

Other related studies focus on automated testing [45] and model-checking the behavior of UAV systems [37, 135]. For example, a verification tool named as Digital System Verifier (DSVerifier) [37] formally checks digital-system implementation issues, in order to investigate problems that emerge in digital control software designed for UAV attitude systems (i.e., software errors caused by finite word-length effects). Similar work also focuses on low-level implementation aspects, where Sirigineedi et al. [135] applied a formal modeling language called SMV to multiple-UAV missions by means of Kripke structures and formal verification of some of the mission properties typically expressed in Computational Tree Logic. In this particular study, a deadlock has been found and the trace generated by SMV has been successfully simulated. Note that these prior studies concentrate mainly on the low-level implementation aspects of how UAVs execute pilot commands. By contrast, we focus our approach on the high-level application of UAVs software, which is typically hosted by the firmware embedded in UAVs.

Despite the previously discussed limitations, BMC and Fuzzing techniques have been successfully used to verify the correctness of digital circuits, security, and communication protocols [135, 49]. However, given the current knowledge in ensuring security of UAVs, the combination of fuzzing and BMC techniques have not been used before for detecting security vulnerabilities in UAV software (e.g., buffer overflow, dereferencing of null pointers, and pointers pointing to unallocated memory regions). UAV software is used for mapping, aerial analysis and to get optimized images. In this study, we propose to use both techniques to detect security vulnerabilities in real-world UAV software.

### 5.3 Finding Software Vulnerabilities in UAVs Using Software Verification

#### 5.3.1 Software In-The-Loop

UAV software has a crucial role to operate, manage, and provide a programmatic access to the connected UAV system. In particular, before a given UAV starts its mission, the missioned computer, as illustrated in Fig. 5.2, exports data required for this mission from a computer running the flight planning software. Then, the flight planning software allows the operator
to set the required flight zone (way-point mission engine), where the UAV will follow this route throughout its mission instead of using a traditional remote controller directly [45].

Dronekit\(^2\) is an open-source software project, which allows one to command a UAV using Python programming language [141]; it enables the pilot to manage and direct control over the UAV movement and operation, as illustrated in Fig. 5.3, where one can connect to the UAV via a User Datagram Protocol (UDP) endpoint (line 3) with the goal of gaining control of the UAV by means of the “vehicle” object. In particular, UDP allows establishing a low-latency and loss-tolerating connection between the pilot and the UAV. This control process relies on the planning software inside the UAVs system, which in some cases the software might be permanently connected to the pilot controlling system (e.g., Remote Controller or GCS) due to live feedback or for real-time streaming.

```python
from dronekit import connect
# Connect to UDP endpoint.
vehicle = connect('127.0.0.1:14550', wait_ready=True)
# Use returned Vehicle object to query device state:
print("Mode: %s" % vehicle.mode.name)
```

Figure 5.3 Python script to connect to a vehicle (real or simulated).

Our main research goal is to investigate in depth open-source UAVs code (e.g., DJI Tello\(^3\) and Parrot Bebop\(^4\)) to search for potential security vulnerabilities. For example, Fig. 5.4 shows a simple Python code to read and view various data status of Tello UAV. In particular, this Python code imports and defines the required libraries (lines from 1 to 3) and then connects the GCS to the UAV by using the predefined port and IP address in lines 11 and 12. As we can see from lines 15 to 25, the UAV will acknowledge the pilot commands and print the Tello current status. If an attacker is able to scan and locate the IP address that this particular UAV has used, then he/she would be able to easily intercept the data transmitted, inject a malicious code or take the drone out of service using a denial of service attack, which can lead the UAV to a crash, thus making it inaccessible. In order to detect potential security vulnerabilities in UAV software, we provide here an initial insight of how to combine BMC and fuzzing techniques with the goal of exploring the system state-space to ensure safe and secure operations of UAVs.

\(^2\)https://github.com/dronekit/dronekit-python

\(^3\)https://github.com/dji-sdk/Tello-Python

\(^4\)https://github.com/amymcgovern/pyparrot
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```python
import socket
from time import sleep
import curses
INTERVAL = 0.2
...
local_ip = ''
local_port = 8890
socket=socket.socket(socket.AF_INET,socket.SOCK_DGRAM)
# socket for sending cmd
socket.bind((local_ip,local_port))
tello_ip = '192.168.10.1'
tello_port = 8889
tello_address = (tello_ip,tello_port)
socket.sendto('command'.encode('utf-8'),tello_address)
try:
    index = 0
    while True:
        index += 1
        response, ip = socket.recvfrom(1024)
        if response == 'ok':
            continue
        out = response.replace(':','
')
        out = 'Tello State:
' + out
        report(out)
        sleep(INTERVAL)
...
```

Figure 5.4 Python code fragment to read and view various data status of Tello UAV.

5.3.2 Illustrative Example Using UAV swarm

Throughout this paper, we use an illustrative example from UAV swarm, which consists of multiple UAVs to autonomously make decisions based on shared information; the safe and secure operation of multiple UAVs is particularly relevant since they have the potential to revolutionize the dynamics of conflict. In early 2019, we participated in a competitive-exercise\(^5\), with five different UK universities; the main goal of this event consisted of teams from across the UK to compete against each other in a game of offense (red team) and defense (blue team) using swarms of UAVs, as illustrated in Fig. 5.5. As a result, this competition allowed us to highlight aspects of how to protect urban spaces from UAV swarms, which is a serious concern of modern society. This competition was sponsored by the British multinational defense, security, and aerospace company (BAE). Solutions developed by industry, such as the “jamming guns” and single “UAV catchers”, fall short of what would be required to defend against a large automated UAV swarm attack.

For this particular illustrative example, using software verification and the UAV connection weakness, we were able to perform a successful cyber-attack against UAV models by scanning the radio frequencies and targeting the unwanted UAVs with just a raspberry-pi, a Linux OS installed on and 2.4 GHz antennas, as reported in our experimental evaluation.

---

\(^5\)https://www.youtube.com/watch?v=dyyaY1VXqL4
5.3.3 Verifying UAV Software using Fuzzing and BMC

We describe our novel verification approach approach called “UAV Fuzzer” to check for security vulnerabilities in UAVs. In particular, we check for user-specified assertions, buffer overflow, memory safety, division by zero, and arithmetic under- and overflow. Our verification approach consists of running a fuzzer engine using pre-collected test cases $TC = \{tc_1, tc_2, \ldots, tc_n\}$, where $n$ represents the total number of pre-collected test cases, with the goal of initially exploring the state-space of the UAV software operation. Note that a test case $tc_i$ used by our approach is similar to a real valid data, but it must contain a problem on it, or also called “anomalies”. For example, to fuzz UAV software, a test case should be a connection between the UAV and GCS, so the mutated version generated of such a similar connection is called a test case $tc$.

In our “UAV Fuzzer”, we keep track of each computation path of the program $\Pi_\phi = \{\pi_1, \pi_2, \ldots, \pi_n\}$, which represents the program unfolding for a bound $k$ and a security property $\phi$ initially explored by our fuzzer. If our fuzzer engine gets stuck due to the mutations generated are not suited enough to the new state transition, our BMC tool runs against the target software to symbolically explore its uncovered state-space with the goal of checking the unexplored execution paths in $\Pi$ of the UAV software. The idea behind BMC is to check the negation of a given property $\phi$ at a given depth $k$, i.e., given a transition system $M$, a property $\phi$, and a limit of iterations $k$, BMC unfolds a given system $k$ times and converts it into a Verification Condition (VC) $\psi$, such that $\psi$ is satisfiable if and only if $\phi$ has a counterexample ($ce_x$) of depth less than or equal to $k$.

We formally describe our verification algorithms “UAV Fuzzer” by assuming that a given program $P$ under verification is a state transition system $M$. In $M$, a state $s \in S$ consists of the
value of the program counter and the values of all program variables. A predicate \( \text{init}_P(s) \) denotes that \( s \) is an initial state, \( tr_P(s_i, s_j) \in T \) is a transition relation from \( s_i \) to \( s_j \), \( \phi(s) \) is the formula encoding for states satisfying a safety property, and \( \psi(s) \) is the formula encoding for states satisfying a completeness threshold [94], which is equal to the maximum number of loop iterations occurring in \( P \). For convenience, we define an error state \( \epsilon \), reachable if there exists a property violation in the program \( P \). A counterexample \( cex^k \) is a sequence of states of length \( k \) from an initial state \( s_1 \) to \( \epsilon \). The main steps for our proposed verification algorithm are described in Algorithm 4.

**Algorithm 4 UAV Fuzzer**

1: Define pre-collected test cases \( TC = \{tc_1, tc_2, \ldots, tc_n\} \) to be employed by the fuzzing engine.

2: Fuzzer engine begins to explore each execution path \( \pi_i \) starting from an initial state \( s \) and produces malformed inputs \( I = \{t_1, t_2, \ldots, t_n\} \) to test for potential security vulnerabilities.

3: Store each \( \pi_i \) that has been verified and repeat step 2 until the fuzzer engine either reaches a crashing point or it cannot explore the next \( \pi_i \) in \( \Pi \) due to complex guard checks.

4: Run BMC to verify the remaining execution paths in \( \Pi \) that have not been previously explored by our fuzzer engine in steps 2 and 3.

5: Once BMC completely verifies the UAV code in step 5, it returns “false” if a property violation is found together with \( cex^k \), “true” if it is able to prove correctness, or “unknown”.

As an illustrative example, consider the code fragment shown in Fig. 5.4. First, our UAV fuzzer starts by defining new data based on the input expected by our targeted model (Tello UAV). As an example, Fig. 5.6 shows a valid test case generated by our UAV fuzzer, which is based on the module specification for the Tello UAV; this test case expects the IP address and specific port before launching the drone to start flying. Second, our UAV fuzzer engine starts exploring and running the UAV software (cf. Fig. 5.4) with the generated test-cases (cf. Fig. 5.6) and then it records each execution path \( \pi_i \) that has been explored. Third, when the UAV fuzzer engine reaches a complex condition and struggles to find its next path (line 5 of Fig. 5.6), UAV fuzzer will attempt to reconstruct the following path using BMC, which stores the current fuzzing transactions and restores the next path symbolically. Lastly, BMC will check for any further exception that occurs as a result of its execution. Additionally, UAV fuzzer can report the code coverage achieved during the testing process, and thus provide a better understanding of code coverage status.
5.3.4 UAV Communication Channel

An UAV has a radio to enable and facilitate remote communication between the GCS and the UAV. In addition, it consists of different electronic components, which interact autonomously with a goldmine of data transmitted over the air during its flight’s missions; this makes the communication channel in UAVs an ideal target for a remote cyber-threat. Therefore, ensuring secure (bug-free) software, together with a secure communication channel, emerges as a priority in successful deployment of any UAV system.

A successful false-data injection attack was demonstrated by Strohmeier et al. [139], which had devastating effects on the UAV system. The authors were able to successfully inject valid-looking messages, which are well-formed with reasonable data into the Automatic Dependent Surveillance-Broadcast (ADS-B) protocol. Note that this protocol is currently the only means of air traffic surveillance today, where Europe and US must comply with the mandatory use of this insecure protocol by the end of 2020 [139].

To investigate this layer further, we used Software-Defined Radio (SDR) system to receive, transmit, and analyze the UAV operational connection system (e.g., Ku-Band and WiFi). We have also investigated the information exchanged between UAV sensors and the surrounding environment for any potential security vulnerabilities (e.g., GPS Spoofing), as illustrated in Fig. 5.7. The signal that comes from the satellite is weak; hence, if an attacker uses a local transmitter under the same frequency, this signal would be stronger than the original satellite signal. As a result, the spoofed GPS-signal will override current satellite-signal, thereby leading to spoof a fake position for the UAV targeted. In this particular case, the UAV would then be hijacked and put in hold, waiting for the attacker’s next command. Therefore, verifying the UAV software to build practical software systems with strong safety and security guarantees is highly needed in practice.

Our GPS spoofing attack is described in Algorithm 5. Here spoofer refers to a Full-Duplex device that is used to attack a particular UAV system to crash or take control of the UAVs. In our experimental evaluation with the UAV models DJI Tello and Parrot Bebop 2, we were able to perform a successful attack under 2.4 GHz to the target system. First, we were able to detect the drone frequency by one of the antennae, which configured to monitor the active 2.4

```
while True:
    index %= 1
    response, ip = socket.recvfrom(1024)
    if response == 'ok'
        continue
```
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Figure 5.7 GPS-satellite-signal is overlaid by a spoofed GPS-signal.

GHz connection referred to as RX. The targeted drones are allocated based on identifying the drone default mac addresses owned by the Parrot company\(^6\) and their unique SSID. Second, the other antenna was used to transmit the attacker new data referred to as TX. The distance between the attacker equipment and the target \((r_{si} \text{ and } r_{ti})\) is vital for this attack, since the antenna/system strength and the delay caused are all taken into consideration during the attack.

**Algorithm 5** GPS Spoofing Attack

1: The spoofer device should be located with the nominated antennas (i.e., 2.4 GHz).
2: The antenna configured on monitoring mode (RX) to detect the authentic signal from the available GPS satellites.
3: The vectors \(\Delta r_{TX}\) and \(\Delta r_{i}\) are for the antenna (TX) coordinates which distributed in a 3-dimensional array.
4: \(r_{si}\) and \(r_{ti}\) are the respective distances from the GPS satellite.

---

\(^6\)http://standards-oui.ieee.org/oui/oui.txt
5.4 Preliminary Experimental Evaluation

We have performed a preliminary evaluation of our proposed verification approach to detect security vulnerabilities in UAVs. Our proposed method was implemented in a tool called DepthK[125], using BMC technique and invariant generators such as PIPS [114] and PAGAI [77]. PIPS is an inter-procedural source-to-source compiler framework for C and Fortran programs, PAGAI is a tool for automatic static analysis that is able to generate inductive invariants, both rely on a polyhedral abstraction of program behavior for inferring invariants. We have evaluated the DepthK tool over a set of standard C benchmarks, which share common features of UAV code (e.g., concurrency and arithmetic operations). We have also evaluated our fuzzer engine to test a PDF software with the goal of checking its efficiency and efficacy to identify bugs. Lastly, we present our results in the swarm competition promoted by BAE systems.

5.4.1 Description of Benchmarks

The International Software Verification Competition (SV-COMP) [18], where DepthK participated, was run on a Linux Ubuntu 18.04 OS, 15 GB of RAM memory, a run-time limit of 15 minutes for each verification task and eight processing units of i7 – 4790 CPU. The SV-COMP's benchmarks used in this experimental evaluation include: \textit{ReachSafety}, which contains benchmarks for checking reachability of an error location; \textit{MemSafety}, which presents benchmarks for checking memory safety; \textit{ConcurrencySafety}, which provides benchmarks for checking concurrency problems; \textit{Overflows}, which is composed of benchmarks for checking whether variables of signed-integers type overflow; \textit{Termination}, which contains benchmarks for which termination should be decided; \textit{SoftwareSystems}, which provides benchmarks from real software systems. Our fuzzing experiments were ran on MacBook Pro laptop with 2.9 GHz Intel Core i7 processor and 16 GB of memory. We ran our fuzzing engine for at most of 12 hours for each single binary file. We analyzed and replayed the testing result after a crash was reported or after the fuzzer hit the time limit. To analyze the radio frequencies, we configured/compiled the required software for this purpose (e.g. bladerf, GQRX, OsmoSDR, and GNU Radio tool) using bladerf x40 device, ALFA high gain USB Wireless adapter and 2.4 GHz antennas. Additionally, we used the open-source UAVs code DJI Tello and Parrot Bebop.
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5.4.2 Objectives

The impact of our study is a novel insight on the UAV security potential risks. In summary, our evaluation has the following three experimental questions to answer:

EQ1 (Localization) Can DepthK help us understand the security vulnerabilities that have been detected?

EQ2 (Detection) Can generational or mutational fuzzers be further developed to detect vulnerabilities in real-world software?

EQ3 (Cyber-attacks) Are we able to perform successful cyber-attacks in commercial UAVs?

5.4.3 Results

SV-COMP

Concurrency bugs in UAVs are one of the most difficult vulnerabilities to verify [135]. Our software verifier DepthK [125] has been used to verify and falsify safety properties in C programs, using BMC and $k$-induction proof rule techniques. In late 2018, we participated with the DepthK tool in SV-COMP 2019\(^7\) against other software verifiers. Our verifier showed promising results over thousands of verification tasks, which are of particular interest to UAVs security (e.g., Concurrency Safety and Overflows categories), which answers EQ1.

Concurrency Safety category, which consists of 1082 benchmarks of concurrency problems, is one of the many categories verifiers run over; DepthK was able to accurately detect 966 problems from this category. For the Overflows category, which consists of 359 benchmarks for different signed-integers overflow bugs, DepthK was able to detect 167 problems. These results are summarized in Table 5.1. A task counts as correct true if it does not contain any reachable error location or assertion violation, and the tool reports “safe”; however, if the tool reports “unsafe”, it counts as incorrect true. Similarly, a task counts as correct false if it does contain a reachable violation, and the tool reports “unsafe”, together with a confirmed witness (path to failure); otherwise, it counts as incorrect false accordingly. Dirk Beyer [18] shows DepthK’s results when compared with other verifiers in SV-COMP 2019.

Fuzzing Approach

According to a prior study [3], the generalizing fuzzing approach leads to a better result in discovering and recording software vulnerabilities compared with the mutational fuzzing

\(^7\)https://sv-comp.sosy-lab.org/2019/
Table 5.1 DepthK Results in SV-COMP 2019.

<table>
<thead>
<tr>
<th>Category list</th>
<th>Correct True</th>
<th>Correct False</th>
<th>Incorrect Results</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concurrency</td>
<td>194</td>
<td>772</td>
<td>20</td>
<td>96</td>
</tr>
<tr>
<td>Safety</td>
<td>194</td>
<td>772</td>
<td>20</td>
<td>96</td>
</tr>
<tr>
<td>Overflows</td>
<td>17</td>
<td>150</td>
<td>0</td>
<td>192</td>
</tr>
</tbody>
</table>

Table 5.2 Fuzzing Approaches Comparison.

<table>
<thead>
<tr>
<th>Fuzzing Approaches</th>
<th>Target</th>
<th>Time</th>
<th>Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generational Fuzzer</td>
<td>Sumatra PDF</td>
<td>45 hours</td>
<td>70</td>
</tr>
<tr>
<td>Mutational Fuzzer</td>
<td>Sumatra PDF</td>
<td>15 hours</td>
<td>23</td>
</tr>
</tbody>
</table>

approach if the test cases used in the fuzzing experiment are taken into account, which answers \( \text{EQ2} \). Our experimental results applied to a PDF software called Sumatra PDF\(^8\), which was chosen for evaluation purposes, are shown in Table 5.2. Here, the generational fuzzer was able to detect 70 faults in 45 hours in the Sumatra PDF, while the mutational fuzzer was able to detect 23 in 15 hours.

**UAV Swarm Competition**

As part of our participation at the UAV swarm competition sponsored by (BAE)\(^9\), penetration testing was performed against the UAV both connection and software system, in which we were able to perform successful cyber-attacks, which answers \( \text{EQ3} \). These attacks led to deliberately crash UAVs or to take control of different non-encrypted UAV systems (e.g., Tello and Parrot Bebop 2). This was achieved by sending connection requests to shut down a UAV CPU, thereby sending packets of data that exceed the capacity allocated by the buffer of the UAV’s flight application and by sending a fake information packet to the device’s controller. These results are summarized in Table 5.3, where we describe the employed UAV models and tools and whether we were able to obtain full control or crash. Note that due to the limitations of the competition, DepthK tool was not employed during the BAE competition; however, exploiting potential UAV software vulnerabilities is still a continuous research, where we intend to further exploit DepthK.

\(^8\)https://www.sumatrapdfreader.org/free-pdf-reader.html

Table 5.3 Results of the UAV Swarm Competition.

<table>
<thead>
<tr>
<th>Vulnerability Type</th>
<th>UAV Model</th>
<th>Tool</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spoofing</td>
<td>DJI Tello</td>
<td>Wi-Fi transmitter</td>
<td>Full Control</td>
</tr>
<tr>
<td>Denial of service</td>
<td></td>
<td></td>
<td>Full Control</td>
</tr>
<tr>
<td>Spoofing</td>
<td>Parrot bebop 2</td>
<td>Wi-Fi transmitter</td>
<td>Full Control</td>
</tr>
<tr>
<td>Denial of service</td>
<td></td>
<td></td>
<td>Crash</td>
</tr>
</tbody>
</table>

5.4.4 Threats to Validity

Benchmark selection: We report the evaluation of our approach over a set of real-world benchmarks, where the UAVs share the same component structure. Nevertheless, this set is limited within our research scope and the experiment results may not generalize to other models because other UAV models have a proprietary source-code. Additionally, we have not evaluated our verification approach using real UAV code written in Python, which is our main goal for future research.

Radio Spectrum: The frequencies we report on our evaluation were between 2.4 GHz and 5.8 GHz, as the two most common ranges for civilian UAVs; however, the radio regulations in the UK are complicated (e.g., we are required to be either licensed or exempted from licensing for any transmission over the air).

5.5 Conclusions and Future Work

Our ultimate goal is to develop a UAV fuzzer to be introduced as mainstream into the current UAV programming system, in order to build practical software systems robust to cyber-attacks. We have reported here an initial insight of our verification approach and some preliminary results using similar software typically used by UAVs. In order to achieve our ultimate goal, we have various tasks planned as follows:

- **Vulnerability Assessment**: Identify and implement simple cyber-attacks from a single point of attack against different UAV models. We will continue investigating Python vulnerabilities at the high-level system (e.g., UAV applications) and whether UAVs software is exploitable to those security vulnerabilities.
• **Python Fuzzer**: We will develop an automated python fuzzer by analyzing how to convert the UAV command packets into a fuzzing ones, in order to produce test cases, which are amenable to our proposed fuzzer.

• **GPS Analysis**: We identified based on numerical analysis on GPS, the cyber-attack UAVs might be vulnerable from. This investigation will continue to develop and simulate a GPS attack applied to a real UAV system.

• **Implementation**: Apply our proposed verification approach to test real-world software vulnerabilities, which can be implemented during the software development life-cycle to design a cyber-secure architecture.

• **Evaluation and Application**: Evaluate our proposed approach using real-world UAV implementation software. We will also compare our approach in different stages to check its effectiveness and efficiency.
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CHAPTER 6

Conclusion and Future Work

6.1 Conclusion

In essence, this study explored UAV’s contemporary cyber challenge by asking whether software vulnerabilities are a credible threat to UAVs and the possibility to detect and verify. This work presents three contributions in the domain of UAV cyber-security research:

- Analysis of UAV software vulnerabilities
- Development of a new verification technique for vulnerability detection
- Demonstration of capability and usability of this method to detect various vulnerabilities

UAV software verification has already motivated other researchers to apply formal methods [129, 119]. However, verifying low-level software properties and UAV complex vulnerabilities such as concurrency was not accomplished until this work. Therefore, finding a practical approach to verify UAV software’s correctness and detecting any potential vulnerabilities is essential to ensure UAV systems’ security. As a result, fuzzing, BMC and $k$-induction proof rule techniques proposed to verify and detect software property violations. The investigation of UAV software vulnerabilities and the initial verification prototype considered this work’s first achievement.

The proposed proof-by-induction algorithm combined $k$-induction with invariant inference and supported it with a context-bounded model checker engine to prove and refute software safety properties. The algorithm analysis demonstrated the proposed methodology’s capability to verify UAV software from various possible vulnerabilities. The present experimental results show that DepthK was able to verify various vulnerabilities (e.g., overflows, memory safety, termination, ReachSafety and Concurrency). Furthermore, the experimental outcomes show that UAV software might present failures after implementation. DepthK employed...
Conclusion and Future Work

Successfully to find property violations in real UAVs and verify the correctness of codes used in avionics embedded systems such as digital controller, signal processing functions, and JPEG encoding; results also showed that failures due to exploiting these violation caused notable changes in the UAV behaviour. Development of this method is the second achievement of this work, and its source code, as well as detailed documentation (including user and installation manual), are available online and this work was published as a peer-reviewed journal paper [5].

According to the provided verification results, DepthK ranked first in identifying the most challenge UAV software vulnerabilities, such as concurrency bugs. It also outperforms other implementations that use $k$-induction with an interval-invariant generator and software verifiers that use plain BMC, and it is more precise than other PDR-based verifiers. Thus, our methodology demonstrated improvement over existing BMC and $k$-induction-based approaches and demonstrates its capability to use in a generic computing environment. Finally, DepthK results are reproducible and reliable and can be used during the UAV software development life cycle to obtain more robust software implementations. Successfully employing the method and illustrating the tool capability was the third achievement of this work published as a peer-reviewed article [4].

6.2 Future Work

A various hybrid approach to infer program invariants can be implemented as future work. For example, a strategy that connected two distinct invariants to strengthen inductive invariants or learn from counterexamples to produce stronger invariants.

On the other hand, the design of new sophisticated UAV models and information related to its security measures is confidential; it is, therefore, difficult to determine which threats might affect the UAV system. What is certain is the presence of vulnerabilities in the UAV software and the fact that many 0-day vulnerabilities still to be found [144]. Further studies to investigate if an attacker can remotely exploit UAV software vulnerabilities through its communication system are potential future works.

Finally, DepthK could use a machine learning approach to infer invariants, or by investigating the strategy Ezudheen et al. [56], proposed for choosing a template from a class of templates based on features extracted from a program’s simple static analysis. In that sense, future invariant-generation tools will need new integration layers only when implemented, and as a result, it will improve the software testing performance in terms of both code coverage and bug finding ability.
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