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Abstract
While learning models are typically studied for inputs in the form of a fixed dimensional feature vector, real world data is rarely found in this form. In order to meet the basic requirement of traditional learning models, structural data generally have to be converted into fix-length vectors in a handcrafted manner, which is tedious and may even incur information loss. A common form of structured data is what we term “semantic tree-structures”, corresponding to data where rich semantic information is encoded in a compositional manner, such as those expressed in JavaScript Object Notation (JSON) and eXtensible Markup Language (XML). For tree-structured data, several learning models have been studied to allow for working directly on raw tree-structure data, however such learning models are limited to either a specific tree-topology or a specific tree-structured data format, e.g., synthetic parse trees. In this paper, we propose a novel framework for end-to-end learning on generic semantic tree-structured data of arbitrary topologies and heterogeneous data types, such as data expressed in JSON, XML and so on. Motivated by the works in recursive and recurrent neural networks, we develop exemplar neural implementations of our framework for the JSON format. We evaluate our approach on several UCI benchmark datasets, including ablation and data-efficiency studies, and on a toy reinforcement learning task. Experimental results suggest that our framework yields comparable performance to use of standard models with dedicated feature-vectors in general, and even exceeds baseline performance in cases where compositional nature of the data is particularly important. The source code for a JSON-based implementation of our framework along with experiments can be downloaded at https://github.com/EndingCredits/json2vec.
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1. Introduction
In their natural form, real world data typically appears in a manner that effectively encodes semantic and structural information surrounding the underlying data. However, most traditional machine learning algorithms are only applicable to fixed-dimensional feature vectors, which requires handcrafted feature extraction from structured data such as trees, sets and graphs. Recently, novel deep learning models have been emerging to handle structured data towards avoiding handcrafted feature engineering, e.g., set networks [1] and graph neural networks [2]. Such learning models have been manifested in enhancing the capacity of learning models via exploitation of structural information and better performance in dealing with complex structured data.

Another ubiquitous form of data is what we refer to as “semantic tree-structured data”. Semantic tree-structured data can be seen as a variant on more conventional tree structures, but where additional semantic information is incorporated into the structure. In general, branch nodes are used to accommodate high-level objects, instantiated from various semantic classes, while leaf nodes represent a variety of primitives in different data formats. Importantly, the data contained within semantic tree-structures is typically significantly heterogeneous, both at a technical level and at a semantic level. Although some tree-structured learning models have been studied, all of those so far are limited to a specific tree-topology, e.g., all the leaf nodes located in a layer of the same depth to the root [3, 4], or a specific tree-structured data format, e.g., syntactic parse trees widely used in nature language processing [5, 6, 7, 8, 9, 10], where
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all objects at the same tree depth are of the same form. To the best of our knowledge, there are no learning models
doing dealing with generic semantic tree-structured data of arbitrary topologies, where nodes in the same layer
may contain entities of heterogeneous data types, although the importance of this emerging topic was highlighted
(including example application for JSON data) and some theoretical analysis regarding universal approximation was
studied in the recent work of [11].

In this paper, we present a learning framework, semantic tree-structured recursive learning architecture (STRLA),
for end-to-end learning. STRLA allows for inputting generic semantic tree-structured data, e.g., JSON data, directly
and fulfills automatic feature extraction and model learning simultaneously. Unlike the prior work of [11], our frame
work details how to construct a learning model for any semantic tree-structured format. Additionally, our framework
performs architectural construction at the prediction stage, allowing application to arbitrary data topologies without
modification. Motivated by the ideas underlying the deep set network [1] and recurrent neural networks [12, 9],
we carry out our STRLA framework with two different neural implementations for the JSON data format, leading
to different deep recursive neural networks of heterogeneous components. In our experiments, we demonstrate the
empirical strength of our neural implementation of STRLA based on several UCI benchmark datasets [13], where
we emulate JSON descriptions of data examples. Our work presented in this paper provides an enabling technology
which automatically creates a neural architecture for dealing with generic semantic tree-structured data, and alleviate
the requirement to transmute such data to a fixed set of feature vectors: a missing technical component in all the
ongoing AutoML paradigms [14].

The main contributions in this paper are summarised as follows:

- We formalise the notion of a semantic tree-structure, which encompasses various hierarchical semantically-
  annotated data formats such as JSON and XML.
- A novel yet generic framework, STRLA, is proposed for end-to-end supervised learning on arbitrary semantic
tree-structured data, which simultaneously extracts structural and semantic features underlying tree-structured
data and model learning.
- Exemplar neural implementations of our STRLA framework are developed for JSON and XML.
- A thorough comparative study is conducted to demonstrate the effectiveness of our STRLA framework on a
  variety of data expressed in JSON.

The rest of this paper is organised as follows. Section 2 reviews related works, and Section 3 describes a notational
scheme that covers all the descriptive notations or languages of generic semantic tree-structured data. Sections 4
and 5 presents our STRLA framework and its different neural implementations, respectively. Section 6 describes
experimental settings and reports the experimental results. Section 7 discusses the issues arising from our work, and
the last section draws conclusions.

2. Related work

In this section, we make a connection to the previous works closely relevant to our work presented in this paper
and highlight the main differences between those and ours.

Dated back to 1990’s, recursive neural networks [15, 16] had been proposed to tackle the problems arising from
structured data. Since then, those ideas have inspired the development of learning models for different structured
data, e.g., [1, 2, 5, 6, 7, 8, 9, 10]. Regarding tree-structured data, such ideas are widely utilised in learning models
for semantic parsing and syntax transformation, e.g., [17, 18, 19], and exploitation of syntactic structures, e.g., [5, 6,
7, 8, 9, 10, 20]. In a broad sense, our work presented in this paper is also inspired by the general ideas of original
recursive neural networks [15, 16] to deal with the compositional information encoded in semantic tree-structured
data recursively.

For semantic parsing and syntax transformation, several recursive learning modes have been proposed, e.g., [17,
18, 19]. Such models make use of recursive properties to discover a tree-structured representation from input data such
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1 Although we focus on supervised learning in this paper, it is directly applicable to reinforcement learning as demonstrated in Section 6.2
as 2-D images and sequential text/code, e.g., [17, 18] or transform tree-structure data of one type into another, e.g., [19]. Although such models share general ideas with ours in a broad sense in dealing with tree-structural information, those models work especially for semantic parsing and syntax transformation tasks, which are distinct from those problems tackled by our framework presented in this paper; i.e., our framework is proposed for end-to-end supervised learning directly from raw semantic tree-structured data rather than generation of a tree-structured representation from input data of other forms.

So far, most of recursive learning models related to tree-structured data have been studied to exploit the tree-structured information underlying sequential text formed with syntactic rules for various natural language processing (NLP) tasks, e.g., [5, 6, 7, 8, 9, 10, 20]. To this end, each sentence in text is first converted into a syntactic parse tree and then a learning model is developed to exploit additional structural/syntactic information underlying text for various NLP tasks ranging from sentiment analysis to question answering and relation classification. Those recursive learning models working on parse trees in an end-to-end manner have turned out to be very effective for various NLP tasks. However, a syntactic parse tree represents the syntactic structure of strings according to some context-free grammar, which is simply a class of specific semantic tree-structure data. Hence, such models cannot deal with generic semantic tree-structured data such as JSON, XML and HTML where intermediate nodes may accommodate objects/entities instantiated from different semantic classes and leaf nodes may represent various types of primitives in different data formats. Moreover, there are other challenging problems in generic semantic tree-structured data beyond syntactic parse trees, e.g., a path from a root to a specific node in generic semantic tree-structured data provide useful global contextual information for supervised learning and hence needs to be explored in a learning model. To the best of our knowledge, the global path information has yet to be explored in all the existing recursive learning models working on synthetic parse trees although the local parent-child relation information was used in some recursive learning model such as the global belief recursive neural Networks [7]. Nevertheless, those ideas behind the existing recursive learning models for syntactic parse trees generally inspire our work presented in this paper. In particular, the neural implementation of our framework is motivated by the tree-structured LSTM networks [9], a recursive learning model originally proposed for syntactic parse trees. Given the fact that as several existing recursive learning models, e.g., [5, 6, 7, 8, 9, 10, 20], have been developed especially for syntactic parse trees by making good use of their specific properties, our work presented in this paper does not target those problems arising from syntactic parse trees but tackles the challenging issues arising from generic semantic tree-structured data of arbitrary topologies and heterogenous data types for end-to-end supervised learning.

There are yet other methods that deal with tree-structured data for representation learning, e.g., recursive self-organizing networks [3] and Tree2vector [4]. Unlike those aforementioned recursive learning models for tree-structure discovery/transformation and supervised NLP tasks, these unsupervised learning models tend to deal with tree-structured data via decomposition of the structures into their basic constituents for feature extraction [3] or learn a vectorial representation of a fixed length for tree-structured data [4]. However, such methods assume consistent semantic meaning between the nodes at any given level of a tree and the same depth of all the leaf nodes to the root. Hence, such methods can only work on specific tree-structured data of an ad hoc topology and homogeneous data types but cannot deal with generic semantic tree-structured data. Unlike our framework working in an end-to-end fashion for supervised learning, moreover, such learning models cannot be applied to supervised learning directly. For supervised learning on tree-structured data, such models yield a vectorial representation of tree-structure data only and other supervised learning models have to be employed based on the vectorial representation. In other words, two stages, feature extraction and model learning, have to be undergone, which is suboptimal for supervised learning, apart from its limited applicability to specific semantic tree-structured data stated above.

During the process of this manuscript, an unpublished work mentioned in [11] emerged, which appears closely relevant to ours presented in this paper. Based on their code and our personal communication with the authors (as the technical details of their approach are not included in [11]), we understand that this work reflects a preliminary effort in handling semantic tree-structured data in the JSON format towards automatic machine learning, focusing the inherent problem of multi-tier variadicy of JSON and other semantic tree structure forms. However, as implemented, their approach can only cope with the semantic tree-structured data of a fixed data schema, meanwhile our recursive architecture is established via dynamic construction for semantic tree-structured data of arbitrary topologies. Moreover, while [11] provides a specific technical implementation for JSON data, we provide a more general framework, and introduce a number of additional concepts such as element paths.
3. Semantic Tree Structure Description

To understand how our framework can be applied to arbitrary semantic tree-structured data, we first describe a meta-notational scheme of the generic semantic tree-structure with the syntax of the Backus Naur form (BNF) [21]. Specific descriptive notations or mark-up languages of semantic tree structures, e.g., JSON and XML, can be instantiated or derived from this meta-notational scheme. We then give an illustrative example of semantic tree-structured data expressed in JSON to facilitate our presentation in the next section. Finally, we highlight the element path, an important concept associated with structural and compositional information.

3.1. Meta-notational Scheme

In general, we specify generic semantic tree-structured data as serialisation of data that can be represented with a variety of different hierarchical semantically-annotated data formats that conforms to several requirements as follows:

- The data can be decomposed into individual data elements, each of which can be uniquely identified as belonging to one of a finite number of pre-specified types.
- Elements are allowed to contain other elements within them recursively. Moreover, there is at least one of the identified types consisting of a list of (potentially wrapped) elements, with no additional data. Such types are named “containers” and the remaining types are referred as to “primitives”.
- There is a wrapper format used to denote a given element with a name (given as a string). Optionally, this wrapper may also denote an element with a description.

```
<STS> ::= <primitive> | <container>

<primitive> ::= <p1> | <p2> | ... ; <primitive>s are the raw data of the data structure

<container> ::= <c1> | <c2> | ... ; Each container <c1>, <c2>, ... is a list of elements of types from the set <t-c1>, <t-c2>, ...
<open-c1> <t-c1> *(<sep-c1> <t-c1>) <close-c1> ; and so on for <c3>, <c4>, ...
<wrapped-STS> ::= fn[ <name>, (<description>), <STS> ] ; The wrapper must contain a <name> and a single <STS>
```

Figure 1: Meta-notational descriptive scheme for semantic tree structures with the BNF syntax. "fn[a, b, c]" specifies a combination of the elements a, b, and c. "*(d)" denotes repeat of an identical element d multiple times up to the changes denoted by the ordinal numberings.

To describe the semantic tree structures formally, we present a meta-notational scheme with the BNF syntax, as depicted in Figure 1. As demonstrated in Figure 2, data in such a format can be viewed as a semantic tree where the root node indicates the whole object. The branch and leaf nodes are used to accommodate the container and primitive elements respectively, and edges between nodes are annotated with semantic tags. Unlike a traditional tree, however, only leaf nodes in a semantic tree are associated with any data items, while branch nodes serve purely for hierarchical organization reflecting compositional relationship between parent and sibling nodes, with the exception of added information in the form of certain additional “description” tags within certain formats. Furthermore, the semantic tree generally has a heterogeneous nature; i.e. both branch and leaf nodes may accommodate objects/data belonging to different classes and various data types.

Furthermore, the meta-notational scheme entails a number of core concepts such as element types, primitives, containers and wrapped-elements. This scheme enables us to approach the problem in a implementation-agnostic...
fashion so as to build a general framework from which we can derive architectures for a variety of different human-readable data formats of semantic tree structures. For instance, the specification of JSON format can be achieved by instantiating the corresponding components in the meta-notational scheme with its constituents; i.e., three primitive elements, \(<number>\), \(<string>\) and \(<boolean>\), and two container elements, \(<object>\) and \(<array>\). Thus, the JSON format can be specified formally with this meta-notational scheme. Likewise, XML and other semantic tree structure formats can be specified in the same manner. To facilitate the reader’s understanding, we illustrate the specification of JSON and XML formats derived from the meta-notational scheme in Appendix A.

3.2. Illustrative Example

To understand the semantic tree-structured data, we employ a “Train Journey” scenario as an illustrative example regarding the specification of this semantic class and an object instantiated from this class.

The “Train Journey” scenario can be described with several pieces of information organised in different categories, departure-time, stops, and train-info: number-of-carriages, is-there-a-shop. It can be viewed as a semantic class organised with a semantic tree where separate data elements “tagged” with different names via wrappers. For a concrete train journey, an object can be instantiated from the class. For instance, given a concrete train journey from Manchester to Glasgow in U.K., the time the train leaves the first station is 12:43, it stops at Manchester, Preston, and Glasgow, and the information regarding this train is that it has 6 carriages and no shop on board. Hence, this specific train journey object can be expressed by a semantic tree shown in Figure 2.

Represented in the JSON format (c.f. Figure A.1), the above example illustrates how the different features enable the creation of rich data structures. The elements of types \(\text{string}\), \(\text{number}\) and \(\text{boolean}\) contain the actual data in leaf nodes of the structure, and the two containers, \(\text{array}\) and \(\text{object}\), organise the raw data elements in branch nodes to create a hierarchy. The range of different element types allows the structure to represent individual data snippets more precisely. Finally, the tagged data elements enable the annotation of elements within the hierarchy with semantic tags.

Hence, the “train journey” object can be represented in the JSON format as follows:

```json
{
    "time": "12:43",
    "stops": [ "Manchester", "Preston", "Glasgow" ],
    "train": { "carriages": 6, "shop": false }
}
```

3.3. Element Path

As shown in Figure 1, wrappers are used to annotate sub-structures via a name field, effectively specifying the elements contained within. However, the immediate name of an element does not always fully describe its semantic

Figure 2: The “train journey” represented (a) in hierarchical form (including element paths) and (b) as a tree structure.
context. For example, if a given sub-structure is labelled as an “address”, it is not clear whether the data corresponds to the address of an individual, a building, an organisation etc. Nevertheless, the ambiguity would be avoidable if it is known that this “address” structure is part of a larger “employee” structure. Hence, the context or the compositional information conveys very important structural information in semantic tree-structured data, which is referred as to element path in this paper.

Formally, we define a path, $p_e$ of an element $e$, with respect to some parent element $e_0$, to be the sequence of names of wrappers by moving up the hierarchy along with the associated branches from $e$ to $e_0$. Thus, an element path is formed by a sequence of strings denoted as a single string generated by the concatenation of those stings for names of wrappers in reverse order separated by slashes. Assume that c, b, a are strings for names of wrappers for an element $e$ within a parent element $e_0$, its element path $p_e$ is represented by a single string, “a/b/c”. The construction of this path follows the same rules as for existing concepts such as Xpath for XML [22], and JSONPath [23] for JSON, which are typically used for addressing individual elements. However, we note that these element addresses are equally useful for describing semantic context.

More specifically, for the “train journey” object described in Section 3.2, the is-there-a-shop element, the value false, is directly wrapped with a wrapper with name shop, which is contained within a JSON object. This JSON object is wrapped with another wrapper, now with name train. Therefore, the element path of the is-there-a-shop within the root is “train/shop”. Nevertheless, the departure-time element, with value (“12:43”) is wrapped with only a single wrapper, with name time, hence its element path within the root is simply “time”. Similarly, despite being contained in a further list container, the stops elements, Manchester, Preston, and Glasgow, are only within a single wrapper, and hence all have the element path “stops”.

In practice, it can often be worthwhile to add extra information to this element path, such as container types or ordinal positions in lists. Under this scheme, the element paths for Manchester, Preston, and Glasgow would become stops/1, stops/2, and stops/3, providing a bit more context for these elements. Since the mapping of wrappers can be achieved by mapping from one definition of semantic tree structures to another before any application of our framework\(^2\), we treat this an implementation detail. In our presentation, we hence use only the strict definition of element path defined above.

Here, we emphasise that the proper use of element paths in our framework presented in the next section is a salient characteristic that significantly distinguishes ours from all the related works for tree structures reviewed in Section 2.

4. Framework

In this section, we present the semantic tree-structure recursive learning algorithm (STRLA), which is a generic framework for end-to-end supervised learning directly from semantic tree-structured data (as it was specified in Section 3). This framework stands in a format-agnostic manner and hence serves as a general solution for addressing the common issues underlying any semantic tree-structures at a functional level.

As a semantic tree-structured document is intrinsically expressed as tree structure, our framework takes the general idea behind the recursive neural networks [15, 16], a well-known architecture for tree-structural learning, and adapts it to address the common issues in learning from semantic tree-structured data. A recursive neural network employs a common neural-network component for each node of the tree by assigning each one a latent “hidden-state” vector based on the data associated with the current node and the hidden-states of its child nodes (where they exist). This neural network component is applied recursively to each node of a tree, moving up from the leaves of the tree to the root, such that every node would be eventually assigned a hidden state. In order to develop an effective recursive learning architecture to tackle our problem, we consider those salient features and common issues underlying generic semantic tree-structure data. As a result, we identify several aspects of semantic tree-structure data that must be considered, but which differ from other types of tree-structured data (such as syntactic parse trees for natural language).

These aspects specific to semantic tree-structured data are summarised as follows:

1. The data associated with leaf nodes may be heterogeneous, conforming to a variety of different primitive types specified by the specific data format.

\(^2\)Specifically, this can be done by assigning ‘dummy’ wrappers to elements. For example, we could choose to map any lists of (unwrapped) elements \{ a, b, ... \} to lists of elements wrapped with their ordinal position in the list \{ 1:a, 2:b, ... \}.
2. The branch nodes of a semantic tree may also be heterogeneous, corresponding to different container types.

3. The number of children of each branch node is not fixed, which allows a branch node to have any number of children.

4. Additional structural or contextual information encoded in the element path as defined in Section 3.3 is carried with each node, which we would exploit to facilitate the learning from semantic tree-structured data.

To address the aforementioned issues arising from semantic tree-structured data, we come up with a general recursive learning framework that takes into account all the requirements: 1. To address the issue on heterogeneity of data, our framework would employ a set of functions, \{f_p\}, to deal with different primitive types separately. 2. Similarly, for branch nodes, we employ a set of functions, \{f_c\}, to be applicable to all of the permissible container types. 3. Since the number of children of each node is not fixed, branch/container node functions are required to deal with the input of an arbitrary number of latent vectors. 4. As highlighted previously, we would also exploit the contextual information carried in the element path. To this end, we incorporate the element path information into each of all the aforementioned functions, \{f_p\} and \{f_c\}, where path information is supplied as an additional input.

As described above, our framework is reliant on a set of functions, \{f_p\} and \{f_c\}, known as the element embedding functions, which map from each element to a latent hidden-state vector. For each primitive type, a function is employed so as to yield a fixed-length latent representation that encodes all the information relevant to any node of that type, along with a path description. Formally, for each primitive type \( p \) a primitive embedding function is required to generate a \( m \)-dimensional latent representation for leaf nodes as follows:

\[
f_p : X_p \times \mathcal{P} \rightarrow \mathbb{R}^m,
\]

where \( X_p \) is the space corresponding to valid forms of element data of type \( p \), and \( \mathcal{P} \) is the space of all the valid element paths. The number of functions, \( \{f_p\} \), required is the same as that of all the permissible primitive types, where each of different primitive type is dealt with by a separate function. Similarly, for each container type \( c \), an embedding function to yield a \( m \)-dimensional latent representation for branch nodes is required. Unlike those functions made for leaf nodes, a function for branch nodes has to yield a latent representation upon the input of both those latent representations (hidden-state vectors) of its immediate children, and the local description information associated with the element (if there is any), e.g., attributes of a tag in XML. Formally, each \( f_c \) must be of the form

\[
f_c : (\mathbb{R}^m)^N \times \mathcal{P} \times \mathcal{D} \rightarrow \mathbb{R}^m,
\]

where \((\mathbb{R}^m)^N\) denotes the space of sets of \( m \)-dimensional latent representations, \( \mathcal{P} \) is the space of all the valid element paths, and \( \mathcal{D} \) is the space of all the valid description on the local information of branch nodes, which is purely dependent on the specific descriptive notation or mark-up language in question.

Given a semantic tree structure \( x_{st} \), rooted at element \( e_0 \), then an \( m \)-dimensional latent representation for \( x_{st} \) is obtained by iteratively applying those functions \( \{f_p\} \) and \( \{f_c\} \) to the nodes of the tree, as shown in Figure 4: The latent representation of each leaf node is given by applying \( f_p \) to the node data, \( e \), and node path, \( p_e \), via \( f_p(e, p_e) \). where \( \tau_e \) is the type of \( e \) (Figure 4a). For branch nodes \( e \) whose child elements \( c_1, ..., c_n \) have all been assigned a latent hidden-state, \( h_{c_1}, ..., h_{c_n} \), the latent representation is given by applying \( f_c \) to the set of child hidden-states, along with node path, \( p_e \), and description, \( d_n \), via \( f_c((h_{c_1}, ..., h_{c_n}), p_e, d_n) \) (Figure 4b). This latter step is applied repeatedly as more branch nodes are mapped, until finally the root node, \( e_0 \), is mapped to a latent hidden state vector (Figure 4c).

This process can be described via a recursive function \( R(o, v, o) \), which maps from a given element, \( e \), along with its path \( p_e \), and description \( d_e \), to an \( m \)-dimensional latent representation: Given an element \( e \), then the type \( \tau_e \) of \( e \) can be determined by the formatting rules of the specific descriptive notation or mark-up language. If \( e \) is a leaf node belonging to a primitive type, \( p \), then the primitive embedding function, \( f_p(o, o) \), is directly applied to \( e \), along with \( p_e \) to obtain its latent representation,

\[
h_e = f_p(e, p_e)
\]

Otherwise, if \( e \) is a branch node belonging to a container type, \( c \), then \( e \) contains a number of child elements, \( c_1, ..., c_n \). For a given child element \( c_i \), if \( c_i \) is a wrapped element with name \( n_i \) and description \( d_{e_i} \), then the path \( p_{e_i} \) is set to \( p/n_i \). Otherwise if \( c_i \) is unwrapped then the child path, \( p_{e_i} \), is set to \( p \) and \( d_{e_i} \) is set to \( \emptyset \). The recursive function \( R \) is applied
to each child $c_i$ along with the child path and description, $p_c$ and $d_c$, to obtain a set of child latent representations: $h_1, \ldots, h_n$. The container embedding function, $f_c(\sigma, o, \alpha)$, is applied to the set $h_1, \ldots, h_n$, along with $p$ and $d$, to obtain its latent representation,

$$h_c = f_c((h_1, \ldots, h_n), p_c, d_c)$$

Applying $R$ to the root element $e_0$ of a given semantic tree structure via $R(e_0, \emptyset, \emptyset)$ yields a latent vector, $h_{n_r}$, for the root of the tree, which can be taken as the latent representation of the tree.

For supervised learning the embedding functions, $\{f_d(\sigma, o)\}$ and $\{f_r(\sigma, o, \alpha)\}$, must be inferred from training data, $D = \{X_i, Y_i\}$. This is fulfilled by applying a final parametric mapping function, $f : \mathbb{R}^m \rightarrow Y$, to the latent state associated with the root of the tree. The full model is given by the function $F(x_u | \Theta_R, \Theta_f) := f(R(e_0, \emptyset, \emptyset | \Theta_R) | \Theta_f)$, where $\Theta_R$ is a collective notation of all the parameters in those parametric functions of $\{f_d(\sigma, o)\}$ and $\{f_c(\sigma, o, \alpha)\}$. Thus, the end-to-end supervised learning from semantic tree-structured data is done by minimising a proper loss function, $l(F(X_u | \Theta_R, \Theta_f), Y)$, with respect to the parameters $\Theta_R$ and $\Theta_f$. Typically, the mean squared error loss is used for regression, and the 0/1 loss is used for classification.

For reinforcement learning, as same as done in supervised learning, our STRLA framework can be directly employed to learn approximating its value or Q function working on semantic tree-structured data in an end-to-end manner, which will be demonstrated in Section 6.2.

If deep neural networks are employed as parametric models, the optimisation of a loss function can be done via gradient-based optimisation, using back-propagation through structure [15]. Moreover, it has been proven in [11] that the learned $F(\sigma)$ function operating based on appropriately chosen $\{f_d(\sigma, o)\}$ and $\{f_c(\sigma, o, \alpha)\}$ functions acts as a universal approximator for semantic tree-structured data. Thus, our proposed framework is capable of acting as a general recursive learning architecture for supervised learning from any semantic tree-structured data. On the other hand, our proposed framework is primarily at a functional level and there are several non-trivial issues in its implementation such as developing proper deep neural networks to meet the requirements of various embedding functions, $\{f_d(\sigma, o)\}$ and $\{f_r(\sigma, o, \alpha)\}$, incorporating the element path information into those deep neural networks and dealing with specifics of a concrete notational format describing semantic tree-structured data.
5. Neural Implementation

While our framework presented in Section 4 is generic and format-agnostic, an implementation of this framework has to take into account the specific aspects of the target notational format used for describing semantic tree-structured data. As described in Section 4, our framework for end-to-end supervised learning works via function $F(\phi)$ operating based on embedding functions, $\{f_p(\phi, \phi)\}$ and $\{f_c(\phi, \phi, \phi)\}$, and output function $f(\phi)$. In our work, we employ a linear transformation for the final output transformation $f(\phi(\Theta))$. Thus, the main challenges lie in how to implement those embedding functions, $\{f_p(\phi, \phi)\}$ and $\{f_c(\phi, \phi, \phi)\}$. In this section, we come up with exemplar implementations for the commonly-used notational format, JSON. We first address a common issue on how to incorporate the element path information into the embedding functions, respectively, where the element path information is exploited.

5.1. Encoding the Element Path

As described in Section 3.3, the element path provides the certain level of contextual information, which can be used in avoiding possible semantic ambiguities in semantic tree-structured data. In the following, we describe our implementations for incorporating this path information into the embedding functions, $\{f_p(\phi, p_e)\}$ and $\{f_c(\phi, p_e, \phi)\}$.

In our methods, we encode all the possible element paths in $\mathcal{P}$ via a dictionary that can be constructed based on training data. While $\mathcal{P}$ is infinite, the number of paths within the data will be finite. For embedding functions $\{f_p(\phi, p_e)\}$ and $\{f_c(\phi, p_e, \phi)\}$, we use the case-wise functions, where the functions regarding a given type $p$ (or $c$) and given path $p_e$ are as follows:

$$f_p(\phi, p_e) = f_{p,p_e}(\phi),$$
$$f_c(\phi, p_e, \phi) = f_{c,p_e}(\phi, \phi),$$

where each path $p_e$ is associated with a set of functions, $\{f_{p,p_e}(\phi)\}$ and $\{f_{c,p_e}(\phi, \phi)\}$. Now, we consider two different strategies to construct these functions.

5.1.1. Path specific weights

We use parametric models of the same learning architectures for all paths, but having different learnable parameters decided by the element path, $p_e$:

$$f_p(\phi, p_e) := \hat{f}_p(\phi \mid \Theta_{p,p_e})$$
$$f_c(\phi, p_e, \phi) := \hat{f}_c(\phi, \phi \mid \Theta_{c,p_e})$$

where $\Theta_{p,p_e}$ and $\Theta_{c,p_e}$ are instances of parameters for the models $\hat{f}_p$ and $\hat{f}_c$ for given path $p_e \in \mathcal{P}$. In other words, we use separate network weights for each different path.

Encoding the element path information in this manner simplifies the implementation of the embedding functions specified in Eqs. (1) and (2) such that our neural implementation can deal with the semantic aspects directly without loss of structural information underlying semantic tree-structured data. It mimics the natural approach to constructing architectures combining multiple separate input sources of information, where separate network weights are used for different inputs, and is also effectively equivalent to the method employed in [11]. Hence, we focus on this method of encoding path information throughout the majority of our experiments. However, we emphasise that this is not the only method to encode the element path information, and in Section 5.1.2 we discuss an extension of this idea. Additionally in 7 we discuss how variations on this method could be used to exploit other aspects of the data.

5.1.2. Path specific functions

One issue with path specific weights is that the same function is used for all elements of the same type. However, as well as variations between different types, even primitive data of the same type within a semantic tree structure may differ substantially. For example, in the “Train Journey” example of Section 3.2, the strings "12:43" and "Manchester" contain very different data, even though they are both of the string type.

Here, we propose an extension to path specific weights, where instead of using the same base functions $\hat{f}_p$ and $\hat{f}_c$ for all paths, we employ a set of functions $\{f_{p,1}, ..., f_{p,n_P}\}$ and $\{f_{c,1}, ..., f_{c,n_C}\}$, which we apply on a path-specific basis.
To do this, for each type \( t \) we employ a mapping \( D_t : \mathcal{P} \to \{ \hat{f}_e \}_{i=1}^n \) mapping from the space of paths, \( \mathcal{P} \), to a set of functions \( \{ f_{t1}, \ldots, f_{tn} \} \). We then use the function corresponding to the mapping applied to the given element path:

\[
\hat{f}_p(\circ, p_e) := \hat{f}_{p, D_p(p_e)}(\circ, p_e | \Theta_{p, p_e})
\]

\[
f_e(\circ, p_e, \circ) := \hat{f}_{e, D_e(p_e)}(\circ, p_e, \circ | \Theta_{c, p_e})
\]

The mapping functions \( D_t \) are given via a user-defined mapping dictionary, which maps from each path to a function template. For ease of application, in our implementation, we employ a pseudo-JsonPath [23] format, which allows wildcards to be used to specify multiple paths.

This can be considered an extension of the path-specific weights of Section 5.1.1, where the topology of the underlying network is allowed to vary for different parts of the data schema. However, a downside to this method is that it relies on a manually-specified user-defined mapping from paths to function templates.

5.2. JSON Recursive Networks

As illustrated in Figure A.1, when expressed as a semantic tree-structure, the JSON format consists of five types: two container types,"array" and "object", and three primitive types, "number", "string" and "boolean". As there are different requirements in implementing those primitive and container embedding functions, we employ proper neural networks to implement those embedding functions of different types. Unless otherwise stated, we use the path-specific weights of Section 5.1.1 for incorporating paths.

5.2.1. Primitive Embedding Networks

For all three primitive types, the embedding task is simply building a mapping from input of "number", "string" and "boolean" to an \( m \)-dimensional latent representation.

For the \( \text{number} \) type, we use a linear neural network to implement it. Let \( \text{lin}(z, \theta) \) denote the linear neural network:

\[
\text{lin}(z, \theta) = w z + b,
\]

where \( \theta = [w, b] \), \( z \) is the scalar input, and \( w \) and \( b \) are \( m \)-dimensional weight and bias vectors. Given a leaf-node \( e \) containing a scalar number, \( x \), and its element path, \( p_e \in \mathcal{P} \), the embedding of the number type is carried out by

\[
f_{\text{num}}(x|\Theta_{\text{num}, p_e}) = \text{lin}(x, \Theta_{\text{num}, p_e}).
\]

where \( \hat{x} = \frac{x - \mu_p}{\sigma_p} \) (\( \mu_p \) and \( \sigma_p \) are the mean and the standard deviation of all \( x \)) if there are more than one number-type leaf nodes in training data of path \( p_e \), and \( \hat{x} = x \) otherwise.

For the \( \text{boolean} \) type, its value, \( x \), can be converted into integers: \( \text{int}(x) = 1 \) if \( x = \text{"true"} \) and \( \text{int}(x) = 0 \) if \( x = \text{"false"} \). Thus, we would use the same linear neural network formulated in Eq. (3) to carry it out; i.e., for a leaf-node \( e \) containing a boolean value, \( x \), and its element path, \( p_e \in \mathcal{P} \),

\[
f_{\text{bool}}(x|\Theta_{\text{bool}, p_e}) = \text{lin}(\text{int}(x), \Theta_{\text{bool}, p_e}).
\]

For the \( \text{string} \) type, the embedding task is more complex as a string consists of numerous characters and its length may vary. To tackle this sequence modeling problem, we employ a simple single-layer recurrent neural network of \( \text{LSTM} \) units [12] to carry out the string embedding task at the character level since \( \text{LSTM} \) has turned out to be one of the most effective techniques in dealing with ordered sequences of variable lengths. For a leaf-node \( e \) carrying a string, \( s = [s_1, \ldots, s_l] \), and having the element path, \( p_e \in \mathcal{P} \), the embedding function is carried out by the \( \text{LSTM} \) network of \( m \) units as follows:

\[
f_{\text{str}}(s|\Theta_{\text{str}, p_e}) = \frac{1}{|s|} \sum_{i=1}^{l} h_{i}^{\text{LSTM}},
\]

where \( \Theta_{\text{str}, p_e} \) is the collective notation of all the learnable parameters in the \( \text{LSTM} \) network (see Appendix B.1 for details) and \( h_{i}^{\text{LSTM}} \) is the hidden state vector when character \( i \) is sequentially input to the \( \text{LSTM} \) network, which is obtained by

\[
h_{i}^{\text{LSTM}} = \text{LSTM}\left(\left\{\text{lin}(s_j, \Theta_{s_j}), \ldots, \text{lin}(s_i, \Theta_{s_i})\right\}, \Theta_{\text{str}, p_e}\right).
\]

where \( \text{lin}(s_j, \Theta_{s_j}) \) leads to an \( m \)-dimensional latent representation of character \( j \) for \( j = 1, \ldots, i \).
5.2.2. Container Embedding Networks

For the containers, an array is a list of raw JSON entries while an object is a list of wrapped JSON entries in the form of name-JSON pairs. In the JSON format, there is no additional description for branch nodes, i.e. \( D = \emptyset \). Therefore, we need to implement \( f_c(\phi(\Theta_{c,p})) \) instead of \( f_c(\phi(\Theta_{c,p})) \). As containers are associated with branch nodes that may have a variable number of children in a semantic tree, an implementation of container embedding functions has to tackle this issue. Here, we present two different implementations based on deep set networks [1] and different LSTM learning architectures [12, 9].

Deep-set based Implementation. Deep sets [1] has been proposed to tackle the learning problem when the input is in the form of permutation invariant sets, where the number of elements in a set may vary. If we treat two container types, array and object, as sets, the deep set networks thus become an enabling technique to carry out two container embedding functions in the same manner. A deep set network consists of two components: element-embedding and pooling nets. In our work, the element-embedding net is implemented by a fully-connected feed-forward neural network and the pooling net is carried out with the averaging sum of the output of all the element-embedding nets associated with a container type, \( c \in \{ \text{array}, \text{object} \} \), as sets, the deep set networks thus become an enabling technique to carry out two container embedding functions in the same manner. A deep set network consists of two components: element-embedding and pooling nets. In our work, the element-embedding net is implemented by a fully-connected feed-forward neural network and the pooling net is carried out with the averaging sum of the output of all the element-embedding nets applied to different elements in a set. Let \( \text{Lin}(\mathbf{z}, \theta) \) denote a linear hidden layer: \( \text{Lin}(\mathbf{z}, \theta) = W\mathbf{z} + \mathbf{b} \), where \( \theta = [W, \mathbf{b}] \), \( \mathbf{z} \) is its input, and \( W \) and \( \mathbf{b} \) are its weight matrix and bias vector, and \( \text{ReLU}(\mathbf{x}) = \max(\mathbf{x}; 0) \) denote the output of a hidden layer consisting of ReLU units based on the corresponding linear hidden layer, i.e., \( \mathbf{x} = \text{Lin}(\mathbf{z}, \theta) \). Thus, the output of any hidden layers in the element-embedding net can be achieved recursively; i.e., if there are \( L \) hidden layers, their output are

\[
\mathbf{h}^{(l)} = \text{ReLU}(\text{Lin}(\mathbf{h}^{(l-1)}, \theta^{(l-1)})), \quad l = 1, \ldots, L
\]

where \( \mathbf{h}^{(0)} \) is the external input to the element-embedding net. Assume that a branch node, \( c \), of a container type, \( c \), has \( n_c \) children whose latent representations are \( \mathbf{h}_1, \ldots, \mathbf{h}_{n_c} \). The output of the element-embedding net with the parameters, \( \Theta_c = [\theta^{(1)}, \ldots, \theta^{(L-1)}] \), corresponding to a child is \( \mathbf{h}^{(L)}_n \) for \( n = 1, \ldots, n_c \). That is, all the element-embedding nets for a container type, \( c = \{ \text{array}, \text{object} \} \), share the same parameters, \( \Theta_c \), for invariant permutation. Accordingly, the pooling net is implemented by

\[
\phi_{\text{ave}}(\mathbf{h}_1, \ldots, \mathbf{h}_{n_c}) = \text{ReLU}(\text{Lin}(\frac{1}{n_c} \sum_{n=1}^{n_c} \mathbf{h}^{(L)}_n | \theta_{\text{ave},c})).
\]

By incorporating the element path, \( p_e \in \mathcal{P} \), two container embedding functions are carried out based on the deep set networks described above in the same manner; i.e., for \( c = \{ \text{array}, \text{object} \} \),

\[
f_c(\mathbf{h}_1, \ldots, \mathbf{h}_{n_c} | \Theta_{c,p_e}) = \text{Lin}(\phi_{\text{ave}}(\mathbf{h}_1, \ldots, \mathbf{h}_{n_c} | \theta_{\text{ave},c}), \theta_{c,p_e}).
\]

LSTM based Implementation. A potential drawback of the deep-set based implementation is that two container types are treated the same. However, an array is different from an object; an object contains wrapped/named elements and is hence permutation/order invariant, while an array consists of raw elements whose order may be an important information source. Therefore, we employ the vanilla LSTM [12] to implement the array embedding function and the Child-Sum Tree-LSTM (SumLSTM) to carry out the object embedding function. SumLSTM is actually one of Tree-LSTM models [9], a variant of the LSTM, which can recursively deal with data expressed in syntactic parse trees for different learning tasks. Given a branch node of the array type, \( e \), having the element path, \( p_e \in \mathcal{P} \), and \( n_e \) children, the array embedding function is carried out with the LSTM as follows:

\[
f_{\text{array}}((\mathbf{c}_1, \mathbf{h}_1), \ldots, (\mathbf{c}_{n_e}, \mathbf{h}_{n_e}) | \Theta_{\text{array},p_e}) = \mathbf{h}^{\text{LSTM}}_{n_e},
\]

where \( \Theta_{\text{array},p_e} \) is the collective notation of all the parameters in the vanilla LSTM for an element path, \( p_e \in \mathcal{P} \). \( \mathbf{h}^{\text{LSTM}}_{n_e} \) is achieved recurrently via

\[
\mathbf{h}^{\text{LSTM}}_k \leftarrow \text{LSTM}(\mathbf{c}_1 | \mathbf{h}_1, \ldots, \mathbf{c}_k | \mathbf{h}_k, \Theta_{\text{LSTM}}).
\]
where “||” is the concatenation operator of two vectors and \((c_e, h_e)\) are the memory cell and hidden state vectors of the SumLSTM unit corresponding to child \(k\) of the branch node, \(e\) (see Appendix B.2 for details). For a branch node of the object type, \(e\), having the element path, \(p_e \in \mathcal{P}\), and \(n_e\) children, the object embedding function is carried out with the SumLSTM as follows:

\[
f_{ob}(\{(c_1, h_1), \cdots, (c_{n_e}, h_{n_e})\}|\Theta_{obj,p_e}) = \left( e_{SumLSTM}^e, \text{Lin}(h_{SumLSTM}^e, \theta_{obj,p_e}) \right).
\]

(8)

Here, \(\Theta_{obj,p_e} = \{\Theta_{SumLSTM}, \theta_{obj,p_e}\}\) is the collective notation of all the parameters in the parametric model implementing the object embedding function, including all the parameters in the SumLSTM, \(\Theta_{SumLSTM}\), shared by all branch node of the object type and the parameters of linear transformation, \(\theta_{obj,p_e}\), merely applied to the hidden state vector, \(h_{SumLSTM}^e\), in order to incorporate the element path information into the object embedding function. As described in Appendix B.2, \(e_{SumLSTM}^e\) and \(h_{SumLSTM}^e\) are achieved via

\[
\left( e_{SumLSTM}^e, h_{SumLSTM}^e \right) \leftarrow \text{SumLSTM}\left(\{(c_1, h_1), \cdots, (c_{n_e}, h_{n_e})\}, \Theta_{SumLSTM}\right).
\]

It is worth stating that when any child of a branch node is a leaf node (primitive), its corresponding “memory cell vector”, \(c\), is always set to zero while the latent embedding representation of this primitive node (c.f. Section 5.2.1) is treated its corresponding “hidden state vector”, \(h\), in the above SumLSTM implementation of the object container.

Here, we emphasise that the implementations for the JSON format presented above is easily extensible to any other notational formats specified in Figure 1, as demonstrated in Appendix C for the XML format.

6. Experiments

In this section, we describe our experimental settings on a comparative study and report the experimental results on several benchmark datasets.

6.1. Experiments on UCI datasets

To demonstrate our proposed models, we compare the two JSON models described above to several baselines on a number of different classification tasks. In particular, we choose a number of well-known benchmark datasets from the UCI machine learning repository [24]. Since these datasets appear in “tabular” form, we synthesise their corresponding JSON versions by deriving JSON structures from the intrinsic semantic-relationship between different attributes for each dataset.

6.1.1. Dataset Preparation

For each of those benchmark datasets, we recover a hierarchical structure from its attributes, then represent its hierarchical structure in the JSON format. To do so, we apply a number of criteria to select different benchmark datasets for our experiments as follows: 1) Datasets where specific hierarchies are given explicitly (e.g. Car Evaluation); 2) Datasets where a hierarchy can be inferred either from variable names (e.g. Mushroom) or domain knowledge (e.g. Automobile); and 3) Datasets with a clear candidate for lists (e.g. Seismic). In summary, the information of all the chosen datasets are described in Table 1.

There are two different representations for input attributes in each of the chosen datasets; feature vector and JSON format. For feature vector, the input of each example is converted into a vector of various features of the data. Categorical features are encoded as one-hot vectors, and numerical features were normalised by their mean and standard-deviation (across the whole dataset). For JSON format, the input of each example is given as a semantic tree expressed in the JSON format. For each dataset, we manually construct a plausible JSON schema, and convert the input of each example automatically to a JSON entry by using this schema. Example entries for each dataset are shown in Appendix F.

Those datasets with particularly unbalanced classes (i.e. where >80% of examples were a single class) are re-balanced to a 2:1 split by randomly under-sampling on the dominant class, which enables use of classification accuracy for unbalanced datasets without involving the mix of classification accuracy issue and avoids using other evaluation metrics for unbalanced datasets.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Shorthand</th>
<th>#F (^1)</th>
<th>#E (^2)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automobile</td>
<td>automobile</td>
<td>26</td>
<td>205</td>
<td>Dataset consisting of details of various automobiles. The task is to predict the insurance category. Chosen because obvious grouping of attributes exists.</td>
</tr>
<tr>
<td>Bank marketing [25]</td>
<td>bank</td>
<td>17</td>
<td>45211</td>
<td>Dataset consisting of details of customers of a bank. The task is to predict if the customer will respond to a marketing campaign. Chosen because obvious grouping of attributes exists.</td>
</tr>
<tr>
<td>Car evaluation</td>
<td>car</td>
<td>6</td>
<td>1728</td>
<td>Synthetic dataset consisting of basic details of various automobiles (e.g. price, comfort). The task is to predict the overall ‘acceptability’ of an automobile. Chosen because a specific hierarchy is given by the dataset constructors.</td>
</tr>
<tr>
<td>Contraceptive method choice</td>
<td>contraceptive</td>
<td>9</td>
<td>1473</td>
<td>Dataset consisting of the details of various couples in Indonesia. The task is to predict the type of contraceptive method used by a couple. Chosen because obvious grouping of attributes exists.</td>
</tr>
<tr>
<td>Mushroom</td>
<td>mushroom</td>
<td>22</td>
<td>8124</td>
<td>Dataset consisting of details of various mushroom species. The task is to predict whether a given mushroom is poisonous or not. Chosen because obvious grouping of attributes exists.</td>
</tr>
<tr>
<td>Nursery evaluation</td>
<td>nursery</td>
<td>9</td>
<td>12960</td>
<td>Dataset consisting of basic details of various nurseries. The task is to predict the overall ‘acceptability’ of a nursery. Note: labels for the data are generated algorithmically. Chosen because a specific hierarchy is given by the dataset constructors.</td>
</tr>
<tr>
<td>Seismic-bumps [26]</td>
<td>seismic</td>
<td>19</td>
<td>2584</td>
<td>Dataset consisting of various readings from within a coal mine. The task is to predict if there will be a significant seismic event within the next 8 hours. Chosen because of the opportunity to use a JSON list for certain data.</td>
</tr>
<tr>
<td>Student performance [27]</td>
<td>student</td>
<td>33</td>
<td>649</td>
<td>Dataset consisting of details of various students from two schools in Portugal, including prior academic results. The task is to predict the student’s grade at the end of the year. Chosen because obvious grouping of attributes exists.</td>
</tr>
</tbody>
</table>

\(^1\) Number of features/attributes  
\(^2\) Number of examples
6.1.2. Main Experiments

In our comparative study, our JSON models, deep-set and LSTM based implementations described in Section 5.2, are employed to work on the JSON format directly for supervised learning. For the main neural network baseline, we used a Multi-Layer Perceptron (MLP) – a fully-connected neural network architecture which accepts fixed-size feature vectors as inputs—applied to the standard categorical and numerical features for each dataset. Furthermore, we compare to a uniquely existing JSON model developed in [11], which is referred to as the “JSON-Grinder” model, using the source code provided by the authors. Note that this implementation only handles datasets with fixed JSON schemas, hence is only applicable to certain datasets. In addition, we also employ a number of off-the-shelf machine learning models working on the feature vector representation, including logistic regression, support vector machine (SVM) and random forest.

Both our JSON models, and the MLP were implemented using PyTorch and trained using the Adam optimiser [28], on the softmax cross-entropy loss of the raw output of each network. Due to the difficulty of batching examples using the proposed framework, we used pseudo-minibatching, where gradients are accumulated over several examples, and then applied every few steps. This is mathematically equivalent, but generally less computationally efficient due to reduced parallelism. For the JSON-Grinder model we used the original Julia code provided by the authors, while for the non-neural baselines we used the standard implementations from the sklearn python library.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MLP</th>
<th>JSON-Grinder †</th>
<th>Set-based ‡</th>
<th>LSTM-based ‡</th>
</tr>
</thead>
<tbody>
<tr>
<td>automobile</td>
<td>79.0% (1.95)</td>
<td>---</td>
<td>82.4% (4.97)</td>
<td>84.9% (3.58)</td>
</tr>
<tr>
<td>bank</td>
<td>79.3% (0.44)</td>
<td>63.2% (15.75)</td>
<td>78.9% (0.60)</td>
<td>79.3% (0.42)</td>
</tr>
<tr>
<td>car</td>
<td>79.9% (1.40)</td>
<td>---</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
</tr>
<tr>
<td>contraceptive</td>
<td>55.3% (2.78)</td>
<td>55.5% (5.17)</td>
<td>54.0% (5.03)</td>
<td>53.4% (2.31)</td>
</tr>
<tr>
<td>mushroom</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
<td>99.7% (0.37)</td>
<td>100.0% (0.00)</td>
</tr>
<tr>
<td>nursery</td>
<td>95.6% (0.69)</td>
<td>---</td>
<td>99.2% (0.89)</td>
<td>100.0% (0.02)</td>
</tr>
<tr>
<td>seismic</td>
<td>73.3% (5.28)</td>
<td>---</td>
<td>72.9% (3.37)</td>
<td>71.6% (3.86)</td>
</tr>
<tr>
<td>student</td>
<td>37.0% (5.49)</td>
<td>36.0% (4.31)</td>
<td>30.2% (3.59)</td>
<td>34.2% (5.12)</td>
</tr>
</tbody>
</table>

† - Model of [11]
‡ - Our proposed models
1 - Low average due to a low result on a single fold

Experiments are conducted by using 5-fold cross validation [29] and taking the the mean and standard deviation of classification accuracy across the folds. Hyper-parameter search is done independently for each fold using grid search on a held-out 10% validation set, except for three small datasets (automobile, seismic, and student) where 3-fold cross-validation was applied on the whole train fold. The chosen hyper-parameters for each fold are given in Tables A.2 to A.5. An error in the hyper-parameter tuning code means that the learning rate is always set to the default setting, and not adjusted. However, tests with adjusting the learning rate on the car and nursery datasets did not lead to improved performance for the MLP model, hence, this does not appear to have adversely affected the baseline over the proposed models. A subset of the results, including only the neural network models, is described in Table 2. The full results is reported in Table A.1.

It is evident from Tables 2 and A.1 that our JSON models outperforms other models on several datasets where the semantic structure information plays an important role in classification, e.g, Automobile and Car. Overall, the performance yielded by our JSON models is comparable to other models on all the datasets used in our experiments.

6.1.3. Ablation Study

To investigate the importance of different components in our framework, we also carry out an ablation study where certain key components of the TreeLSTM-based model, corresponding to the various aspects of the framework, are

---

This can be found at the following url: https://github.com/pevnak/JsonGrinder.jl
removed, and the resultant simplified model is re-run on those UCI datasets with the same settings described in Section 6.1.2. Thus, we have three simplified JSON models: 1) *Homogenous* types, where all types within the same category were treated as a single type - objects for containers, and strings for primitives. In particular $r_{list}$ was replaced by $r_{object}$ and $r_{boolean}$ and $r_{number}$ were set to $r_{string}(str(x))$; 2) *Pathless*, where the path information was removed from the network. This amounts to tying the weights for all values of path $p$; and 3) *Both* ablations, where both of the above were applied.

Experimental results of this ablation study are listed in Table 3. The experimental results suggest that the main components in our framework play an irreplaceable role apart from the embedding function for data of different primitive types.

### 6.1.4. Data Efficiency

In order to test the effect of using different amounts of training data in learning models, we conduct a data-efficiency study where the training set size was reduced to various fractions. For this study the UCI poker hands dataset is used due to its large number of training examples. This dataset is preprocessed with the input of feature-vector and the JSON format in the same fashion as those UCI datasets described in Section 6.1.1. Each learning model is run with training sets of 5%, 20%, 50%, and 100% of the original number of training examples, where fractional training datasets were constructed by randomly under-sampling from the original training set. Hyper-parameter tuning was done for each model/fraction using random-search on random splits of the train data, using the remaining train examples as the validation set. Testing was done on the provided test set, and each model was trained 5 times using different splits of the full training set. We report the mean, and standard deviation, of the classification accuracy on the test set over the 5 runs. Results are given in Table 4. Chosen hyper-parameters are given in Table A.6.

### 6.1.5. Path-specific functions

To demonstrate how the path specific functions of Section 5.1.2 can be used to tailor an implementation of the framework to a particular dataset, we repeated the experiments on the poker hands dataset with a JSON implementation of the STRLA framework employing path-specific functions. We use the mapping dictionary of Figure 5,
where \texttt{sumTreeLSTM}, \texttt{LSTM}, and \texttt{deepSets} correspond to the same container embedding functions described in Section 5.2.2, and \texttt{catEmbedding} corresponds to a categorical embedding function, where each distinct value is mapped to a separate latent vector. The resulting model is relatively simpler than the Set-based and TreeLSTM-based exemplar models, while the path-specific functions allow the permutation-invariance of the cards in the hand to be targeted via a permutation-invariant function. The results for this “Tailored” model are shown in the final column of Table 4.

```json
{
  'object~..': 'sumTreeLSTM', 'array~..': 'LSTM',
  'string~..': 'catEmbedding', 'number~..': 'catEmbedding',
  '.*': 'deepSets'
}
```

Figure 5: Path mapping dictionary used for the poker-hands dataset

### 6.2. Reinforcement learning task

We also demonstrate our approach on a toy reinforcement learning task consisting of navigating an avatar on a grid-world to collect various boxes. Each time the environment is reset, between 1 to 4 boxes are randomly placed on a 9×9 grid, and the avatar is reset to the centre square. One point is obtained for each box the agent collects by navigating to, and the environment is reset when there are no boxes remaining, or after 100 steps. We implemented this task in py-vgdl [30], which was adapted to use a modified OpenAI gym interface [31]. To obtain JSON state-descriptions, we encode the underlying python objects of each game object into corresponding JSON objects using the in-built python JSON parser, where we encode objects by using the \_dict\_ method to get a dict of attributes of each object. These object-level JSON descriptions are compiled into a JSON list to get a single JSON description of the game state.

```json
{
  'array~..': 'LSTM',
  'object~..': 'sum',
  'string~..': 'categoricalEmbedding',
  'number~..': 'categoricalEmbedding',
  '.*': 'deepSetsEquivariant',
  'number~..rect..': 'embedNumber',
  '..lastrect': 'ignore',
  '..physicstype': 'ignore',
  '..physics': 'ignore',
  '..img': 'ignore',
  '..color': 'ignore',
  '..image': 'ignore',
  '..scale_image': 'ignore',
  '..stypes': 'ignore'
}
```

Figure 6: Path mapping dictionary used for py-VGDL

We use the fully-observed (i.e. without history based policy) Proximal Policy Optimisation algorithm [32], using our JSON network model to encode the environment state into a single latent vector, which we branch off into separate policy and value heads using a single linear transformation. Since the game-state consists of multiple object-level descriptions, for encoding this final list we use the architecture used in [33] (which is a variant of the architecture of [1]), which is applied via path-specific function mapping. Additionally, since various object attributes are cosmetic, or
otherwise irrelevant, we ignore these via path-specific function mappings. The full list of function mappings is given in Figure 6.

For our baseline we use the object-based method of [33] using the same object-level features, but adapted for the PPO algorithm. This uses the same root level architecture, but with hand-defined object-level feature vectors. We also compare to an image-based agent using a Convolutional Neural Network architecture, where input is given as a render of the game-screen. The same hyper-parameters settings were used for all approaches.

Results are given in Figure 7. It should be noted that the training speed of the JSON-based agent was substantially slower (by about 10 times) than the baseline agent.

![Figure 7: Mean average episode reward over 4 runs for the JSON-based agent and the object-based agent. Shaded region denotes the region within 1 standard error of the average over 4 runs (approx 70% confidence interval). Results are smoothed for readability using a Savitzky-Golay filter with window size 11, polynomial degree 3.](image)

7. Discussion

The experimental results suggest that the proposed approach is competitive with other approaches, and even exceeds the performance of other models on certain datasets. In particular on the car and nursery datasets, both our exemplar JSON models attain near perfect accuracy, while the other models fall short. Both of these datasets are synthetic hierarchical datasets, originally intended to test the hierarchical reasoning powers of expert systems. Hence, this suggests that the proposed framework is able to take advantage of hierarchy in data where it exists. The two proposed models also performed comparably to the JSON-Grinder model, with the exception of the poker-hands dataset, where the relative simplicity of the underlying JSON-Grinder architecture likely helped it avoid overfitting on the smaller dataset fractions. However, the JSON-Grinder model was only applicable to those datasets where the dataset schema was fixed, and couldn’t handle examples with missing attributes or where certain attributes changed types across different data examples, highlighting the advantage of the dynamic architecture construction of the proposed STRLA framework. In addition to the car and nursery datasets, all the JSON models (including the JSON-Grinder model of [11]) proved to be much more data-efficient on the poker-hands dataset. This was likely down to the use of permutation invariant functions for representing the cards in the hand in the Set-based and JSON-Grinder models. Meanwhile the MLP baseline uses a fully connected layer with inputs for 5 cards, meaning each permutation of cards is treated separately, increasing the number of different cases the model was required to learn. This was further demonstrated by the tailored model, which used path specific embedding functions to specifically apply a permutation-invariant function to the constituent cards.

However, a significant downside of the proposed approach was its slow iteration-speed compared to other methods. While some of this was down to the greater complexity of the underlying constructed neural network architectures, low CPU/GPU utilisation during training suggests that slow training speeds were largely down to inefficiencies caused by bottlenecks in the framework code. Unfortunately, the use of dynamic construction of the network architecture means
that the framework difficult to optimise. However, more careful integration of the framework code with the underlying deep learning framework could help alleviate these bottlenecks.

The importance of differentiating elements by path information was clearly demonstrated in the ablation study, where the pathless model attained lower accuracy across all datasets. However, the same was not true for the use of separate embedding functions for each type, as the model with homogenous embedding functions performed very similarly to the original model. On the other hand, the difference in performance between the Set-based and LSTM-based models on the poker hands data efficiency study suggests that the choice of components matters, at least in certain cases. This suggests that the appropriate choice of function may be less dependent on the specific element type, and more on the actual data of the element itself. While theoretically JSON may only have three primitive types, in practice, JSON elements can take many different forms (for example strings can be used contain plaintext, dates, encoded binary data, etc.), hence using the same function \( f \) for all instances of a particular type may not be appropriate. This can be addressed using the path-specific functions of Section 5.1.1; by using path-specific functions, the most appropriate choice of embedding function can be used for each element of the data hierarchy rather than relying on the same embedding function for all elements of the same type. However, the appropriate function for each path has to be determined by hand. This reintroduces an unwanted reliance on human input into application of the framework. For future work, one approach would be apply a form of neural architecture search method [34], where various choices of function mapping for each path are tested, keeping the best-performing functions.

In Section 5.1 we describe two different simple approaches to incorporating path information into the embedding functions \( \{f_p\} \) and \( \{f_e\} \), which we use in our exemplar implementations. While easy to implement, these approaches treat paths as discrete identifiers, which ignores a large amount of nuances about paths that could otherwise be exploited. In particular, names in JSON and other semantic tree-structures often comprise of natural language descriptions of the data within; if the names of two elements are similar, then the elements are usually semantically similar. If the semantic related between paths could be better exploited then potentially some learning could be shared between the functions of elements of different, but similar, paths. That is, an update to \( f_e(\cdot, p_e) \) could also update \( f_e(\cdot, p_c) \), where \( p_e \) and \( p_c \) are semantically related. This could be used in transfer learning, where functions \( f_e(\cdot, p_e) \) trained on a source dataset could be applied directly to a target dataset, even when the paths of the elements in the different datasets are not exactly identical.

8. Conclusion

In this paper we have presented a novel framework for applying end-to-end learning on semantic tree-structured data format such as JSON and XML. We have presented exemplar instantiations of this framework for the JSON format, and evaluated them on a variety of different datasets. Our results demonstrate that the proposed models are comparable with existing approaches based on hand-engineered features, even exceeding them on datasets with innate hierarchicality, while being directly applicable to arbitrary JSON data without requiring additional human intervention. While there are still a number of outstanding issues with our implementations of this framework, we believe that these initial results demonstrate the feasibility of our approach, and the end-to-end learning on semantic tree-structured data is promising for AutoML and worth exploring and developing further.

In future work, we would apply our framework to diversified end-to-end learning tasks on semantic tree-structured data by exploring those proposed improvements to our implementation described in Section 7. Moreover, we are going to explore implementations of our framework for further formats such as XML, HTML, YAML, etc.
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Appendix A  JSON and XML Specification

In this appendix, we describe the specification of JSON and XML formats based on the meta-notation scheme described in Section 3.1.

Figure A.1 illustrates the specification of the JSON format with the BNF syntax, which covers all the permissible elements in JSON, and A.2, respectively.

<json> ::= <primitive> | <container>

<primitive> ::= <number> | <string> | <boolean>
; Where:
; <number> is a valid real number expressed in one of a number of given formats
; <string> is a string of valid characters enclosed in quotes
; <boolean> is one of the literal strings 'true', 'false', or 'null' (unquoted)

<container> ::= <object> | <array>
<array> ::= ']' [ <json> *(', ' <json>) ] ']' ; A sequence of JSON values
<value> ::= '<json>' ; A transparent wrapper
<object> ::= '{' [ <member> *(', ' <member>) ] '}' ; A sequence of 'members'
<member> ::= <name> ': ' <json> ; A pair consisting of a name, and a JSON value

Figure A.1: Specification of JSON format with the BNF syntax.

In general, XML consists of many elements. Some elements such as CD data, processing instructions, header and comments are less semantically informative from a supervised learning perspective. Therefore, we ignore such elements and our description focuses on only the main elements in XML. As a result, Figure A.2 illustrates the specification of the core XML format with the BNF syntax.

<xml-document> ::= <header> <xml>

<xml> ::= <primitive> | <container> | <entity-reference>

<primitive> ::= <string> ; Only a single primitive type
<container> ::= *(<tagged> | <empty-tag>) ; Only a single container type
<tagged> ::= '<' <name> <attributes> ']' <xml> '</' <name> '>
<empty-tag> ::= '<' <name> <attributes> '/>' ; We treat this as <tag>@tag
; XML tag is a wrapper name and additional description data in the form of attributes
<attributes> ::= *(<string> '=' <string> '"

Figure A.2: Specification of reduced XML format with the BNF syntax.

Appendix B  LSTM and Tree-LSTM Networks

In this appendix, we describe two building blocks, LSTM [12] and Tree-LSTM [9], used in the implementations of our framework.

B.1  LSTM

In the LSTM architecture [12], an LSTM unit at each time step \( t \) consists of several different mechanisms in the vector form including an input gate, \( i_t \), a forget gate, \( f_t \), an output gate, \( o_t \), a memory cell, \( c_t^{\text{LSTM}} \), and a hidden state,
The LSTM unit works with the transition equations as follows:

\[
\begin{align*}
    i_t &= \sigma(W^{(i)} x_t + V^{(i)} h_{t-1} + b^{(i)}), \\
    f_t &= \sigma(W^{(f)} x_t + V^{(f)} h_{t-1} + b^{(f)}), \\
    o_t &= \sigma(W^{(o)} x_t + V^{(o)} h_{t-1} + b^{(o)}), \\
    c_t &= i_t \odot u_t + f_t \odot c_{t-1}, \\
    h_t^{\text{LSTM}} &= o_t \odot \tanh(c_t),
\end{align*}
\]

where \( x_t \) is the current input at time step \( t \), \( \odot \) denotes the elementwise multiplication operator, \( \sigma(\cdot) \) and \( \tanh(\cdot) \) are the standard sigmoid and the hyperbolic tangent functions, respectively.

Based on those transition equations described above, we can obtain the memory cell and hidden state vectors of the LSTM unit after a sequence, \( \{x_1, \cdots, x_t\} \), is processed:

\[
h_t^{\text{LSTM}} = \text{LSTM}(\{x_1, \cdots, x_t\}, \Theta_{\text{LSTM}}),
\]

where \( \Theta_{\text{LSTM}} \) is a collective notation of all the parameters, \( W_s, V_s \) and \( b_s \), in the LSTM unit.

### B.2 Tree-LSTM

In general, the LSTM architecture [12] is limited to strictly sequential information propagation. To overcome this limitation, two extensions of the original LSTM architecture, Child-Sum and N-ary Tree-LSTMs have been made in [9] for exploiting the structural and the semantic information underlying syntactic parse trees. Here, we adapt one of two extensions, Child-Sum Tree-LSTM, for a build block used in our implementation of the container embedding [9] for exploiting the structural and the semantic information underlying syntactic parse trees. Here, we adapt one.

In general, the LSTM architecture [12] is limited to strictly sequential information propagation. To overcome this limitation, two extensions of the original LSTM architecture, Child-Sum and N-ary Tree-LSTMs have been made in [9] for exploiting the structural and the semantic information underlying syntactic parse trees. Here, we adapt one of two extensions, Child-Sum Tree-LSTM, for a build block used in our implementation of the container embedding [9] for exploiting the structural and the semantic information underlying syntactic parse trees. Here, we adapt one of two extensions, Child-Sum Tree-LSTM, for a build block used in our implementation of the container embedding [9] for exploiting the structural and the semantic information underlying syntactic parse trees.
Appendix C  XML Recursive Networks

In this appendix we describe an example implementation for the XML format as described in Figure A.2.

As illustrated in Figure A.2, XML consists of three components: primitive, container, and entity-reference. As the entity-reference type may be semantically irrelevant to a supervised learning task, we consider only the primitive and the container components for the XML format.

In the XML, the primitive component has only one element: string. Therefore, we can use the exactly same method presented in Section 5.2.1 to carry out the string embedding function for the XML format (see Eq.(5) and the relevant description for details).

In the XML, there is only one container element: the tagged element. As illustrated in Figures A.1 and A.2, however, the container elements in the JSON and XML differ as the XML wrapper provides an option for describing a branch node with a list of attributes. Thus, we can adapt our implementation of the JSON’s array embedding function for this requirement. Here, we present an implementation of this container embedding function for the XML format by making an extension of the LSTM-based method presented in Section 5.2.2. For a branch node, \( e \), it has element path, \( p_e \), \( n_e \) children and a list of \( m \) attributes, \( \{ id_1 = v_1, \cdots, id_m = v_m \} \). As each attribute value, \( v_j \), is a string for \( j = 1, \cdots, m \), we can use the same method described Section 5.2.1 to encode such information as follows:

\[
  f_{atr}(v_j|\Theta_{atr, id_j}) = \frac{1}{|v_j|} \sum_{i=1}^{|v_j|} h_{i}^{LSTM},
\]

where \( \Theta_{atr, id_j} \) is the collective notation of all the learnable parameters in the LSTM network (see Appendix B.1 for details) for attribute \( j \) and \( h_{i}^{LSTM} \) is the hidden state vector when character \( i \) is sequentially input to the LSTM network, which is obtained by

\[
  h_{i}^{LSTM} \leftarrow LSTM\left( \left\{ \text{lin}(v_{j1}, \theta_{id_j}), \cdots, \text{lin}(v_{ji}, \theta_{id_j}) \right\}, \Theta_{atr, id_j} \right),
\]

where \( \theta_{id_j} \) is the collective notation of the parameters in the linear transformation. Thus, the tag embedding function is carried out with another LSTM as follows:

\[
  f_{tag}(h_1, \cdots, h_n, \{ id_1 = v_1, \cdots, id_m = v_m \}|\Theta_{tag, p_e}) = h_{i}^{LSTM} + \sum_{j=1}^{m} f_{atr}(v_j|\Theta_{atr, id_j}),
\]

where \( \Theta_{tag, p_e} \) is the collective notation of all the parameters in this LSTM for the element path, \( p_e \). \( h_{i}^{LSTM} \) is achieved recurrently via

\[
  h_{k}^{LSTM} \leftarrow LSTM\left( [h_1, \cdots, h_i], \Theta_{LSTM} \right),
\]

where \( h_k \) is the latent representation of child \( k \).
### Appendix D  Full results for main UCI experiments

<table>
<thead>
<tr>
<th></th>
<th>MLP</th>
<th>JSON-Grinder</th>
<th>Set-Based</th>
<th>LSTM-Based</th>
</tr>
</thead>
<tbody>
<tr>
<td>automobile</td>
<td>79.0% (1.95)</td>
<td>—</td>
<td>82.4% (4.97)</td>
<td>84.9% (3.58)</td>
</tr>
<tr>
<td>bank</td>
<td>79.3% (0.44)</td>
<td>63.2% (15.75)</td>
<td>78.9% (0.60)</td>
<td>79.3% (0.42)</td>
</tr>
<tr>
<td>car</td>
<td>79.9% (1.40)</td>
<td>—</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
</tr>
<tr>
<td>contraceptive</td>
<td>55.3% (2.78)</td>
<td>55.5% (5.17)</td>
<td>54.0% (5.03)</td>
<td>53.4% (2.31)</td>
</tr>
<tr>
<td>mushroom</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
<td>99.7% (0.37)</td>
<td>100.0% (0.00)</td>
</tr>
<tr>
<td>nursery</td>
<td>95.6% (0.69)</td>
<td>—</td>
<td>99.2% (0.89)</td>
<td>100.0% (0.02)</td>
</tr>
<tr>
<td>seismic</td>
<td>73.3% (5.28)</td>
<td>—</td>
<td>72.9% (3.37)</td>
<td>71.6% (3.86)</td>
</tr>
<tr>
<td>student</td>
<td>37.0% (5.49)</td>
<td>36.0% (4.31)</td>
<td>30.2% (3.59)</td>
<td>34.2% (5.12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Linear</th>
<th>SVM</th>
<th>Random-Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>automobile</td>
<td>72.7% (4.20)</td>
<td>77.6% (3.90)</td>
<td>78.5% (6.43)</td>
</tr>
<tr>
<td>bank</td>
<td>79.3% (0.67)</td>
<td>80.1% (0.56)</td>
<td>79.0% (0.52)</td>
</tr>
<tr>
<td>car</td>
<td>77.3% (3.57)</td>
<td>79.2% (2.23)</td>
<td>72.5% (1.85)</td>
</tr>
<tr>
<td>contraceptive</td>
<td>51.3% (2.35)</td>
<td>55.2% (3.25)</td>
<td>49.1% (2.44)</td>
</tr>
<tr>
<td>mushroom</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
<td>100.0% (0.00)</td>
</tr>
<tr>
<td>nursery</td>
<td>91.1% (0.34)</td>
<td>96.6% (0.21)</td>
<td>93.4% (0.52)</td>
</tr>
<tr>
<td>seismic</td>
<td>74.5% (4.38)</td>
<td>72.5% (2.97)</td>
<td>70.2% (5.80)</td>
</tr>
<tr>
<td>student</td>
<td>35.1% (4.52)</td>
<td>34.7% (2.66)</td>
<td>33.6% (2.59)</td>
</tr>
</tbody>
</table>

Table A.1: Average test accuracy across the four deep models and nine datasets, with standard deviation over five runs in brackets.
### Appendix E  Hyper-parameters for experiments

<table>
<thead>
<tr>
<th></th>
<th>Fold 1</th>
<th>Fold 2</th>
<th>Fold 3</th>
<th>Fold 4</th>
<th>Fold 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E 1</td>
<td>BS 2</td>
<td>W 3</td>
<td>E 4</td>
<td>BS 2</td>
</tr>
<tr>
<td></td>
<td>L 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>automobile</td>
<td>30</td>
<td>16</td>
<td>128</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>bank</td>
<td>3</td>
<td>64</td>
<td>128</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>car</td>
<td>10</td>
<td>4</td>
<td>32</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>contraceptive</td>
<td>3</td>
<td>4</td>
<td>32</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>mushroom</td>
<td>1</td>
<td>4</td>
<td>32</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>nursery</td>
<td>4</td>
<td>16</td>
<td>64</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>seismic</td>
<td>5</td>
<td>16</td>
<td>64</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>student</td>
<td>5</td>
<td>4</td>
<td>32</td>
<td>1</td>
<td>20</td>
</tr>
</tbody>
</table>

1Number of epochs  
2Batch size  
3Hidden layers width  
4Number of layers

### Table A.2: Chosen hyper-parameters for the multi-layer perceptron baseline

<table>
<thead>
<tr>
<th></th>
<th>Fold 1</th>
<th>Fold 2</th>
<th>Fold 3</th>
<th>Fold 4</th>
<th>Fold 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BS 1</td>
<td>TS 2</td>
<td>BS 3</td>
<td>BS 4</td>
<td>BS 5</td>
</tr>
<tr>
<td>bank</td>
<td>4</td>
<td>4000</td>
<td>4</td>
<td>9000</td>
<td>4</td>
</tr>
<tr>
<td>contraceptive</td>
<td>16</td>
<td>500</td>
<td>4</td>
<td>6000</td>
<td>64</td>
</tr>
<tr>
<td>mushroom</td>
<td>64</td>
<td>500</td>
<td>64</td>
<td>500</td>
<td>64</td>
</tr>
<tr>
<td>student</td>
<td>64</td>
<td>100</td>
<td>64</td>
<td>100</td>
<td>4</td>
</tr>
</tbody>
</table>

1 - Batch size  
2 - Train iterations

### Table A.3: Chosen hyper-parameters for the JSON-Grinder baseline

<table>
<thead>
<tr>
<th></th>
<th>Fold 1</th>
<th>Fold 2</th>
<th>Fold 3</th>
<th>Fold 4</th>
<th>Fold 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E 1</td>
<td>BS 2</td>
<td>W 3</td>
<td>E 4</td>
<td>BS 2</td>
</tr>
<tr>
<td></td>
<td>L 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>automobile</td>
<td>50</td>
<td>4</td>
<td>64</td>
<td>50</td>
<td>16</td>
</tr>
<tr>
<td>bank</td>
<td>4</td>
<td>64</td>
<td>128</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>car</td>
<td>20</td>
<td>4</td>
<td>32</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>contraceptive</td>
<td>34</td>
<td>4</td>
<td>64</td>
<td>34</td>
<td>4</td>
</tr>
<tr>
<td>mushroom</td>
<td>2</td>
<td>4</td>
<td>32</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>nursery</td>
<td>4</td>
<td>4</td>
<td>64</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>seismic</td>
<td>20</td>
<td>4</td>
<td>32</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>student</td>
<td>50</td>
<td>64</td>
<td>32</td>
<td>50</td>
<td>64</td>
</tr>
</tbody>
</table>

1Number of epochs  
2Batch size  
3Hidden layers width

### Table A.4: Chosen hyper-parameters for the set-based JSON-NN model
### Table A.5: Chosen hyper-parameters for the LSTM-based JSON-NN model

<table>
<thead>
<tr>
<th>Dataset fraction</th>
<th>Model Parameter</th>
<th>5%</th>
<th>20%</th>
<th>50%</th>
<th>100%</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>Epochs</td>
<td>100</td>
<td>100</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>20%</td>
<td>Batch size</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>50%</td>
<td>Hidden size</td>
<td>128</td>
<td>128</td>
<td>32</td>
<td>32</td>
</tr>
<tr>
<td>100%</td>
<td>Num layers</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>150000</td>
<td>Train Steps</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>100000</td>
<td>Batch size</td>
<td>4</td>
<td>64</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>250000</td>
<td>Hidden size</td>
<td>32</td>
<td>128</td>
<td>128</td>
<td>64</td>
</tr>
<tr>
<td>250000</td>
<td>Epochs</td>
<td>100</td>
<td>100</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>64</td>
<td>Batch size</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>128</td>
<td>Hidden size</td>
<td>128</td>
<td>128</td>
<td>128</td>
<td>32</td>
</tr>
<tr>
<td>128</td>
<td>Epochs</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>50</td>
<td>Batch size</td>
<td>4</td>
<td>16</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>64</td>
<td>Hidden size</td>
<td>128</td>
<td>128</td>
<td>64</td>
<td>128</td>
</tr>
</tbody>
</table>

Table A.6: Chosen hyper-parameter for all models for the different fractions of the poker hands dataset.
Appendix F  Examples of constructed JSON entries for UCI datasets

F.1 Car evaluation

```
{
    "PRICE": {
        "buying": "vhigh",
        "maint": "vhigh"
    },
    "TECH": {
        "COMFORT": {
            "doors": 2,
            "persons": 2,
            "lug_boot": "small"
        },
        "safety": "low"
    }
}
```

F.2 Nursery evaluation

```
{
    "EMPLOY": {
        "parents": "usual",
        "has_nurs": "proper"
    },
    "STRUCT_FINAN": {
        "STRUCTURE": {
            "form": "complete",
            "children": 1
        },
        "housing": "convenient",
        "finance": "convenient"
    },
    "SOC_HEALTH": {
        "social": "nonprob",
        "health": "recommended"
    }
}
```

F.3 Poker hands

```
[
    {
        "suit": "Hearts",
        "rank": 10
    },
    {
        "suit": "Hearts",
        "rank": "Jack"
    },
    {
        "suit": "Hearts",
        "rank": "King"
    }
]
F.4 Mushroom

{
  "cap": {
    "shape": "convex",
    "surface": "smooth",
    "color": "brown"
  },
  "gill": {
    "attachment": "free",
    "spacing": "close",
    "size": "narrow",
    "color": "black"
  },
  "stalk": {
    "shape": "enlarging",
    "root": "equal",
    "surface": {
      "above-ring": "smooth",
      "below-ring": "smooth"
    },
    "color": {
      "above-ring": "white",
      "below-ring": "white"
    }
  },
  "veil": {
    "type": "partial",
    "color": "white"
  },
  "ring": {
    "type": "pendant",
    "number": 1
  },
  "bruising": true,
  "odor": "pungent",
  "spore-print-color": "black",
  "population": "scattered",
  "habitat": "urban"
}

F.5 Seismic bumps
{"work-shift": "N",
"assessments": [
  {
    "type": "seismic",
    "result": "a"
  },
  {
    "type": "acoustic",
    "result": "a"
  },
  {
    "type": "geophone",
    "readings": {
      "total-energy": 15180,
      "deviation-energy": -72,
      "number-pulses": 48,
      "deviation-pulses": -72
    },
    "result": "a"
  }
],
"readings": {
  "total-energy": 0,
  "max-energy": 0,
  "bumps": [
    {
      "range-start": 10e2,
      "range-end": 10e3,
      "total-bumps": 0
    },
    {
      "range-start": 10e3,
      "range-end": 10e4,
      "total-bumps": 0
    },
    {
      "range-start": 10e4,
      "range-end": 10e5,
      "total-bumps": 0
    },
    {
      "range-start": 10e5,
      "range-end": 10e6,
      "total-bumps": 0
    },
    {
      "range-start": 10e6,
      "range-end": 10e7,
      "total-bumps": 0
    },
    {
      "range-start": 10e7,
      "range-end": 10e8,
      "total-bumps": 0
    }
  ]
}
"total-bumps": 0
},
{
  "range-start": 10e8,
  "range-end": 10e10,
  "total-bumps": 0
}
],
"total-bumps": 0
}

F.6 Contraceptive method choice

{
  "wife": {
    "age": 24,
    "education": 2,
    "religion-is-islam": true,
    "now-working": true
  },
  "husband": {
    "education": 3,
    "occupation": 2
  },
  "children": 3,
  "standard-of-living": 3,
  "media-exposure": 0
}

F.6.1 Automobile

{
  "make": "alfa-romero",
  "price": 13495,
  "curb-weight": 2548,
  "mpg": {
    "city": 21,
    "highway": 27
  },
  "powertrain": {
    "engine": {
      "fuel-type": "gas",
      "fuel-system": "mpfi",
      "aspiration": "std",
      "engine-type": "dohc",
      "compression-ratio": 9.00,
      "bore": 3.47,
      "stroke": 2.68,
      "num-of-cylinders": 4,
      "displacement": 180,
      "horsepower": 111,
      "peak-rpm": 5000
    }
  }
}
```
"engine-location": "front",
"drive-wheels": "rwd"
},
"chassis": {
  "dimensions": {
    "length": 168.80,
    "width": 64.10,
    "height": 48.80
  },
  "wheel-base": 88.60,
  "body-style": "convertible",
  "num-of-doors": 2
}
```

F.7 Bank marketing

```
{
  "age": 56,
  "job": "housemaid",
  "marital-status": "married",
  "education": "basic.4y",
  "loan": {
    "personal": "no",
    "mortgage": "no",
    "in-default": "no"
  },
  "contact": {
    "type": "telephone",
    "last-contact": {
      "month": "may",
      "weekday": "mon"
    },
    "this-campaign": {
      "number": 1
    }
  },
  "indicators": {
    "emp.var.rate": 1.1,
    "cons.price.idx": 93.994,
    "cons.conf.idx": -36.4,
    "euribor3m": 4.857,
    "nr.employed": 5191
  }
}
```

F.8 Student performance

```
{
  "school": "Gabriel Pereira",
  "reason-for-chosing": "course preference",
  "sex": "Female",
  "age": 18,
  "health": 3,
  ``
"household": {
  "rural": false,
  "travel-time": "15 to 30 min.",
  "internet": false,
  "education-support": false,
  "family": {
    "size": "> 3",
    "relationship quality": 4,
    "parents": {
      "separated": true,
      "guardian": "mother",
      "mother": { "education": "higher education", "job": "stay-at-home" },
      "father": { "education": "higher education", "job": "teacher" }
    }
  }
},

"study": {
  "hours-per-week": "2 to 5 hours",
  "continue-to-higher": true,
  "attended-nursery": true,
  "extra-support": true,
  "num-fails": 0,
  "tutored": false,
  "absences": 4
},

"social": {
  "free-time": 3,
  "socialising-external": 4,
  "alcohol-consumption": { "weekday": 1, "weekend": 1 },
  "extra-curricular": false,
  "in-relationship": false
}