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Abstract

This thesis shows that it is feasible to build modular FPGA systems which can dynamically change the hardware resources in the spatial and the temporal domains using existing tools and accelerators, to improve maintainability, adaptability, and accessibility for FPGA systems.

To achieve this, first, a modular FPGA development flow is proposed to build an FPGA operating system, spanning both software and hardware level, where each component can be changed, reused, or ported to other systems with minor changes and recompilation steps. This modular flow removes the dependencies in existing infrastructures while supporting a wide range of FPGA use cases (static acceleration to dynamic multi-tenant acceleration) with easy-to-use software interfaces for both software and hardware developers. This platform is then extended using OpenCL to perform scheduling across two types of computing devices available on modern FPGA systems, i.e. both CPU and FPGA. To improve the adaptability of the system while maximising system utilisation, a novel concept called ‘resource elasticity’ is proposed to allow the system to change the amount of resources used by a task transparently from the user in both space and time domain. Further, this is combined with the ability to dynamically move computation between CPU and FPGA (as well as collaborative execution) to allow changing the 1) device type (CPU or FPGA or both), 2) accelerator type, 3) number of compute units and 4) workload partitioning while supporting multi-tasking. Finally, this platform is used with multiple nodes to show how we can perform live migration across different FPGA nodes to allow system maintenance, load balancing and fault tolerance at the cluster level.

Overall, with these contributions, this thesis enables building scalable FPGA systems that can support environments with dynamic workloads (e.g. cloud and edge computing) without compromising on the programmability, performance and ease of use for FPGAs. Further, the proposed solutions also improve the productivity for general FPGA users through a modular development flow and high-level user interfaces.
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Chapter 1

Need for Maintainability, Adaptability and Accessibility

Thesis statement: It is feasible to build modular FPGA systems that can dynamically change the hardware resources in the spatial and the temporal domains for performance improvement using existing tools and accelerators if we adopt right abstraction layers and programming models.

1.1 Motivation

With the slowdown in the transistor scaling, adding more transistors on a chip to improve performance using general-purpose CPU architecture and multi-processing is becoming difficult because of lower manufacturing yield [29]. Hence, industry and academia are considering an alternate form of computation which specialises towards their target application needs [42]. One way to achieve this is by producing application-specific chips (ASICs). However, fabricating a chip is expensive and only suitable for the widely used application. More importantly, once fabricated, the chip cannot easily adapt to new algorithms or market needs. An alternative to this are Field Programmable Gate Arrays (FPGAs). They provide a trade-off between cost and specialisation, as they can be manufactured once but configured to application-specific needs even during system operation. This allows FPGAs to accelerate a broader range of applications using existing fabrication technology than standard ASICs. In particular, their ability for customised computing provides an advantage over standard CPUs not just in terms of performance but also higher energy efficiency for many applications [66, 88]. This combination of performance and energy efficiency makes them a suitable candidate.
for computing at the edge and exascale computing systems where energy consumption restrictions are stringent, and applications require high performance [8, 74].

In particular, these advantages have brought the FPGAs in cloud datacenters [88, 92] and at the edge [8, 133], making them accessible to the masses at an unprecedented scale. To make FPGAs easier to use and manage, they are virtualised with an ‘FPGA shell’ to host multiple hardware accelerators. An FPGA shell is a hardware infrastructure comprising the standard functionalities required for acceleration on FPGAs, such as memory and network access, and the ability to host multiple accelerators. The accelerators for these shells can be described directly as hardware circuits in hardware description languages (HDL) or in high-level software languages, such as C or OpenCL, with the help of high-level synthesis (HLS) [56, 119]. To abstract them further, cloud providers and FPGA vendors provide software libraries accessible by users which leverage these accelerators behind the scenes for high performance while providing the same interface as standard software systems [130, 131, 133]. This mode of use is known as Acceleration-as-a-Service (AaaS). It allows software developers and application-domain users to benefit from hardware acceleration without in-depth knowledge of FPGAs.

Overall, as a result, the FPGA ecosystem is moving towards a lightweight FPGA operating system (OS) which can provide a standard set of abstraction layers and common system functionalities to build scalable systems required to support large-scale deployment and a variety of user needs, i.e. help achieve FPGA virtualisation [108] (see Section 2.6 for details). Ideally, this FPGA OS would also allow to share the FPGA transparently between multiple users and adapt to changing workload requirements to maximise the system utilisation like a software OS does for CPUs. This is crucial for cloud infrastructures as this would allow to serve more users with the same number of FPGA nodes and adapt to changing user needs. Further, the OS needs to ensure an easy-to-use interface for both software and hardware developers, i.e. provide high-level acceleration libraries but also allow easy integration for new accelerators built by hardware developers.

However, achieving this is difficult as each FPGA and the accelerator is different and requires a different set of settings before they can deliver high performance and energy efficiency (see Figure 1.1). In particular, the current FPGA development flow passes these differences between component compilations which lead to recompilation of the entire system for minor changes, for example, when changing EDA tool version or adding new IP in the shell [129] (as shown in Figure 1.2). Hence, we must first solve
Figure 1.1: Variety of sources for heterogeneity in the FPGA development and deployment stack span across core elements of both hardware and software.

the problem of handling heterogeneity in the FPGA stack with lightweight abstraction layers to improve maintainability and design flow scalability. Past projects such as ReconOS [67] and Borph [99] aimed to solve some of these issues via abstraction interfaces such as threads or UNIX processes which allowed hardware accelerators to interact and integrate directly with software operating systems like software processes. However, this only solves the issue for interaction between hardware and software layers, and not between the hardware components (shell and accelerators). Further, in contrast to their philosophy, current FPGA systems aim towards enabling hardware acceleration for software applications which allows them to avoid expensive primitives required for thread synchronisation [67] and process communication [99] at the hardware level.

To allow FPGA systems to adapt to dynamic workloads, we need to be able to pause and resume accelerators with low overhead. However, this is very different from CPUs, where we can save and restore registers for context-switch in software. In contrast, FPGA accelerators are hardware circuits and can store their internal state in an arbitrary amount of registers and block RAMs available on-chip. In the past, the preemptive context-switch for FPGA accelerators has been proposed using configuration read-back and scan chains to read the internal state [39, 58, 76, 98] (see Section 3.4.2 for details). However, these approaches impose expensive context-switch penalties.
Figure 1.2: If we update the shell IP or EDA tool version, the rest of the system components must be recompiled because of the dependencies in standard tool flow [128,129].

and restriction on accelerator design, which reduces the acceleration benefits of FPGAs. Consequently, current FPGA systems often employ a run-to-completion model and refrain from runtime resource reallocation entirely [56,119]. This results in low utilisation and long wait-times for acceleration requests (see Section 5.3). Moreover, this restriction at node level also reduces the adaptability at cluster level as the cluster manager cannot move computation from one FPGA node to another for maintenance, load balancing or fault tolerance purposes until the application completes.

To provide better accessibility for both software and hardware developers, we need to ensure that high-level interfaces are similar to existing software stacks and easy to extend to new accelerators without imposing design constraints or extensive effort. Currently, the library interfaces are easy to use for software programmers [123,130,131] but require an additional effort from the hardware designers for writing new hardware interface wrappers or drivers and their integration into software stack [119,128] (see Section 3.3).

1.2 Contribution

To solve these challenges of maintainability, adaptability, and accessibility (MAA), in this thesis, we propose:

- **A modular FPGA operating system (FOS):** FOS adopts a modular FPGA development flow to allow each type of OS component (hardware or software) to be replaced, reused, or ported to different FPGA systems without extensive design effort or compilation time. Moreover, the runtime system provides full support

---

1A single FPGA chip.
for multi-tenancy with the ability to execute accelerators written in various languages (C, C++, OpenCL, or RTL) concurrently and dynamically replicate or switch to a different version of an accelerator to improve utilisation and system performance. To interact with these accelerators, application developers can use high-level APIs (available in multiple languages) to access the FPGA in three modes: 1) static acceleration for a single user, 2) dynamic acceleration for a single user and 3) dynamic acceleration in multi-tenant environments. At the same time, hardware developers can write light-weight interface descriptions to integrate their hardware accelerators into the FOS platform and benefit from its high-level software APIs.

- **Heterogeneous resource elastic scheduling**: Resource elasticity for FPGAs aims to maximise the resource utilisation and performance by dynamically changing the spatial and temporal resource allocation of FPGA accelerators. To achieve this, we adopt cooperative context-switching based on data parallelism and scale the resource allocation by changing to an implementation alternative or replication transparently from the user. Since modern FPGA systems often include a CPU on board (soft or hard) \(^{[126]}\), our runtime system also scales the i) number of CPU cores, ii) moves computation between CPU and FPGA, and iii) performs collaborative execution\(^{[2]}\) to maximise the system performance without user involvement when using OpenCL\(^{[3]}\). From an application’s point of view, the runtime system exposes only a generic accelerator call and transparently performs the entire resource allocation and hardware accelerator management (including FPGA configuration).

- **Live migration for OpenCL FPGA accelerators**: Using FOS and the resource elastic runtime system, we can dynamically change resource allocation on a single FPGA node. To extend this towards an FPGA cluster, we propose blocking and non-blocking live migration methods for OpenCL FPGA accelerators with minimal overhead to improve the flexibility of a cluster manager. We demonstrate how we can use this to transparently i) update FPGA nodes, ii) improve load balancing, and iii) achieve better reliability.

\(^{2}\)Execute an application on both CPU and FPGA together.

\(^{3}\)For FPGA only systems, resource elasticity also extends to C, C++ and RTL accelerators via FOS.
1.3 Scope

The primary contribution of this thesis lies in the proposed abstractions layers and the resource elastic management for FPGAs. We use existing tools and standard development practices wherever possible to keep the solutions applicable to existing systems.

In particular, we perform the modifications required in the partial reconfiguration (PR) flow to reduce hardware dependencies using the philosophy of \[60\] and using open-source research tools available \[6,84,111\]. Hence, the PR flow is not a contribution of this thesis, but only its application to build modular FPGA systems.

To build a multi-node FPGA system, we need to consider many aspects ranging from network connectivity to distributed frameworks to fault-tolerance mechanisms. However, in this thesis, we only focus on how we can use the proposed solution to better support the goals and needs of multi-node systems. For more details on the problems and solutions proposed in the research community, refer to Section 2.5.

Further, the methods and concepts proposed in this thesis can be adopted with other virtualisation technologies such as software virtual machines monitors (VMM) and FPGA overlays (see Section 2.6). However, their integration and optimisation for low overhead require solving different research problems and hence lies out of the scope of this thesis.

Additionally, the focus of this thesis is not on how we can automatically develop high-performance FPGA accelerators of varying resource requirements used for resource elastic scheduling. We believe design space exploration for resource budgeting to be a related but separate problem from runtime resource allocation.

1.4 Thesis Outline

The rest of this document is organised into five main chapters:

- **Chapter 2**: Describes and categorises the different types of FPGA virtualisation and how we can combine them to provide a more comprehensive set of features. Moreover, it identifies the issues and the gap which still exist in the current FPGA ecosystem towards maintainability, adaptability, and accessibility.

- **Chapter 3**: States the proposed solutions to the issues discussed in Chapter 2

---

\[60\]: Prohibit all wires crossing between static and reconfigurable region except for pre-defined interfaces during place and route stage. This allows us to compile static logic and accelerators separately.
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(modular development flow, resource elastic scheduling, and transparent live migration) and describes the background definitions, core concepts and methods involved in these solutions. Further, it discusses the trade-offs involved in the scheduling problem and various methods we can adopt to achieve our aim of building modular FPGA systems with spatial resource sharing. Finally, it concludes with a summary of the methods adopted in this thesis and their system requirements.

- **Chapter 4**: Describes and discusses the implementation details to realise the methods and concepts proposed in Chapter 3 in three parts. First, it describes FOS — the FPGA operating system infrastructure to support modularity in the FPGA development flow and FPGA runtime management. Then it presents the details of the heterogeneous runtime system which runs on top of FOS shell and driver layers to schedule resources on both CPU and FPGA transparently. Followed by the multi-node architecture to enable and implement OpenCL accelerator migration methods from Chapter 3.

- **Chapter 5**: Evaluates the methods and implementations based on their performance and overhead under different use-case scenarios, workload behaviours and FPGA platforms using latency, throughput, wait-time, schedule makespan (completion-time) and system utilisation as primary metrics. This evaluation is performed in three phases: we first evaluate the base modular FPGA infrastructure, then the dynamic resource allocation on CPU+FPGA systems and the accelerator migration across FPGA nodes.

- **Chapter 6**: Summarises and states the key contributions of this thesis and their implications for future FPGA systems. It also identifies the future work required to further improve the efficacy of proposed methods and the potential new research directions.

The appendices of this document include 1) the theory behind resource elastic scheduling for FPGAs and heterogeneous systems in Appendix A and 2) a brute-force approach to resource elastic scheduling for fairness and performance and its evaluation on long and short running task workload in Appendix B.
1.5 Publications

Following papers have contributed towards this thesis:
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Additional papers and contributions during the span of the PhD which are not part of this thesis:


Chapter 2

Survey on FPGA Virtualisation

2.1 Chapter Overview

This chapter answers the question of what are the existing ways to abstract and manage the FPGA resources and heterogeneity. To do this, a survey on the state-of-the-art methods and their aims for FPGA virtualisation at all levels of FPGA stack (from FPGA architecture to FPGA clusters) is presented with a discussion on how these methods combine to form the current FPGA ecosystem. In particular, this survey reveals the three critical areas in which present methods for FPGA virtualisation do not well match the industry needs and serves as the motivation for this thesis.

2.2 Understanding FPGA Virtualisation

The term “virtualisation” has acquired various meanings over time, with a characteristic trait being the introduction of an abstract layer to simplify the interface and hide the system complexity. In particular, for FPGA virtualisation, the definitions and techniques have changed over time due to changes in application requirements when compared to an earlier survey on FPGA virtualisation in 2004 by Plessl and Platzner [87]. In that work, FPGA virtualisation was classified into three categories: temporal partitioning, virtualised execution, and virtual machine.

Temporal partitioning is used to fit large designs on relatively smaller FPGAs by reconfiguring an FPGA to host a partition of a design one after other at a time. Temporal partitioning is still in use for certain applications like ASIC emulation. However, majority of the current applications which require more FPGA resources than available on a single chip also tend to require executing the application in parallel, i.e. in
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the spatial domain with multiple FPGAs rather than in time [82, 88]. Thus, temporal partitioning is nowadays usually used at task-level for large-scale datacenters where a task may span multiple FPGAs but may be swapped with another task in time.

Virtualized execution in the survey [87] was used to define the approach of splitting up applications into multiple communicating tasks (e.g., following a Petri-net model) and using a runtime system to manage them. The aim of this was to support device independence within a device family using dynamic reallocation and bitstream relocation. However, in the recent years, such runtime systems are deployed to support a wide range of applications while separating application functionality from standard static functionalities (such as I/O and communication). Hence, it is now used not only for device independence within the family but also for higher design productivity, isolation and resource management. The static part which provides support for accelerators is often referred to as a shell [88] or Hypervisor for virtual FPGAs (vFPGAs) [59] and details of this will be discussed in Section 2.4.

Finally, Plessl and Platzner defined virtual machines to be systems which provide complete device independence by using an abstract architecture to describe applications. This architecture could be translated later into native architecture by a remapping tool or an interpreter (i.e. an FPGA hosting the virtual machine). This approach, in particular, is now known as FPGA overlays [100] (also called Intermediate architecture or Intermediate fabric [22]) where the abstract architecture can be defined in many ways as discussed further in Section 2.3.1.

Nowadays, FPGA virtualisation is starting to coincide with techniques for software virtualisation at a conceptual level, with growing support for heterogeneous systems and concepts such as Acceleration-as-a-Service (AaaS) [31].

The objectives of FPGA virtualisation are similar to the core objectives that resulted in the development of virtualisation used in traditional CPU/software systems. The main objectives are:

• **Multi-tenancy:** Ability to serve multiple different users using the same FPGA fabric.

• **Resource Management:** Providing an abstraction/driver layer to the FPGA fabric and means of scheduling tasks to the FPGA as well as monitoring its resource usage.

• **Flexibility:** Ability to support a wide range of acceleration workload, i.e. from custom accelerators to framework-specific accelerators to a bump in the wire
model (i.e. transparent in-network processing).

- **Isolation:** Providing the illusion of being a sole user of the FPGA resources for better security, fewer dependencies and correctness of the program execution.

- **Scalability:** The system/application can scale to multiple different FPGAs or can support multiple different users at relatively low overhead.

- **Performance:** The impact of virtualisation should be minimal on the performance achievable and the FPGA resources usable by the user application.

- **Security:** Ensuring that information between tenants is not leaked and for safe-keeping the infrastructure from malicious users.

- **Resilience:** Ability to keep the system/service running despite failures.

- **Design productivity:** Improving the time to market and reducing the complexity of deploying designs on an FPGA platform.

Despite sharing these objectives, virtualisation techniques from the software domain cannot always straightforwardly be applied to FPGAs. This is mostly due to one fundamental difference between CPU/GPUs and FPGAs: applications are hardware circuits rather than a set of (machine) instructions. This leads to differences which require consideration when devising a solution for virtualisation. These differences include a very high context switch penalty, space-time sharing rather than just time, different development tools, high development time, and high heterogeneity in the system as each accelerator represents a distinct hardware module. Thus, many different FPGA virtualisation approaches have been proposed as summarised in Figure 2.1.

### 2.2.1 Classification of FPGA Virtualisation

Existing work on FPGA virtualisation can be classified in many ways, for example, based on the virtualisation techniques, different use cases or execution models. However, these classification criteria would include a time context, and the classification may change, for example, with the advent of new applications or requirements over time. Instead, we propose a classification scheme based on the abstraction levels of the computational systems that apply virtualisation, such that same classification can capture future changes in the field and categorise the work at following levels (as shown in Figure 2.1): Multi-node level, Node level, and Resource level.
These levels are defined as follows:

- **Resource level**: A resource on an FPGA can be of two types: reconfigurable or non-reconfigurable. Hence, for this level, we consider architecture virtualisation and I/O virtualisation. Examples at this level include Overlays [12, 21] for architecture abstraction and transparent I/O sharing in multi-tenant system [59, 117].

- **Node level**: We define a node as a single FPGA. Thus, we consider infrastructure and resource management techniques for this level. Examples at this level include VMM support [16, 115], runtime systems [5, 109, 126] and shells (also called hardware infrastructure of FPGA OS and Hypervisor-vFPGA approach) used to serve multiple concurrent user accelerators [13, 16, 30, 88, 139].

- **Multi-node level**: We define multi-node as a cluster of multiple FPGAs. Hence for this level, we consider techniques and architectures used to connect multiple FPGAs for accelerating a job. Examples at this level include MIT’s Leap [33], MapReduce [107, 116, 134] and Microsoft Catapult [88].
2.3 Virtualisation at Resource Level

In contrast to standard CPU/software virtualisation, FPGAs have to virtualise two distinct types of resources: reconfigurable and non-reconfigurable (i.e. I/O). These resources operate in a fundamentally different manner from each other. The reconfigurable resources are based on the FPGA architecture and represent the fabric onto which the reconfigurable accelerators are mapped. This mapping process varies from architecture to architecture. Consequently, the accelerators are required to be resynthesised when used across different systems, which can take anywhere from minutes to days, depending on the complexity of the design. Hence, the virtualisation at this level for reconfigurable resources aims at providing the portability of accelerators and rapid compilation by mapping accelerators to an abstract architecture and then using a tool or interpreter. Generic hardware descriptions also serve as a methodology to abstract from a specific target architecture and to provide portability across FPGA vendors.

Whereas, the non-reconfigurable resources represents the I/O resources, which are also found in the CPU/Software domain. Thus, these resources require similar abstraction and security measures as in software but with hardware support on FPGAs. This can include hard IPs such as embedded CPUs or memory controllers as well as soft-logic that is considered static at runtime. The virtualisation techniques employed for both types of resources are discussed in following subsections.

2.3.1 Overlays

Overlays provide another level of programmability that is implemented on top of the low-level FPGA resources, as shown in Figure 2.2. They are commonly used to improve productivity, allow runtime compilation, or to support portability of functionality across different systems (and even different FPGA vendors).

Overlays allow the compilation process to be split into two parts and decreases the compilation time required for generating an accelerator considerably when the CAD tool part can be omitted. Note, Java Virtual Machine’s byte-code relates to native machine code as the overlay’s application binary relates to the configuration of the overlay implemented on top the FPGA fabric. Similarly, like the byte-code translation to native machine code for achieving better performance, overlay applications may be directly translated into configurations of the underlying FPGA architecture [53][63].
Figure 2.2: Overlay design flow.

Overlay architectures can range from multi-core systems to custom processing elements (PE) to custom LUT types, depending on the application or productivity requirements.

Jain provided a comprehensive overview of coarse-grained FPGA overlays in his PhD thesis [51] which are programmable at the data-word/operator level. Concisely, coarse-grain FPGA overlays can be soft-core processors, either from academia [15] or from industrial vendors [3,122], vector processors [18,93,94,135,137], and connected arrays of processing elements (PEs) [21,23,36,65,96], in which programmable PEs and interconnects are provided. The motivation behind these soft-core processor approaches tends to be the provisioning of a more familiar programming environment for software developers, in contrast to the fine-tuned hardware accelerator implementations which target performance. In particular, vector processors based on multi-ALU parallelism have been shown to achieve a significant speed-up compared to soft-core counterparts. Examples include DySER [36], Venice [93] and Vegas [18].

The Firm-core project by Lysecky et al. [69] is an early example of a fine-grained overlay where the entire overlay programming was carried out by user logic implemented on top of the FPGA. ZUMA [12] improved implementation cost by mapping overlay LUTs and overlay multiplexers into LUT-configuration of the hosting FPGA fabric. Koch et al. [63] improved the implementation cost further by mapping the LUTs and the overlay routing directly onto the underlying FPGA routing fabric.

Overall, the extra level of programmability through an overlay comes at a substantial cost that needs to be justified. An example of this is the DRAGEN chip for DNA processing where the overlay abstraction allows domain experts (that are not FPGA experts) to benefit from FPGAs. Another example where overlays can be better than

\[1\text{https://www.illumina.com/products/by-type/informatics-products/dragen-bio-it-platform.html}\text{ Accessed: 18 Feb 2020}\]
Figure 2.3: I/O virtualisation architecture, where an application can access multiple different I/O devices as if they were one or share the I/O devices transparently.

traditional HLS or RTL accelerators are situations that require rapidly changing functionality (at a speed that cannot be met using partial reconfiguration). For instance, VectorBox commercialises vector processor overlays where the same compute substrate is used for various concurrently running tasks under real-time constraints [94].

2.3.2 I/O Virtualisation

I/O virtualisation aims at managing I/O resources such that multiple applications can share the same resource or access multiple different resources with the same interface. Figure 2.3 shows an example where virtual channels are established between I/O devices and applications which do not correspond to the physical channels available for the I/O devices. The I/O virtualisation layer in the middle can be used to enforce the security measures (e.g., in memory virtualisation [13, 59]), hide complexity of the I/O interface [59], monitor resource usage and enforce QoS (e.g., in cloud systems) [16], as well as optimising access time (e.g., provide buffers for memory load and stores).

Fundamentally, the virtualisation support for I/O is the same as in CPU/software, with the main difference being the implementation technology. For FPGAs, the virtualisation can be either implemented in a software domain (e.g., by using a soft-core [13] or a host CPU [30, 103]) or a dedicated hardware module [59, 117, 139] using some reconfigurable resources. The software approach tends to be used for high flexibility or to save more reconfigurable resources for application logic. Whereas, the hardware approach tends to be used for high performance I/O access and management.

Moreover, the I/O virtualisation layer can also be used to assist a CPU for higher performance I/O access rather than just serving the accelerators on the chip. For example, Abbani et al. [11] have shown how FPGAs can be used to accelerate storage up to $6 \times$ performance for data-intensive applications running on a distributed reconfigurable
active SSD platform. While Chalamalasetti et al. [14] and Lavasani et al. [66] showed an FPGA accelerator-based solutions for Memcached. Further, Microsoft uses FPGAs in the Catapult project to reduce network traffic to CPU by delegating the majority of NIC requests directly to FPGAs [88]. Note, these are just a few examples which are applied to accelerate I/O by offloading compute-intensive work to an FPGA as a middleware.

2.4 Virtualisation at Node level

Virtualisation support at the node level represents the infrastructure (in both hardware and software) required to manage the resources related to a single FPGA. It is useful to split the node level virtualisation into three different categories: 1) Virtual Machines Monitors (VMMs), 2) shells, and 3) scheduling, as described in the following subsections.

2.4.1 Virtual Machine Monitors

The Virtual Machines Monitors (VMMs) are a standard way of performing virtualisation in the CPU world and tackle various challenges which apply to FPGA virtualisation. Thus, it is only natural to extend VMMs to support FPGAs. Wang et al. [115] made one such attempt, where an FPGA accelerator integration took place at the lower device driver level in the Xen VMM. Their experiments show that VMMs implementation can access FPGA accelerators with close-to-zero overhead compared to without VMM layer and at the same time share the accelerator among multiple operating systems. This approach is a good fit for the applications which require only static acceleration support and tight coupling of VMMs on a host CPU with an FPGA accelerator. The micro-kernel approach by Xia et al. [120] takes this approach one step further and provides multiple partial regions and resource sharing mechanisms for VMMs while Jain et al. [52] use a micro-kernel with overlay virtualisation to also provide accelerator portability. Chen et al. [16] presents another similar effort for integrating Xilinx FPGAs into Linux-KVM with OpenStack support.

Overall, all these prototypes provide isolation between multiple processes or multiple virtual machines, with some support for resource allocation and they aim at fulfilling the following virtualisation objectives: Multi-tenancy, Resource Management, Isolation, Security and Resilience.
Moreover, FPGA virtualisation with VMMs integration tends to adopt the conventional model of treating CPU as a first-class citizen and FPGAs as a special peripheral. This makes the incorporation of FPGAs in software domains a little easier for the software programmers since accessing an FPGA accelerator tends to become a simple library call with a similar interface as a GPU. Hence, applications can scale to use multiple FPGAs by employing standard software frameworks used for GPUs, with minor modifications.

### 2.4.2 Shells

*Shell* is a recent term used to describe the static part of the FPGA system and is often referred to as *Hardware infrastructure of FPGA OS* or *Hypervisor for vFPGAs* [59]. In the past, FPGA operating systems such as ReconOS [67] and Borph [99], which allowed the hardware accelerators to access software operating system services via communication and synchronisation primitives of threads or UNIX process interfaces, aimed at making hardware accelerators an equal counterpart to the software processes. However, the current virtualisation needs are different and aim at providing hardware acceleration services to the software processes. Hence, these shells are designed to be lightweight and only provide the common infrastructure required for different applications, i.e. all of the I/O virtualisation support, resource management and the drivers required to program the hardware accelerators.

There are many ways in which a shell can provide these requirements. Figure 2.4 shows some of the infrastructures proposed in the recent works which target virtualisation in particular. Table 2.1 lists various approaches for shells where a platform provides a separation of application logic from the OS logic based on the execution models they support.

At this level of virtualisation, the execution models are the prime factors for deciding which functionality is required to be a part of shells, and these can be categorised into four types:

- **SFSA**: Single FPGA Single Application
- **SFMA**: Single FPGA Multiple Applications
- **MFSA**: Multiple FPGAs Single Application
- **MFMA**: Multiple FPGAs Multiple Applications
Figure 2.4: Proposed FPGA infrastructure and shells for hosting one or more reconfigurable applications with virtualisation where a) is Network-attached [118], b) is Tarafdar et al. [103], c) is Catapult [88], d) is Fahmy et al. [30], e) is Byma et al. [13], f) is Feniks [139], g) is Chen et al. [16], h) Asiatici et al. [5], i) IBM Zurich [117], and j) Knodel et al. [59].
In most cases, multiple applications on a single FPGA are achieved using multiple partial regions. These regions can be of identical shapes as well as different shapes. The different shaped approach is usually taken to support multiple different sizes of modules without having to reconfigure the entire FPGA (by loading the accelerator to the required size region) using standard partial reconfiguration (PR) flow. Whereas, identically sized partial regions (also called tiled regions or resource slots) are used to combine partial regions to host bigger accelerators with customised PR flow. The best example of this is the Erlangen Slot Machine which was designed with flexibility in mind. In a slotted shell, an application can occupy one or more adjacent slots, providing more flexibility for the resource allocation and reduces internal fragmentation.

Moreover, each execution model requires some form of connectivity and this can be categorised into three different classes: i) host connectivity, ii) independent connectivity, and iii) hybrid connectivity. Shells which support only host connectivity let a host CPU handle the resource management of the FPGA to a certain extent and use the majority of reconfigurable resources for the applications. With the availability of embedded CPU cores providing a rich set of peripherals (e.g., as available in ZYNQ Ultrascale+ FPGAs), this model is now feasible as a single chip solution. However, for datacenter/cloud environments, it can lead to under-utilisation of resources as the FPGA allocation is tightly coupled with the CPU allocation. Thus, there are proposals which recommend independent connectivity for these scenarios, which allow sharing of FPGA resource among multiple different CPUs or even act as a standalone device for the application. This flexibility often requires FPGA support for the network layer and other I/O resources (e.g., Ethernet and memory controllers), which can occupy a considerable amount of the available FPGA resources in some cases (as shown in Table 2.2). In contrast to host connectivity and independent connectivity, the hybrid approach aims at supporting both forms of connectivity to benefit from i) offloading control intensive or complex resource management tasks to CPUs but also ii) use the dedicated hardware on an FPGA to accelerate I/O accesses if required (as done in Microsoft’s Catapult platform).

2.4.3 Scheduling

Scheduling, in general, is a well-established topic in software systems, specifically for multi-tenancy and for improving utilisation of resources. The conventional techniques of scheduling are preemptive, non-preemptive, and co-operative scheduling which can
Table 2.1: Hardware platforms and their application support. Note that the certain platforms may be able to scale multiple FPGAs via CPU, but without the mention of network support for scaling in the paper, we refrained from including them into the multi-FPGA category.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Single FPGA</th>
<th>Multi-FPGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single</td>
<td>[30], [114], [103], [88], [119], [140], [47], [118], [113], [50], [27], [97], [104], [138]</td>
<td>[13], [59], [139], [16], [10], [112], [119], [5], [140], [47], [30], [138]</td>
</tr>
<tr>
<td>Multi-FPGA</td>
<td>[118], [103], [88], [113], [27], [104], [138]</td>
<td>[13], [139], [117], [59], [138]</td>
</tr>
</tbody>
</table>

be used to share the FPGA in the *time domain*.

However, these techniques cannot be applied directly for all types of FPGA accelerators as the state space which require saving for an FPGA accelerator is, in general, non-trivial if we perform a context switch at an arbitrary time. This is because the state may be spread out across Flip-Flops, Logic Cells and BRAMs. Saving and restoring the complete state for such a case can easily take milliseconds \[39, 58\] in addition to partial reconfiguration latency. Further, the hardware support required for preemptable hardware module tends to be restrictive and very target specific (see Section 3.4.2 for details).

Rupnow et al. \[89\] proposes a non-preemptive policy that does not induce this without hardware restrictions, where a hardware task is either blocked, dropped or rolled back to CPU if a context switch needs to be performed. The non-preemptive approach simplifies the design and can be implemented at relatively low-cost because the accelerators run to completion. In contrast to both the preemptive and the non-preemptive approach, co-operative scheduling employs context switching when an application reaches an execution checkpoint for minimal overhead \[7, 43, 109, 120\].

The trade-offs involved in different types of hardware context-switching methods will be discussed further in Section 3.4.2.
Table 2.2: Comparison of state-of-the-art infrastructure present at the node level. For scalability we consider the support of connectivity in the shell (Low: host connection only, Medium: network connection, & High: both host and network connection), for flexibility support for range of acceleration models is considered, i.e. custom accelerators, framework, and bump in the wire (Low: 1 model, Medium: 2 model, & High: all 3 models), for programmer productivity we consider if shell supports RTL, HLS/DSL and frameworks (Low: only RTL, Medium: HLS / DSL + RTL, & High: HLS/DSL + RTL + frameworks), for isolation we consider how advance support is provided by component managers (Low: 1, Medium: 2, & High: > 2 resource multiplexing) and finally for utilisation we consider the number of regions and scheduling capabilities (Low: 1 region, Medium: > 1 region, & High: > 1 region + spatial scheduling). *The only reported area metric.

<table>
<thead>
<tr>
<th>OS infrastructure</th>
<th>FPGA Area</th>
<th>Multi-tenancy</th>
<th>Scalability</th>
<th>Flexibility</th>
<th>Programmer Productivity</th>
<th>Isolation</th>
<th>Utilisation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Byma et al. [13]</td>
<td>74% (BRAM)</td>
<td>✓</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>Low</td>
<td>Medium</td>
</tr>
<tr>
<td>Chen et al. [16]</td>
<td>41% (Logic)*</td>
<td>✓</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
<td>Medium</td>
</tr>
<tr>
<td>IBM Zurich [117]</td>
<td>33% (Logic)*</td>
<td>✓</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Fahmy et al. [114]</td>
<td>7% (Total)</td>
<td>✓</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>-</td>
<td>Low</td>
</tr>
<tr>
<td>Catapult [88]</td>
<td>76% (Total)</td>
<td>✗</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>-</td>
<td>Low</td>
</tr>
<tr>
<td>Network-attached [118]</td>
<td>32% (BRAM)</td>
<td>✓</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>-</td>
<td>Low</td>
</tr>
<tr>
<td>Tarafdar et al. [103]</td>
<td>19.56% (BRAM)</td>
<td>✗</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>-</td>
<td>Low</td>
</tr>
<tr>
<td>Feniks [139]</td>
<td>13% (Logic)</td>
<td>✓</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Knodel et al. [59]</td>
<td>42% (Logic)</td>
<td>✓</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
<tr>
<td>Asiatici et al. [5]</td>
<td>-</td>
<td>✓</td>
<td>Low</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>ArmophOS [57]</td>
<td>-</td>
<td>✓</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Amazon F1 [92]</td>
<td>34%</td>
<td>✗</td>
<td>Low</td>
<td>Medium</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>ECOSCALE [74]</td>
<td>43%</td>
<td>✓</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>ZUCL 2.0 [85]</td>
<td>20%</td>
<td>✓</td>
<td>Low</td>
<td>Medium</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
</tr>
</tbody>
</table>
Spatial Domain Scheduling for FPGAs

Many related approaches have hypothesised and theoretically investigated placement and scheduling approaches in the spatial domain to avoid fragmentation and for improving FPGA utilisation [4,19,25,26]. In these publications, theoretical and simulation results show that scheduling in the spatial domain can potentially improve performance for FPGAs. However, only very recent research is investigating possible implementations of FPGA virtualisation in the spatial domain. Asiatici et al. [5] proposed dynamic scheduling which can take advantage of the free slots available at runtime to maximise the utilisation and thus the performance. This scheduling approach maximises the number of pipeline instances when a task is created and keeps this allocation untouched until task completion. A dynamic scheduling technique which can potentially increase or decrease accelerator’s resource consumption according to the workload requirements at runtime is a particularly desirable feature when moving forward in multi-tenant systems.

Scheduling for CPU+FPGA Systems

Many researchers have proposed various ways to describe the computation for multiple device types (i.e. CPU, GPU, FPGA, and ASICs), such as the thread-based model of ReconOS [67] and Hthreads [2,81], the OpenCL programming model [77], and domain-specific languages (DSL) (e.g., HeteroCL [64]). A programmer either has to select the device type by instrumenting the code [67,73] or passing hints/profiling information to the runtime as meta-data [7,20]. These unifying task descriptions then allow a centralised scheduler (or runtime system) to allocate resources on different devices with guarantees to achieve the same result.

For proposals with hardware thread implementation [67,81], a standard software OS scheduler performs the scheduling, and once the device type is selected, the task runs to completion [2], hence, achieving task partitioning between different devices. Beisel et al. [7] proposed an extension of this, by using cooperative scheduling to allow multi-tasking on heterogeneous platforms with time sharing. However, despite the flexibility to reallocate resources between different device types, that work assumed the FPGA accelerators to be static, i.e. did not leverage the reconfigurability of FPGAs.
Table 2.3: Comparison of different optimisation parameters considered by different CPU+FPGA schedulers. Where multi-tasking is the ability to share resources between multiple different tasks/users, device type selection is automatically choosing the appropriate device for execution, work-load partitioning is the sharing of work across multiple devices, number of compute units is ability to change the number of execution units, and accelerator type selection is the ability to choose implementation of accelerator(execution unit) on same device.

<table>
<thead>
<tr>
<th>Past Work</th>
<th>Multi-tasking/Task partitioning</th>
<th>Device type selection</th>
<th>Work-load partitioning</th>
<th>Number of compute units</th>
<th>Accelerator type selection</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReconOS [67]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BORPH [99]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Hthreads [2]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Beisel et al. [7]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Asiatici et al. [5]</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>ArmophOS [57]</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cong et al. [20]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Nunez-Yanez et al. [79]</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Guzmán et al. [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Huang et al. [45]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Our proposal in Section 4.3</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

The runtime systems for OpenCL and DSL, in contrast to hardware threads, often focus on a single application and consider optimisation such as workload partitioning between different devices (i.e. distributing data-parallel work across different devices). This collaborative execution is based on either static partitioning factors [37,45] or identified at runtime by profiling [20] or dynamic scheduling of data-parallel work [37,45,79]. These methods have been shown to improve performance by exploiting idle units available in a system. Overall, with the rise in the heterogeneous platforms providing both CPU and FPGA² these approaches can improve performance and energy efficiency. However, at present only device type selection and workload partitioning are considered as optimisation parameters (see Table 2.3). In particular, with the reconfigurability, FPGAs allow selecting the accelerators type and the number of compute units at runtime. Optimising these additional parameters combined with support for multi-tasking is an open research problem, solving which can help unlock better performance and energy efficiency for heterogeneous systems.

²In some cases, even GPUs [125].
Scheduling for Clusters

Specific scheduling approaches have been proposed to target a FPGA as a Service (FaaS) and an Acceleration as a Service model (AaaS). One such approach is mapping multiple users who require the same accelerator functionality on the same FPGA such that partial reconfiguration is not required to serve multiple users [44, 48]. Another approach has been implemented for VineTalk by Mavridis et al. [73], to provide support for sharing an FPGA within a native server, a virtual machine, or a container in a heterogeneous datacenter. The user can select the appropriate accelerator type (e.g., GPU or FPGA) based on workload or algorithm specifics through this API. With the adoption of OpenCL as a de-facto standard for heterogeneous computing and proposals like SparkCL [91] for bridging the gap between Java and OpenCL, these techniques seem to be leading the way for the heterogeneous computing paradigm at the cluster level.

2.5 Virtualisation at Multi-Node level

The aim of virtualisation at multi-node level is to map an acceleration job across multiple FPGAs in a transparent manner. To provide this abstraction, a virtualisation model must provide communication among multiple FPGAs and abstract the details of how they connect from the user. Applications at this level often run on a data-parallel piece of the problem where each FPGA computes the whole job or where multiple FPGAs accelerate a problem in conjugation with each other.

Multiple FPGAs can commonly be connected in three different ways, as shown in Figure 2.5. These are i) FPGA-to-FPGA architectures where FPGAs directly communicate with other FPGAs, ii) a server-client architectures where a server is a remote CPU issuing workload to the independent FPGAs, and iii) the traditional server-client architectures where both server and client are CPUs, and FPGA is a special hardware peripheral attached to a client CPU. Note that systems may combine these models to form a hybrid architecture based on the application requirements. For instance, Microsoft’s Catapult [88] uses an architecture with directly linked FPGA (as in a) of Figure 2.5) that are connected to a CPU node as shown in variant c) in Figure 2.5.

These architectures are the underlying base for the three virtualisation models as discussed below: custom clusters, frameworks, and cloud services.
2.5.1 Custom Clusters

In the custom cluster approach, the computation is split among multiple FPGAs, where data is passed after processing from one FPGA to another by FIFO/file/network semantics. The approach often follows a systolic arrays model where each Processing Elements (PE) is an FPGA. Examples of this FPGA-to-FPGA architecture are Leap [33], ViTAL [138], and Maxeler MPC-C and MPC-X series [82]. Leap requires the user to annotate the code with special pragmas to create FIFOs which are latency insensitive to communicate with a different FPGAs. These FIFOs send data using high-speed serial transceivers and expose the content again in FIFO buffers on the other side of the channel. A similar approach is taken by Maxeler when connecting multiple FPGAs using a proprietary point-to-point connection protocol called MaxRing [82]. As an alternative, an automated version of this approach is presented in ViTAL [138] with partial reconfiguration support.

Accelerators can also be designed to communicate directly with other nodes by explicitly using the network connections, such that data movements and compute is tailored to the target application. An example in this category is Levenshtein’s distance implementation for CUBE (a one-dimensional cluster of 512 FPGAs) which exploits a systolic architecture for stream processing across multiple FPGAs [136].

2.5.2 Frameworks

The framework model for virtualisation takes a similar path as the software world and adopts the server-client architecture for deploying accelerators. A server CPU is responsible for configuring the FPGAs and managing application data, while FPGAs are

Figure 2.5: Architectures used to scale an acceleration job across multiple FPGAs. Where a) represents FPGA to FPGA communication, b) shows a server-client architecture where FPGA directly communicate with the server and c) denotes the server-client architecture where FPGAs are special peripherals to the client CPU.
responsible for performing the actual computation. Various data management techniques have been studied before extensively for distributed systems using CPUs, and the same techniques can potentially be reused for FPGAs. In particular, frameworks like Map-Reduce can be supported with FPGAs by implementing the map and reduce functions as FPGA accelerators, where the data is distributed to FPGAs and collected back after the computation in the standard Map-Reduce manner \[95, 116, 134\].

Furthermore, frameworks can also help to bridge the heterogeneity between devices, as the programmer writes the application against a fixed interface. An example of this is Axel, where Map-Reduce is used to form heterogeneous clusters providing FPGAs and GPUs \[107\]. However, to implement this, a JVM based framework needs to be extended to support FPGAs efficiently. Chen et al. \[17\] has shown that JVM-to-FPGA communication overhead can be significant and it requires careful handling for frameworks such as Apache Spark to minimise communication and data movements.

Moreover, the support for an industry-standard language for heterogeneous computing such as OpenCL has been investigated. To virtualise FPGAs using the SDAccel framework for OpenCL from the vendor Xilinx, Tarafdar et al. \[103\] propose using an MMU layer to map data across multiple FPGAs (i.e. allocating data across multiple FPGAs and using a directory to fetch/send the data transparently from/to remote nodes). Further, Iordache et al. \[48\] proposed the concept of FPGA Groups to share one or more physical FPGAs configured with the same accelerator. Here the granularity of resource allocation is a whole FPGA which may not lead to high utilisation. However, an auto-scaling algorithm allows to grow or shrink the number of FPGAs in a group dynamically. Huang et al. \[44\] proposes a similar model for their Blaze runtime, which aims at implementing FPGA as a Services (FaaS). Blaze not only extends Hadoop YARN (a cluster management system) with accelerator sharing among multiple computing tasks but also reduces the required programming effort considerably for systems like Apache Spark and YARN.

### 2.5.3 Cloud Services

The cloud service model completely abstracts the details of where the computation is taking place from a user. A user is only guaranteed quality-of-service (QoS) and correctness of the output, and thus in the background, an FPGA can be employed to perform computing instead of a CPU. Note, this approach is different from providing FPGA as a Service (e.g., EC2 service by Amazon \[92\]), as it does not relate to the provisioning of FPGAs but provisioning of the application/web-service itself. Microsoft
took this approach for accelerating the Bing web search ranking algorithm [88] to achieve 95% higher performance at the cost of 10% higher power consumption. Baidu has reported similar results for accelerating Deep Neural Networks (DNN) [80]. Moreover, the runtime system can utilise FPGA as co-processors to accelerate compute-intensive kernels in a high-performance computing environment. An example of this is the work done by El-Araby et al. for Cray XD1 [28] using FPGAs as co-processors for the Single Program Multiple Data paradigm.

2.5.4 Hybrid Architectures

There are also hybrid architectures which can support multiple forms of connectivity based on the FPGA infrastructure available at the node level. An exemplar of hybrid architecture is Microsoft’s Catapult project [88] which allows the acceleration of tasks as a special peripheral connected to a host CPU core but can also communicate among FPGAs directly in a standalone fashion. FPGAs with network access can support all connectivity architecture as a CPU can be provided as a soft-core or an embedded SoC on an FPGA. The most common technique to manage these FPGAs is to use OpenStack for provisioning of the FPGAs and letting the user connect and program the FPGA using an IP or MAC address of the FPGA or vFPGA [13, 103, 118]. This gives the user the flexibility to connect to the FPGA using remote procedure calls or socket connections. Moreover, this complexity can be further abstracted away by using frameworks and libraries for typical applications [73].

2.6 Discussion

There are multiple directions and levels at which virtualisation is required and employed, as mentioned in previous sections. However, these virtualisation approaches are not entirely isolated from each other. Figure 2.6 shows how these individual developments can be combined for a complete FPGA solution at various execution levels. For example, I/O virtualisation can be implemented as part of the standard system functionality and Overlays can be compiled for the PR region to lower reconfiguration latency, improve portability and ease of use for non-FPGA experts. Virtual machine monitors and containers can then mediate and isolate the users in a software environment while providing access to FPGA shell services. The scheduler for the VMM or other middleware can dynamically manage the FPGA resource allocation in the time
domain and transparently from the user. Distributed frameworks can be used to share
the application workload on a custom cluster where each node is providing multi-
tenancy support for efficiency and high-performance computing.

However, despite these advances in FPGA virtualisation at various levels, the cur-
rent FPGA ecosystem is suffering from three major issues:

- **Lack of modularity and portability in system infrastructures:** The current FPGA
development flow is rigid and assumes many direct dependencies between sys-
tem components (for both hardware and software components), which do not
allow them to be replaced or ported to another system without significant ef-
fort or recompilation (see Section 3.3). This severely affects the developer pro-
ductivity and maintainability of the systems in the long run. Existing work on
FPGA operating systems [67, 99] achieved decoupling between hardware and
software with heavy interface wrappers (threads and UNIX processes). How-
ever, the new needs of virtualisation require more light-weight solutions (e.g.,
at library function call level) and further decoupling among hardware compo-
nents (shell and accelerators) as well as software components (libraries, runtime
system and drivers).
• **Lack of adaptability to changing workloads:** Runtime resource allocation is typically tied to the time-domain only, ignoring the spatial dimension for which the FPGAs are often deployed. This leads to under-utilisation of resources in multi-tenant systems and makes the overhead of context-switching more pronounced. Moreover, there is a lack of heterogeneous systems which can automatically move computation between different types of devices, such as CPU and FPGA, for performance optimisation while supporting multi-tenancy. Hence, these heterogeneous systems often cannot realise the potential performance achievable by using various types of accelerators, devices, or number of compute units for application execution.

• **Lack of adaptability in FPGA clusters:** Since FPGA accelerators often execute with a run-to-completion model, most systems refrain from dynamically moving an accelerator from one FPGA to another during execution for load-balancing, maintenance, or fault-tolerance purposes. Given that, at the cluster level, these are the most common operations and are required to provide resilience and quality-of-service guarantees, live migration for FPGA accelerators is an essential feature. However, the existing solutions for accelerator migration employ preemptive context-switching and blocking migration mechanisms (see Section 3.6) which lead to restrictions on accelerator design and expensive penalty [58]. A new solution which can transparently move an accelerator from one FPGA to another with low overhead is required.

Furthermore, solutions to these issues must 1) provide ease of use for both hardware and software developers, and 2) be able to support standard hardware accelerator design practices, i.e. i) avoid addition of external logic to reduce performance and resource overheads, and ii) remain applicable to existing accelerators as much as possible to allow widespread adoption in industry and research environments rather than being application-specific solutions.

Hence, in this thesis, we tackle these three core issues by 1) building a modular FPGA OS with support for 2) dynamic reallocation of heterogeneous resources and 3) low overhead live migration to enable large scale development and deployment of FPGA systems with higher efficiency and performance while using existing applications and tools. Following Chapter 3 and Chapter 4 describes and discussed these solutions and their implementation in further detail, respectively. The final system evaluation for various use-cases and workloads can be found in Chapter 5.
Chapter 3

Modularity and Resource Elasticity: Concepts, Methods and Trade-offs

3.1 Chapter Overview

In this chapter, we introduce the concepts, methods, and trade-offs required to resolve the three key issues highlighted in Section 2.6 (lack of modularity, adaptability at node level and multi-node level) for the FPGA virtualisation ecosystem.

To resolve the first issue of lack of modularity and portability, we need an FPGA operating system which spans across both hardware and software levels. Hence, in Section 3.2, we describe the layered architecture of an FPGA operating system as well as the required functionalities and components at both hardware and software levels. We then discuss the sources of dependencies and how they can be mitigated by introducing a set of abstraction layers between development stages to achieve a modular FPGA operating system in Section 3.3.

To solve the second issue of lack of adaptability to dynamic workloads on FPGAs, we introduce the concept of ‘resource elasticity’ to allow FPGA accelerators to change their resource allocation in the spatial domain at runtime in addition to time-domain multiplexing in Section 3.4.1. The challenges and methods for performing a hardware context-switch on FPGAs to enable such a dynamic resource allocation are discussed in Section 3.4.2. With the ability to allocate resources in the spatial domain at runtime, the resource elastic schedulers face a new set of trade-offs compared to traditional time domain only schedulers and these will be discussed in Section 3.4.3.

Moreover, modern FPGA systems often include an on-chip CPU; hence, to maximise the system utilisation, it is essential to schedule execution on both CPU and
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FPGA together. However, this requires to consider additional optimisation parameters at runtime. Hence, Section 3.5 describes the standard system infrastructure of modern FPGA systems and corresponding optimisation parameters in detail. To enable the dynamic resource allocation across these different types of devices (CPU and FPGA), we need to be able to migrate computation between them. Section 3.5.1 will discuss the techniques to perform this while Section 3.5.2 describes the common execution model (OpenCL) to support different heterogeneous devices with the same source code.

To address the third issue of lack of adaptability in multi-node FPGA systems, we need a low overhead migration scheme which can hide the latency of transferring data and compute to another node from the user and allow the cluster manager to adapt resource allocation for performance optimisation and reliability. Hence, in Section 3.6, we propose and describe the methods for live migration of OpenCL FPGA accelerators which fulfil this requirement.

Finally, in Section 3.7 we summarise and detail the system requirements to build a modular FPGA operating system which can support dynamic workloads and solve the three key issues. We will discuss the implementation details of the concepts and methods adopted for this operating system in Chapter 4.

3.2 FPGA Operating System

FPGA accelerators can provide high-performance computing at very low energy cost for applications ranging from neural-networks to multi-media acceleration to network processing, and this has brought FPGAs to large-scale deployments as datacenter devices in the cloud and as embedded systems at the edge. However, to sustain this broad scope of requirements present in terms of heterogeneity of devices, operation environments, EDA tools, and users and developer needs, we require a standardised way to manage and integrate FPGA system components, in other words: we need an FPGA operating system.

Unlike standard CPU operating systems which consist only of a software infrastructure, an FPGA operating system requires an infrastructure at both the hardware and the software level (as shown in Figure 3.1). The following subsections describe the role of each level in detail.
3.2.1 Hardware Infrastructure

The hardware infrastructure is implemented directly on top of the physical FPGA resources and is commonly built using a partial reconfiguration (PR) flow (e.g., Amazon F1 FPGA instances [92]). A PR flow generates a system in two partitions: a static system and one or more reconfigurable regions. An FPGA shell is essentially the static system of the PR flow and can be considered hardware equivalent to a software OS kernel. It provides common functionalities required by the accelerators such as an interconnect, network, and memory access as well as (optional) other I/O and management IPs necessary for the target system. The counterpart of the shell is the partially reconfigurable region (also called a slot) which can host different hardware accelerators at runtime. A shell which supports multiple partial regions can support multi-tenancy in the spatial domain by allowing multiple accelerators to execute in parallel. Figure 3.2 shows an example of such a shell. However, the number of partial regions, their location and sizes depend on the system requirements and changes from system to system. Hence, an integral part of the shell is the compilation flow required to map the hardware modules onto the resources of a PR region with the required physical interface for the target system infrastructure.

Moreover, a shell often includes a CPU, either in the form of a soft-core (e.g., on the datacenter FPGAs [126]) or a hardened CPU-core on MPSoC platforms used for embedded systems [126]. This CPU is used to host the software infrastructure which is necessary for managing the FPGA resources (see Section 3.2.2 for details).

With this, a shell provides the basic OS functionality at the hardware level to host hardware applications (accelerators) on an FPGA.
3.2.2 Software Infrastructure

The software infrastructure of an FPGA operating system serves as a middle layer between the hardware accelerators and the user applications (software) while executing on a host CPU (soft or hardened). However, unlike software operating systems, the software infrastructure for an FPGA OS should be resilient to dynamic changes in the underlying hardware and be portable to different FPGA boards while hiding the heterogeneity from the software programmer. Consequently, an FPGA OS is responsible for managing the heterogeneity of the hardware resources available on the FPGA as well as to provide the high-level APIs and software integration for ease of development. This requires the software infrastructure to provide five important functionalities:

1. A boot-loader and a kernel to bring up the FPGA system in an operational state.
2. A set of drivers and hardware abstraction layer (HAL) to communicate with the hardware accelerators.
3. A scheduler to dynamically allocate FPGA resources (i.e. partial regions) and hardware accelerators to software applications.
4. High-level standard libraries to make hardware acceleration easily accessible.
5. Integration with existing CPU software stacks to benefit from legacy code.

3.3 Modular Development Flow

To support the FPGA virtualisation requirements, FPGA operating systems need to provide better portability with low overhead, i.e. the introduction of intermediate layers and communication cost must be low in terms of the latency and the reconfigurable
resources required. However, to achieve this is difficult because hardware accelerators and boards require unique optimisations and implementations, leading to heterogeneity in FPGA shells, accelerators, EDA tools, and low-level software required to interface with it. This reduces not only the portability of a system but also its maintainability, which is a crucial aspect for any operating system (OS). A simple change in a tool version or the addition of a system IP can lead to a recompilation of the whole FPGA stack when using the current industry tool flow [56, 119], as shown in Figure 3.3. Essentially, implying that update in the operating system means recompilation of all applications which run on top of it.

The following subsections explain the causes of these dependencies during FPGA development flow and how we can mitigate them with low overhead.

### 3.3.1 FPGA Development Stages

There are five primary stages of development required for a multi-tenant/cloud FPGA system, as shown in Figure 3.4. The bottom two stages of this stack are hardware...
development stages which drive the application performance and the support for multi-
tenancy (via PR).

In particular, 1) *shell development* requires designing and implementing the com-
mon system functionalities required by the user accelerators. An essential step at this
stage is floorplanning which includes deciding the amount of resources to be allocated
to accelerators and a definition of the interface exposed to the accelerators. This stage
also requires identifying the address mappings at which the driver layer will access the
accelerators.

While the shell development provides the infrastructure, its counterpart, 2) *accel-
erator development*, involves designing RTL or HLS accelerators with application-
specific optimisations (commonly for the highest performance achievable with the al-
located resource budget). To compile the accelerators for the shell, the compiler must
know the exact resources available in the partial regions and the physical locations of
the interface pins. Without this information, we cannot implement partially reconfig-
urable accelerators. However, with the current FPGA vendor partial reconfiguration
development flows, accelerator compilation directly depends on the shell and requires
knowing the implementation (internal resource allocation and routing) of a shell [129].
This is because accelerator modules are implemented as an increment to a specific
shell. Hence, any update made to the shell requires recompiling of the accelerators.
Note that this flow is used to build the most state-of-the-art shells [30, 57, 59, 117, 140].

The remaining three stages of the stack are software development stages which aim
at programming the accelerators, performing runtime optimisations, and improving the

---

**Figure 3.4**: The FPGA development stages and the abstraction layers required between
them to support modularity.
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developer productivity.

The 3) *PetaLinux/Driver development* involves building the embedded software required to boot up the board with the necessary I/O and high-level functionalities as well as means to communicate with the accelerators in order to send and receive data. The current Xilinx tool flow expects the user to write a new driver for each accelerator or generate one automatically when using Vivado HLS [32]. This new driver has to be either built with the embedded Linux kernel [128] directly (for foreknown hardware) or with a device-tree overlay (for hardware known only at runtime). EDA tool vendors provide a hardware abstraction level (HAL) to make the development of the drivers easier via APIs to read and write to accelerators, to perform reconfiguration calls as well as basic C functionalities to enable debugging and fast development [127]. However, an accelerator developer or embedded Linux developer must take the responsibility to write and integrate the driver correctly into the rest of the Linux environment.

The layer above this fundamental driver and kernel layer forms 4) a *runtime system or libraries* for hardware acceleration. This provides a high-level API (such as OpenCL) to the user for serving reconfiguration and acceleration requests to the lower hardware layers [56, 119, 127]. However, currently, no FPGA vendor tools provide support for multi-tenancy.

Finally, 5) in the *application development stage* a developer (commonly a domain expert) performs the required task in software while using hardware acceleration where appropriate. Note that a developer at this stage may not possess the skills required to implement the underlying FPGA development stack.

Overall, each step of this stack requires sophisticated knowledge which makes designing systems challenging for individuals or small design teams. In case of large teams, these dependencies require frequent synchronisation and integration tests which slow down the development process. Given the complexity and the effort required for the task involved, often the final system is application-specific and cannot be reused or ported for different needs. To avoid this, we need a standard set of APIs such that a component can be swapped at each stage without recompilation or redevelopment of the components above or below it as long as the APIs are maintained. Thus, allowing each stage to be a modular artefact in itself.

Such an abstraction stack would also allow 1) the software stack to be reusable across all types of FPGAs and FPGA boards, 2) not require the accelerator developers to write drivers, and 3) update system components in the shell with no need to propagate the changes to other stages in the stack.
3.3.2 FOS Abstraction Stack for Modularity

We can achieve this by implementing 4 key layers of abstractions (as shown in Figure 3.4):

- **Decoupled Hardware Compilation Flow**: Ability to compile accelerators and shells in isolation from each other, i.e. the accelerators would compile against a fixed physical interface and a bounded resource region. This prevents any changes in IPs or the shell from propagating to accelerators (given that we do not change the PR region and its interface).

- **Logical Hardware Abstraction**: Exposing the accelerator and the shell in a high-level format with only a minimum set of parameters as required to build the drivers and perform the resource allocation. For the shell, this would include information such as how many regions it supports and at what addresses they can be accessed. Whereas, for the accelerators, it would include the i) internal hardware address register mapping (ADR map) for programming the accelerators and ii) meta-data associated with the accelerators for scheduling and management purposes (e.g., the size or maximum execution latency). Note that HLS compilation (through Vivado HLS) provides this information without the need of any manual step.

- **Accelerator Interface Libraries**: Using a standardised register mapping format to provide generic driver support for accelerators with streaming or master-slave interfaces (which are the most common interfaces provided by shells). Thus, it relieves the accelerator developer from the responsibility of writing drivers. In the case that the adoption of the standardised format is not feasible, a developer can use HAL APIs to build drivers.

- **Runtime and Multi-tenancy API**: Execution API which can abstract the interface at the logical level and which can span across multiple languages to provide high-level integration to existing software stacks, while supporting the necessary primitives or programming models for dynamic resource allocation.

Implementation details of these abstraction layers will be discussed in Section 4.2.
3.4 FPGA Scheduling Concepts

An FPGA scheduler is responsible for adapting to the changing workloads and plays two main roles for virtualisation: 1) an illusion of unlimited FPGA slots (i.e., an application does not have to worry about currently available resources) and 2) optimise system utilisation and performance transparently from users. The following subsections describe the essential concepts required to achieve this.

3.4.1 Resource Elasticity

Let us first consider a software system where multiple tasks run in parallel on a single CPU. In this case, a scheduler would allocate the compute resources in the time domain to maximise the utilisation, i.e., assigning each task a time slot in which it can use the CPU. In contrast to this, an FPGA is a spatial computing device. Hence, a scheduler must allocate resources in the spatial domain to maximise the utilisation. This implies that reconfigurable resources must be allocated in a fractional amount to the tasks. We call this fractional block of reconfigurable resources a slot (or PR region). Figure 3.5 shows a visual representation of the slot. A scheduler can allocate one or more of these slots on the FPGA to tasks for FPGA sharing. In a dynamic system where tasks can arrive and leave at any time, the scheduler needs to be able to reallocate these slots to keep the utilisation high. To achieve this, the tasks on an FPGA must be ‘resource elastic’ in terms of the number of slots it can operate on. We define resource elasticity as follows:

**Resource Elasticity**: the ability of a task to change its resource allocation transparently from the user. The change in resource allocation may be reflected in the performance (i.e., throughput or latency) of the accelerator used by the task.
There are two main ways we can change the reconfigurable resources an accelerator uses: 1) **implementation alternatives** and 2) **replication**. With an implementation alternative, we can swap to another accelerator implementation which performs the same logical operation but with more or fewer resources for more or less performance in terms of throughput or latency of the operation. Note, an implementation alternative may provide *super-linear* performance benefit with respect to its resource requirements due to potentially a better algorithm, bigger local memory, loop tiling, unrolling or pipelining. Whereas with replication, we can ideally change the number of instances for a linear change in performance with respect to resources by controlling parallelism. This is analogous to changing the algorithm or the number of threads at runtime for performance optimisation of software applications.

Given a set of resource elastic accelerators, a resource elastic system can change the number of reconfigurable resources at runtime to adapt to changing workload as shown in the example scenario in Figure 3.6b. As shown in the figure, if only a single task is executing on the FPGA, the scheduler can allocate all the resources to it and, consequently, maximise its performance. Whenever a ‘scheduling event’ occurs, this allows to reduce or increase the system’s allocation as appropriate by trading area for performance. By ‘scheduling event’ here we mean when 1) a new task arrives, 2) a task finishes, or 3) a context-switching point is reached. Details on context-switching points will be discussed further in Section 3.4.2. As shown in the example, changing resource allocation also causes some reconfiguration overhead. However, by dynamically growing and shrinking tasks, the scheduler can use free resources whenever available to accelerate the progress of executing tasks for achieving higher utilisation and faster execution (see Section 3.4.3 for trade-offs involved). Note, the resource reallocation can be performed transparently from the user by using context-switching mechanisms that involve partial reconfiguration of the FPGA.

Moreover, if the available slots cannot accommodate all tasks even when selecting the smallest implementation alternatives, a resource elastic scheduler can use time-division multiplexing (TDM) as a fallback approach. Analogous to a virtual memory subsystem using disk swapping for providing more than the physically available RAM at a performance penalty, TDM transparently allows the provision of more FPGA slots than physically available at some reconfiguration penalty.
3.4.2 Hardware Context-Switch

In order to reallocate FPGA resources at runtime, we need to be able to perform context-switching of the hardware accelerators. Unlike CPU systems where we can use software instructions to store and restore registers to and from memory, for FPGAs, we have to pause and resume a hardware circuit with potentially arbitrary used storage elements like flip-flops, block RAM, latches and DSP registers. There has been much research dedicated to achieving this efficiently. The two primary research directions aiming at hardware context-switching are (as summarized in Table 3.1): system-specific and task-specific techniques. Each represents a distinct philosophy of implementing context-switching systems. System-specific techniques aim to perform context-switching by the system in a pre-defined standard method (typically using configuration read-back technique). In contrast, the task-specific techniques aim for letting the task perform the context-switch with its application-specific logic and in its format (e.g., by adding a scan chain into the accelerator modules). Consequently, the latency of context-switching is constant for the system-specific category and application dependent for the task-specific category. Note that partial reconfiguration needs to take place in all techniques to change the logic on the fabric, incurring overhead that ranges in milliseconds in addition to the application latency for the actual context-switch (saving-and-restoring the internal module state). Hence, keeping the context-switching latency minimal is very important for a dynamic system.

The commonly used system-specific techniques are 1) configuration read-back, and 2) fixed register map. For configuration read-back, we access the storage elements usable by the accelerators using the debug mechanisms provided on FPGA chips to read back the FPGA configuration, which includes the state of the accelerators. This
Table 3.1: Categorisation of context-switching techniques for hardware accelerators based on state storage format, restore latency and logic overhead.
* This is because system decides on max number of registers available for context save and restore.

<table>
<thead>
<tr>
<th>Context-Switching Technique</th>
<th>Type</th>
<th>Latency</th>
<th>Logic overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configuration Read-back</td>
<td>System-specific</td>
<td>High</td>
<td>High (logic constraints)</td>
</tr>
<tr>
<td>Fixed Register Map</td>
<td>System-specific*</td>
<td>Low</td>
<td>High (limited storage space)</td>
</tr>
<tr>
<td>Memory DMA</td>
<td>Task-specific</td>
<td>Medium</td>
<td>Medium (FSM for save-restore)</td>
</tr>
<tr>
<td>Scan Chain</td>
<td>Task-specific</td>
<td>Low</td>
<td>High (lack of BRAMs)</td>
</tr>
<tr>
<td>Data Parallelism</td>
<td>Task-specific</td>
<td>Low</td>
<td>Low</td>
</tr>
</tbody>
</table>

state can then be extracted and used to resume a module at a later point in time if required [39,58,76,98]. This imposes penalties equivalent to partial reconfiguration itself on most platforms (e.g., ReconOS [39] takes 25.7 ms for a region of 5616 LUTs on Virtex 6 and Knodel et al. [58,59] up to 1 sec for a region of 30800 LUTs on Virtex 7) and restricts the type and placement of storage elements. For example, Xilinx FPGAs feature block RAM and multipliers (DSP) primitives which can provide pipeline registers. These registers are, however, not accessible using built-in debug mechanisms of the FPGA. The alternative fixed register map technique provides a fixed set of memory-mapped registers inside an accelerator where it can store its relevant state like software systems [105]. The host CPU can then save and restore these memory-mapped registers for context-switching. This approach can work well for soft-cores and overlay accelerators. However, for other dataflow type accelerators, it can impose considerable limitations and overheads on the accelerator design.

There are three main task-specific context-switching mechanisms: 1) memory DMA, 2) scan chain, and 3) data parallelism. The memory DMA technique relies on adding additional logic in the accelerator to provide access for storing and restoring its state to memory when requested for context-switching [105,120]. Thus the latency of context-switching depends directly on the memory transfer required by the accelerator. It also requires additional control logic in the accelerator to be able to perform the transfer, which may become a critical path or make the accelerator resource bound. The second approach is using scan chains where we instrument an accelerator to include all necessary memory elements in an alternative shift register mode for state access [11,61]. This imposes the penalty in milliseconds for context-switching.

The third approach of task-specific context-switching is to rely on data parallelism, i.e. perform context-switching only at the end of a parallel data chunk. It avoids the
need for storing and restoring the state entirely. However, it cannot provide preemptive context-switching capabilities on its own, as the context-switching points depend on the execution latency for processing a parallel data chunk. Although, we can combine it with the other context-switching techniques to provide preemptive context-switch if required. Note that we can easily find data-parallelism for most common FPGA applications, i.e. streaming and batching type FPGA applications. Examples of such applications includes image processing, neural networks, and cryptography.

In summary, the system-specific techniques are cheap (in terms of resources) and can be performed eventually automatically but slow and with some restrictions. In contrast, task-specific techniques are fast at the cost of extra logic. The suitability of the techniques depends on the application and non-functional properties.

Minimising the relevant state space can reduce the context-switching latency of the above methods. In particular, employing context-switching at only selected execution points (cooperative context-switching), where the internal state space is minimal for an application, can further improve performance [43]. For example, in a Convolutional Neural Network (CNN), context-switching may only be performed at the frame border where the internal line buffer does not carry a state needed in the future. Note, these minimal state points should be accompanied with appropriate handling of pending I/O transactions without any loss of data. Hence, there is a trade-off between scheduling flexibility and overhead for context-switching when selecting between preemptive context-switching and cooperative context-switching.

Overall, for implementing resource elasticity, we cannot directly apply techniques like scan chains and configuration read-back, as they tie the state encoding to the accelerator design. This does not easily allow a system to change to implementation alternatives without state transformation in the case that resource elasticity is using implementation alternatives. Whereas memory DMA, data parallelism, and fixed register map allow directly switching to implementation alternatives, as the accelerator is in control of how storage elements are used inside the accelerator. However, without data parallelism, it is not possible to change the number of accelerator instances dynamically. Hence, we use data parallelism as means of context-switching with cooperative scheduling to achieve resource elasticity in both forms (implementation alternative and replication) at minimal context-switching overhead. This can alternatively be combined with memory DMA for applications without data parallelism to improve the scheduling flexibility if need be for a more holistic solution.
3.4.3 Trade-offs

A resource elastic scheduler (RES) must perform three main trade-offs which are not commonly considered by standard time-domain schedulers:

1. **Multiple instances vs Different sized modules**: At runtime, if we can allocate more resources to the task for better performance, we need to decide whether to do so by replicating an accelerator or by switching to an implementation alternative (Trade-off 1). We need to consider that the penalty of pausing the currently running module and performing partial reconfiguration for changing to a different-sized module may not be the best option given the work remaining and the possible speed-up achievable with a different-sized module. Figure 3.7 shows an example scenario with allocation alternatives which a resource elastic scheduler must choose from, depending on the aim.

2. **Run to completion vs Changing module layout**: We must decide if it is worth to change the resource allocation for a task given the amount of work left and the partial reconfiguration overhead it may cause (Trade-off 2). This holds regardless if we use reconfiguration for shrinking and expansion of accelerators or for defragmenting the FPGA slots. In this case, we must decide on whether changing the resource allocation to achieve better system-level performance at the cost of performance-sacrifice for certain modules is beneficial or not.

3. **Collocated change vs Distributed change**: The decision of selecting a multi-instance option over a different module size may also depend on the location of available free slots and the implementation alternatives available for the tasks (Trade-off 3). For example, consider the scenario as shown in Figure 3.8 where the only available resource slot is at one end of the FPGA. In this scenario, the possible options for maximising resource utilisation for Task A are to either replicate A or to defragment the FPGA such that we collocate available slots to use a bigger implementation alternative for A.

Note, the scenarios used in the above description of trade-offs are relatively simple as the focus is just on Task A. The complexity of the possible situation increases as we consider multiple distinct tasks where it may be necessary to sacrifice performance for a particular task to accelerate another for achieving higher overall system performance. Further, the aim of the scheduler may not be performance but fairness or energy or quality of service, in which case, scheduling policies need to decide accordingly.
CHAPTER 3. CONCEPTS, METHODS AND TRADE-OFFS

At first glance, a slotted architecture (as shown in Figure 3.5), gives the impression that resource elastic scheduling is similar to the multi-core scheduling known from software systems. However, FPGA scheduling has to consider several very different aspects such that i) an accelerator may occupy multiple adjacent slots simultaneously and cause fragmentation issues, ii) context-switching is significantly more expensive, hence, should be used more infrequently and iii) each implementation alternative has its own performance behaviour and should be applied based on workload.

Overall, this makes the resource elastic scheduling more complex than the standard strip packing problem and more similar to the resource-constrained project scheduling problem which is known from the field of Business and Operation. Appendix A contains the theoretical formulation of this resource elastic scheduling problem for FPGAs and its mapping for a heterogeneous system.

Section 4.2.5 and 4.3 will further discuss the implementation details of resource elastic schedulers.

3.5 Heterogeneous CPU+FPGA Systems

Modern FPGA systems from industry are moving towards a unified platform architecture for both datacenter and embedded FPGA devices. An example of an industry platform is the Xilinx RunTime system (also called XRT) [126] as shown in Figure 3.9, where we can see an embedded system featuring a hardened ARM CPU on-chip while for datacenter systems, a soft-CPU is used to program and manage FPGA accelerators on behalf of the host machine. The soft-core on datacenter FPGAs primarily exists to avoid saturating PCIe bandwidth with small control transactions but can also be used to provide other means of abstracting I/O and management for accelerators [16,75,99]. Hence, regardless of being an embedded system or datacenter setup, we can assume that there exists a CPU (hard or soft) on-chip along with the FPGA fabric, capable of...
accessing memory and of performing control-oriented tasks efficiently.

However, this CPU is often not used for acceleration and, in cases where it is, the decision of what work it should perform is left to the user. In particular, even advance heterogeneous systems with OpenCL runtimes for both CPU and FPGA, the execution is tied to an unchangeable set of resources and is only available for a single application at a time [37]. This restricts the potential performance achievable when using heterogeneous resources which can accelerate both control-flow and data-flow type of applications efficiently. To maximise the performance and utilisation of such heterogeneous systems, a new paradigm of resource management is required which can support multiple applications while optimising the four main scheduling problems:

1. **Device type selection**: Which device (or a combination of devices) an application should be executed on (i.e. deciding between CPU or FPGA)?

2. **Workload partitioning**: If scheduling on multiple devices, how much workload should be executed on each device? E.g., scheduling 25% of the threads on the CPU and 75% of the threads on the FPGA.

3. **Number of compute units**: How many instances of compute units should be allocated for a task? E.g., the number of CPU cores or FPGA accelerators.

4. **Accelerator type selection**: If a device has multiple implementation alternatives (e.g., FPGA accelerators with different micro-architectures or big.LITTLE CPU cores), which implementation should be selected?
Note, here and onwards in this thesis, the keyword ‘device’ refers to either the CPU or the FPGA on-chip and the keyword ‘compute unit’ refers to an execution unit on a device, i.e. CPU cores and accelerators running on an FPGA.

Current runtime systems tend to solve only a subset of these problems for a single application using profiling information (or manual programmer instrumentation) for deciding the appropriate device type, workload partitioning, and number of compute units [37, 46]. These systems further refrain from context-switching on FPGA accelerators and treat an FPGA fabric as an ASIC accelerator, ignoring the reconfigurability of FPGAs entirely. This is because context-switching is a very expensive operation [39, 61] (see Section 3.4.2 for further details).

Hence, to tackle this, we first propose using cooperative scheduling for FPGAs to lower the cost of context-switch (as mentioned in Section 3.4.2). Secondly, this is combined with an abstraction layer to treat both CPUs and FPGA equally with respect to the execution model. An example of such a model is OpenCL (see Section 3.5.2 for details). This abstraction layer allows us to execute an application on either CPU or FPGA without changes in the source code. With the ability to context-switch on both CPU and FPGA and move computation between devices (will be discussed in the next subsection), we can consider arbitrarily reallocating heterogeneous resources at runtime. In particular, this allows us to change the device and accelerator type selection as well as the number of compute units at runtime. When applied with dynamic workload partitioning and heuristics for over-committing resources, we can tackle the four scheduling problems together and enable collaborative execution on all CPU and FPGA resources transparently from the user while maximising system utilisation. We call this ability to change the resource allocation dynamically for a task: ‘heterogeneous resource elasticity’.

3.5.1 Runtime Device Type Reallocation

From a conceptual point of view, we can also perform resource elastic scheduling for CPUs by treating it as another form of compute device with its own performance and resource requirements. However, to move a task dynamically from/to CPU (software version) to/from FPGA (hardware version), we need to able to perform device type reallocation, i.e. pause a hardware accelerator via a context-switch and have it resumed in software via context-switch or vice versa. There are three main ways we can achieve this (as shown in Figure 3.10):
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1. By transforming the hardware state into software state encoding at runtime.
2. Having a standard state storage encoding for both hardware accelerators and software implementation.
3. Exploiting data parallelism available for an application such that no internal state needs to be preserved when switching between CPU and FPGA.

Transforming the state encoding at runtime can potentially be arbitrarily complex and can impose additional latency even if a specialised hardware unit performs it [62]. Further, the approach can only be applied to a subset of applications, as the runtime system would then need to be aware of differences in state encodings and their transformation across all device implementations. This makes the approach non-scalable for general purpose use. Having a common state encoding as a system standard can avoid this issue and allows seamless arbitration from software to hardware and vice versa with an appropriate context-switching mechanism. However, enforcing the hardware to store its internal state in a given format may restrict accelerator design and optimisation which would have been otherwise possible. Hence, trading application performance with device reallocation overhead. In contrast, exploiting the data parallelism available in most FPGA applications can remove the device reallocation overhead as well as the restrictions on accelerator design. Although this will limit the type of applications the system can support. However, given that i) most applications follow a batching and streaming model for FPGA acceleration, ii) data parallelism’s compatibility with the context-switching model for FPGA, and iii) have the ability to perform collaborative execution based on data independence, we adopt this method as our hardware-software mechanism for reallocation of resources across device types (CPU and FPGA).
Figure 3.11: Resource allocation for tasks \{A-E\} in time when using a) round-robin scheduling and b) heterogeneous resource-elastic scheduling on a CPU+FPGA architecture. The circled events highlight cases where resources accommodate newly arriving tasks (1⃝, 2⃝, 3⃝, 6⃝) or cases where tasks complete (4⃝, 5⃝).

Figure 3.11 shows an example execution trace of a system which can migrate tasks across devices in addition to resource elastic scheduling on the FPGA. Whereby when a single task is executing on the system, it will use both CPU and FPGA resources for execution. Upon arrival or finish of other tasks, the runtime system adjusts the resource allocation without the user realising by using a common context-switching mechanism (e.g., data parallelism in our case).

### 3.5.2 OpenCL Execution Model

OpenCL is one of the most common industry standards for the execution of data and task-parallel applications on heterogeneous devices such as CPUs, graphical processing units (GPUs), FPGAs, and domain-specific processors (DSPs). OpenCL specifies an execution model and a set of APIs to control and enable programming of these devices. In particular, OpenCL allows compiling the same source code for different devices to improve the portability and programmer productivity [77].

An OpenCL application has two components: a host program and kernels. A host program manages memory objects and issues execution commands while executing on a host machine, whereas kernels are compute-heavy functions which execute on an accelerator’s compute unit. When a host program issues a kernel execution command, an abstract index space known as NDRange is generated. The kernel function executes once for every point in this NDRange index and is known as a work-item (can
be considered analogous to a thread). These work-items execute in a group on a computing unit; this group of work-items is called a work-group. Figure 3.12 shows the visual representation of the kernel. A work-group provides a coarse decomposition of NDRange and allows work-items to share and synchronise data using barriers on local memory. However, there is no execution order defined between work-groups by the OpenCL standard, which allows them to execute concurrently on different compute units for high performance [77]. At the end of the work-group execution, the result is written back to the global memory without any synchronisation.

Since there is no execution order defined and all the state information is stored in memory at the end of work-groups, we can perform a data parallelism context-switch for OpenCL applications cooperatively as mentioned in Section 3.4.2. With this, we can at the end of each work-group change to another implementation alternative, pause the execution and resume later, or run the kernel concurrently on multiple hardware accelerators as well as CPUs.

Implementation details of an OpenCL runtime system with heterogeneous resource elastic scheduling will be discussed in Section 4.3.
3.6 Transparent FPGA-to-FPGA Accelerator Migration

With this large-scale deployment of FPGAs in distributed systems, it has become important to provide solutions for fault tolerance and high availability of these acceleration services. In particular, migration is essential in modern datacenters for three primary use cases:

- **Maintenance**: Allowing to continue delivering a service while a datacenter node is upgraded. With the help of migration, the application can be temporarily moved to a remote node while the upgrade is performed transparently.

- **Resource management**: Migration enables dynamic load-balancing to redistribute work as the workload changes for multi-node systems.

- **Fault tolerance**: In case of a fault, an application needs to be migrated to another node where it can resume execution from the last known consistent state (using check-pointing).

Standard software systems employ live virtual machine migration with distributed check-pointing mechanisms to meet these requirements [106]. Conceptually, for FPGAs this would translate into migrating a hardware task from one FPGA to another with a potentially different number of resources available, using partial reconfiguration and state transfer over the network (as shown in Figure 3.13). However, for FPGAs, these techniques known from the software systems cannot be applied directly as the application running on FPGAs represent hardware circuits rather than a sequence of instructions. A fully transparent preemptive context switch for FPGAs is expensive in terms of both latency and design overhead. Hence, we need a coarse-grained approach of cooperative context-switch (as explained in Section 3.4.2).

Given the ability to perform a context switch, we can perform the migration by pausing the hardware accelerator on a source node and transferring the necessary state and data information to a target node and then resuming the execution again on the target node (as shown in Figure 3.14b). We call this process blocking migration, whereby the computation stops while the state information is being transferred between the nodes. Similar techniques are employed for GPUs [121] using OpenCL, where an OpenCL kernel is broken down into sub-kernels (a group of work-groups) and executed one after the other. This allows to pause and resume the application execution at the end of sub-kernel execution for migration purposes. However, the blocking nature of the process represents the major limitation, as the overhead becomes directly
proportional to the amount of data transfer required for the application.

Hence, we propose an alternative non-blocking approach that relies on the data-parallel nature of the OpenCL execution model (see Section 3.5.2) to overcome this limitation. Given the assumption that the application does not overwrite the input data during the execution\(^1\), it is possible to transfer input data during the execution on the source node along with necessary control information and bitstream of the accelerator to the target node. Further, as the execution order of different work-groups is undefined, the target node can start execution of the next work-group before the source node completes its work-group execution. In detail, the algorithm works as follows (while Figure 3.14c shows the resulting execution trace):

1. Transfer the accelerator bitstream and the input data while continuing execution on the source FPGA.

2. After initialisation of the accelerator on the target FPGA, stop issuing new work-group to the source FPGA accelerator.

3. Start issuing new work-groups to the target FPGA accelerator.

4. After last work-group execution on the source FPGA, transfer the output data to the target FPGA.

5. Continue execution of remaining work-groups on the target FPGA and perform data merging on the output data in the background.

\(^1\)For fault-tolerant systems, this is a norm to enable recovery and re-execution.
Figure 3.14: Execution trace of accelerator where a) is no migration case, b) is the blocking migration case and c) is the non-blocking migration case.
Implementation details of the proposed migration methods will be discussed in Section 4.4.

3.7 System Requirements and Chapter Summary

To build the solutions proposed in this chapter, we need to meet the following three requirements:

1. An FPGA shell (static system) infrastructure which can provide four main features to support resource elastic hardware accelerators with modularity:
   
   (a) **Decoupled compilation flow**: to compile shell or accelerators in isolation from each other, such that changes in the shell do not need to propagate to the accelerators.

   (b) **Multiple partial regions**: to change resource allocation of tasks without interrupting other concurrently running tasks.

   (c) **Variable sized partial regions**: to support implementation alternatives with different reconfigurable resource requirements.

   (d) **Relocatable modules**: to keep the number of bitstreams minimal. This is a desirable feature because the standard partial reconfiguration flow requires to generate a bitstream per region for each implementation alternative, which can potentially be expensive for multi-tenant systems. Note bitstream size range in tens to hundreds of mega-bytes for Xilinx Ultra-scale+ FPGAs.

2. A unified task description model which can compile to both software and hardware, such that, the user need not be aware of which implementation is used during execution except for the difference in performance, to aid the programmability of the heterogeneous system-on-chip.

3. Applications which are implemented with data-parallelism to allow dynamic scaling the number of compute units (i.e. CPU cores or FPGA accelerators). This also allows performing the context-switch with least overhead on FPGAs for dynamic resource allocation.
3.7.1 Chapter Summary

Overall, in this chapter, we proposed 1) using a modular development flow to allow system components of an operating system to be changeable and portable. We then advocated 2) combining the modular FPGA OS with resource elasticity to allow changing the resource allocation in the spatial domain to maximise utilisation. 3) To support this, we recommended using cooperative context-switching to avoid the high latency of preemptive context-switching on FPGAs. In particular, we use the data-parallelism already present in most FPGA applications to perform context-switching by only adding partial reconfiguration latency. Further, 4) to maximise the utilisation of CPUs along with FPGAs, we propose dynamically changing the device and accelerator type, the number of compute units and workload partitioning while serving multiple users. This is achieved by using a unified execution model between different device types and data-parallelism for context-switching between these devices. Moreover, 5) we presented methods to perform live migration for OpenCL FPGA accelerators in blocking and non-blocking manner across different FPGA nodes with low overhead to support maintainability, load-balancing, and fault tolerance in multi-node FPGA systems.

The implementation details of the methods proposed in this chapter can be found in Chapter 4 while their evaluation based on varying workloads, accelerator behaviours, platforms and use cases can be found in Chapter 5.
Chapter 4

Building Modular Resource Elastic Systems

4.1 Chapter Overview

In this chapter, we describe the implementation details of the concepts and methods described in Chapter 3 to improve maintainability, adaptability, and accessibility of FPGA systems. This is carried out in three parts (see Figure 4.1). First, this chapter describes how to build a modular FPGA platform with easy-to-use interfaces. This is followed by how to allocate resources dynamically to maximise CPU+FPGA system utilisation. Finally, the chapter ends with how to implement live migration using a modular system and dynamic resource allocation to enable better support for FPGA clusters. An overview of each part is as follows:

1. **Modular FPGA Operating System (FOS):** This comprises the development of an FPGA shell and the software layers required to achieve a modular FPGA development stack with existing tools. In particular, it provides using the FPGA in multiple modes from the static acceleration to the multi-tenant environment, with easy to use APIs for both software and hardware developers. The libraries and scheduler of FOS, which enable this wide range of use cases, aim at serving generic workload with no prior knowledge of accelerator behaviour. Consequently, the default FOS scheduler does not necessarily solve the resource elastic scheduling problem optimally. As an online management method, it uses greedy heuristics to provide fairness between users, and it speeds up execution when there are free resources available. To build FOS, the FPGA shells developed by
K.D. Pham\cite{85,86} has been used in order to meet system requirement 1 (i.e. a shell supporting modularity and flexibility, see Section 3.7), while the contribution of this thesis is the development of the rest of the FOS components and abstraction layers. FOS is freely available as an open-source project on GitHub\footnote{https://github.com/khoapham/fos}.

2. **Heterogeneous Runtime System**: It is built on top of FOS and replaces FOS’s generic scheduler to provide better dynamic resource allocation for CPU+FPGA systems using OpenCL as a unified task description model. The adoption of OpenCL allows meeting the system requirement 2 and 3 (i.e. common execution model and application parallelism, see Section 3.7) while catering for one of the most common workload types for both FPGA and heterogeneous system in the industry. Since resource elastic scheduling is a mixed-integer non-linear programming problem with higher complexity than strip packing problem (see Appendix A for the theoretical problem statement), the runtime system uses a Branch-and-Bound algorithm to solve resource elasticity trade-offs and all four optimisation problems of heterogeneous resource management (mentioned in Section 3.5). An alternative brute-force algorithm implementation targeting performance and fairness on FPGA-only systems can be found in Appendix B with an evaluation for long and short running task workload.

3. **Multi-node Architecture for Accelerator Migration**: It is built on top of the resource elastic runtime system with FOS as its base, in order to accept OpenCL acceleration requests on FPGA clusters. The primary goal for this system is to
demonstrate the use and evaluation of live migration techniques, as described in Section 3.6 to enable maintenance, load-balancing, and fault-tolerance in multi-node FPGA systems.

4.2 FOS: Modular FPGA Operating System

In this section, we describe the implementation of the FOS with the concepts introduced in Section 3.2, to improve the maintainability of FPGA systems and the portability of its system components.

4.2.1 FOS Overview

FOS is a modular and lightweight FPGA Operating System which provides three primary modes of operation (as shown in Figure 4.2):

1. Execution on static accelerators in a single-tenant mode.
2. Using multiple partially reconfigurable accelerators in a single-tenant mode.
3. Dynamically offloading acceleration request in a multi-tenant mode.

To provide the first two-modes of operation with ease of access, FOS provides two libraries: Cynq and Ponq. They provide high-level APIs to interact with hardware used from C++ and Python applications, respectively. These APIs are platform-independent and can support the traditional Xilinx PR flow as well as the decoupled compilation flow introduced with FOS.

The multi-tenant mode is provided through a daemon, which orchestrates the hardware acceleration requests from different users and schedules them in time and in the spatial domain. Moreover, the daemon can execute hardware acceleration requests on heterogeneous accelerators (i.e., accelerators written in different languages) concurrently while providing the same user interface.

To support the underlying hardware interaction in each mode, the libraries include generic drivers to program accelerators and the Xilinx FPGA manager [128] for partial reconfiguration. Moreover, FOS uses the PetaLinux Kernel [128] and Ubuntu rootfs, to adopt the standard functionalities provided by the Ubuntu Linux distribution such as access to file systems, network access (via host-CPU), standard libraries, debugging tools, and other forms of I/O.
The hardware infrastructure used in this thesis is based on the open-source ZUCL 2.0 shell [85]. It currently supports three boards of varying FPGA capacity: ZCU102 (a Xilinx MPSoC development kit), UltraZed, and Ultra-96 (suitable for IoT and edge deployment) boards. The shell provides the ability to reallocate hardware accelerators across different partial regions as well as to combine multiple adjacent partial regions to host bigger accelerators.

With these additions to the software and hardware ecosystem for FPGAs, FOS achieves a similar level of support for rapid development, deployment, and ease of use, as known from standard operating systems for CPUs.

### 4.2.2 Decoupled Compilation Flow for Shell and Modules

The primary requirement for abstracting accelerators from the shell is to decouple their compilation. However, this alone does not enable the flexible resource allocation required for the maximum utilisation of the resources. This is because for flexibility, multiple partial regions should be combinable for hosting different sized modules and modules should be relocatable and duplicatable (at bitstream level). However, none of these requirements are met when using standard vendor EDA tool flow. To solve this, there are strict requirements in order to achieve isolation in development process with
system support for relocation and partial region flexibility:

1. **PR regions should be homogeneous** in terms of their resource footprint (i.e. the relative layout of FPGA primitives) to allow accelerator relocation, and regions should be adjacent to each other to allow hosting bigger accelerators without interfering with other system components.

2. **Communication interfaces between modules and the static system must be identical** in terms of both logical protocol and their physical implementation such that relative positions of connection wires are the same in all PR regions. This ensures that modules can receive operation commands from the host CPU and it provides interfaces to transfer data back and forth to the main memory, irrespective of a module placement position.

3. **Clock signals must follow the same regular pattern across every PR region.** These constrained clock routing paths which will be used to provide clock signals to the modules regardless of the final target position on the FPGA.

4. **Routing from the static part must be prohibited from passing through the reconfiguration part and vice versa** (except the interface routing) to ensure that module relocation does not interfere with other parts of the system.\(^2\)

The here introduced decoupled compilation flow relies on the standard FPGA development flow (Vivado tool-chain for Xilinx FPGAs [124]) in order to implement 1) the basic infrastructure, which acts as the OS shell, and 2) the hardware applications. However, the process is guided with additional design steps, i.e. TCL constraints and academic tools to adapt and customise the default flow to build the final system, as shown in Figure 4.3. This basic compilation flow is provided by K. D. Pham [83] as a part of this PhD project while the author has conducted the testing and deployment (i.e. its automation and drivers for accelerator operation). Consequently, the details of the flow are only included here for completeness.

The main steps of the compilation process are as follows:

1. **Planning:** In this step, a shell developer needs to make a series of system-level design decisions, including:

   (a) **Resource partitioning:** Based on the FPGA fabric layout and the number of resources available, a shell developer needs to split the FPGA fabric into

---

\(^2\)This is not a strict requirement and the tool GoAhead [6] used to implement the shell can be used in a mode that allows static routing to cross reconfigurable regions.
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Figure 4.3: The decoupled compilation flow with support for relocation and variable size modules. The left part is performed once for a specific version of a shell by a shell developer while the right part is performed once for each module by FOS users [83]. Modules do not have to be aware of the shell and are compiled in out of context (OOC) mode.
two parts: i) the static region for the FPGA shell and ii) one or more reconfigurable regions for hosting hardware accelerators. This also defines the size of each PR region on which the High-Level Synthesis (HLS) tools [32] can perform the Design Space Exploration (DSE) for throughput optimisation [78]. The trade-off to consider at this stage requires the developer to allocate the maximum amount of resources to the reconfigurable part while leaving sufficient resources to the static part for shell functionalities and future upgrades. This trade-off is system-dependent and requires a thorough understanding of the target FPGA device and system requirements. However, this step is only performed once for a particular system. The result of this process is 1) the static system floorplan and 2) bounding boxes of the reconfigurable regions.

(b) **Communication interface definition**: Selection of the protocol and data-widths for communication between the static system and the partial regions based on the system requirements.

2. **Routing Constraint Generation**: The system floorplan and the PR interface template from the previous step are used to generate routing constraints. We can describe the implementation rules with the help of academic PR frameworks (GoAhead [6] and a TCL library [111]) in the form of TCL files for routing constraints automatically. These TCL constraints will then guide the routing stage of Vivado.

3. **Configuration Bitstream Generation**: The proposed flow results in full static bitstreams for both shell and module designs. To compose partial bitstreams for accelerator modules from these bitstreams, we use the bitstream manipulation tool BitMan [84].

**Shell Development**

The static design starts with integrating basic infrastructure IP and additional infrastructure to a top-level unified design. In our designs the basic infrastructure includes 64-bit ARM Cortex-A53 CPU cores, AXI4 interconnects, memory controllers, Xilinx PR Decouplers for disabling/enabling static and module communication, clock management tiles for tuning module frequencies, and PR Module Interfaces. It is possible to add other resources, such as memory management or network communication IPs, if required.
The PR Module Interface provides an AXI4-Lite slave for control register access via the CPU and an AXI4 master for memory access. This fixed interface between the hardware module and the static system is implemented using the available routing resources in the Zynq UltraScale+ FPGA devices. In particular, we keep this interface identical for all PR regions to serve relocatable hardware modules by pre-placing and pre-routing these communication signals in a constrained, predefined manner. This reassembles the bus macro approach, which was very popular for Xilinx Virtex-II devices [68]. However, in the here used flow, this can be implemented without logic cost (in terms of LUTs used for the bus macro).

To keep the clocking resources of PR regions identical for relocatable hardware modules, we block all routing wires except for a defined subset of the BUFCE_LEAF primitives inside the PR regions. This forces the router to use only a defined subset of these clock driver primitives that each drive a specific vertical clock spline which ultimately connects to the flops, BRAMs, and DSPs in the region. However, we only route the clock for the PR regions this way. This means when routing the static system, we 1) route the PR module clocks with prohibit constraints on the BUFCE_LEAF primitives, then 2) remove these constraints, and 3) incrementally route the rest of the system. This allows routing additional clock nets as needed by the static system (e.g., for providing clocks to memory controllers or gigabit transceivers).

Finally, to prevent any static signal from violating PR regions, we insert a blocker
Bus Virtualisation

Operating a hardware accelerator needs communication with the host CPU to issue commands and access to DDR memory for the actual data processing. In the here implemented system, a module can use a wide range of bus widths (such as 32/64/128-bit width) and various bus protocols (such as AXI4 Master/Stream). In particular, HLS modules, often by default, include DMA engines for fetching data from memory and for writing back results. However, this is not always the case with hand-crafted RTL or customised netlist accelerators which may operate on data streams rather than data stored in DDR memory.

We tackle this issue by providing another level of abstraction for bus interfaces between the FPGA applications and shells. For this, we selected the interface to provide the 32-bit AXI-Lite protocol and the 128-bit AXI4 protocol at the shell (static) side. The decision for 128-bit is based on the size available in Zynq UltraScale+ FPGAs.
that provide this size between DDR memory controller and the FPGA fabric. Depending on the exact physical interface required by a module, we instantiate a module wrapper with a set of bus adaptors such that a module can communicate with the rest of the system as required by the individual FPGA modules. Figure 4.6 shows a bus adaptor being used to translate between different AXI bus standards. We can perform this wrapping at design time (where we instantiate the wrapper transparently when designing the module) or at runtime with partial reconfiguration (where the bus adaptor is a partially reconfigurable module located between the static system infrastructure and the accelerator module). The bus adaptor uses mostly IP components provided by the FPGA vendor Xilinx \cite{32}. These components are then automatically parameterised and integrated according to the specific interface requirements of the accelerator module. With this, shells can remain light-weight, operational, and unchanged while supporting a wide range of AXI interfaces for accelerator modules.

It is important to understand that a static acceleration system would also use such bus adaptors provided by the vendor. Hence, our bus adaptors do not necessarily cause additional overhead unless changing it at runtime which requires pre-allocation of resources. The advantage of the here proposed bus adaptor concept is that an adaptor is only integrated into a module if needed and not speculatively provided by the shell.

We also use a bus adaptor to translate between AXI Master and AXI Stream protocols. FOS provides different versions of AXI Stream adaptors to be used depending on the AXI Stream channel width. A user can either re-compile their modules with a logical wrapper of the bus adaptor at design time or stitch their modules with a pre-built partial configuration bitstream binary of that bus adaptor at runtime. Figure 4.7 shows the implementation of the bus adaptor with its logic for interfacing an accelerator with the AXI protocol, AXI MM2S, and AXI DMA services for a module which has a 32-bit AXI-Lite and 32-bit AXI Stream interface.

**Module Compilation**

The module design begins from either high-level language (HLL) source code (e.g., C, C++, and OpenCL) or a hardware description (RTL/netlist). In the case of HLL source code, we go through a High-Level Synthesis (HLS) step \cite{32} to generate the RTL source code. We then synthesise the resulting RTL source code in out-of-context (OOC) mode in Vivado. In the Xilinx Vivado tools, OOC allows implementing our accelerator modules bottom-up meaning that no optimisations are performed across module boundaries, which is not applicable to partially reconfigurable modules.
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Figure 4.7: Implementation of a bus abstraction layer on UltraZed/Ultra96 platforms. The bus adaptor is provided as an implemented module bitstream and stitched to into the shell at runtime by using partial reconfiguration. The adaptor is a partial module that, in turn, interfaces to other partial modules. This technique avoids re-compiling bus adaptors but comprises an area overhead for a partial region to host a bus adaptor.

The PR Wrapper templates are used to create a minimal top-level placeholder for the physical module implementation. This temporary placeholder acts as sink/source connection points and substitutes the surrounding static system. We then integrate the module OOC netlist into this placeholder for the synthesis and placement stages.

We generate blockers (as TCL routing constraints) to enforce that all partial module’s primitives and routing resources are following the strict implementation rules mentioned in Section 4.2.2 (by using GoAhead [6] or TedTCL library [111]). Opposed to the static system where blockers are placed inside reconfigurable regions, here the blockers are placed around the module as a fence for implementing hard module bounding box constraints. The blockers include routing tunnels for the communication to and from the temporary placeholder. The position of these tunnels matches exactly the tunnels used in the static design to implement the communication between static and partial areas. The placeholders and blockers stay the same for all modules requiring the same number of resource slots. For convenience, pre-implemented templates (one for each number of possible slots) are provided in FOS distribution for rapid implementation of accelerator modules.

As we implement a module in separation from the static system, the result generated by Vivado is a full configuration bitstream. We pass this full bitstream to BitMan [84] to extract the configuration data that corresponds to the module only as a partial bitstream. At runtime, BitMan manipulates those partial bitstreams to relocate modules to the desired partial region of the static system. Figure 4.8a and 4.8b shows the resulting modules of the Spector benchmark suite [34] and additional accelerators.
Figure 4.8: Compiled modules for Spector benchmark suite [34] and our in-house accelerators for Ultra-96 and ZCU102 boards in (a) and (b), respectively.

for Ultra-96 and ZCU102 boards, respectively.

### 4.2.3 Logical Hardware Abstraction

This is the first layer between the hardware and software infrastructure. It is designed to hide the differences or changes in the hardware from the software, in order to detach the software infrastructure from the underlying hardware layer as much as possible. To achieve this conveniently, we propose describing the shell in terms of logical functionalities using a JSON file description providing the following information (see Listing 4.1 for an example):

1. Name of the shell
2. Name of the shell bitstream
3. Partial region:
   (a) Name of the partial region
   (b) Blanking bitstream for the partial region
   (c) AXI bridge decoupler address
   (d) Base address of an accelerator placed in the region

Similarly, for the accelerator, we defined a JSON file description (see Listing 4.2) with the following details for accelerator programming and management:

1. Name of the accelerator
2. Bitstreams:
   (a) Name of the bitstream
   (b) Name of the shell it is compiled for
Listing 4.1: JSON description example of a shell.

```json
{
  "name": "Ultra96",
  "bitfile": "Ultra96.bin",
  "regions": [
    {
      "name": "pr0", "blank": "Blanking_slot_0.bin",
      "bridge": "0xa0010000", "addr": "0xa0000000"
    },
    {
      "name": "pr1", "blank": "Blanking_slot_1.bin",
      "bridge": "0xa0020000", "addr": "0xa0001000"
    },
    {
      "name": "pr2", "blank": "Blanking_slot_2.bin",
      "bridge": "0xa0030000", "addr": "0xa0002000"
    }
  ]
}
```

(c) Type of AXI interface used (default: 128-bit AXI4 master and 32-bit slave)
(d) Name and number of the PR regions it is compiled for

3. Register mappings:

   (a) Symbolic name of the HW register
   (b) Address offset at which the HW register can be access

Given that the control register map follows the standard Vivado HLS [32] interface (see Listing 4.3), an accelerator can have an arbitrary number of 32-bit registers. This allows building generic drivers for accelerators to relieve hardware developers from the responsibility of writing and integrating drivers. Hence, with this logical hardware abstraction, shells or accelerators can be arbitrarily updated with no need to recompile the Linux kernel or drivers. Section 4.2.4 will describe the driver and acceleration library interface.

The name of the PR region for each bitstream allows backward compatibility to the Xilinx PR flow, where we must compile an accelerator for each region (no relocation support). Moreover, the name of the accelerator is unique, but it may contain bitstreams of varying sizes corresponding to differently sized acceleration implementations providing the same functionality. The scheduler can later use these implementation alternatives to perform resource-elastic scheduling, i.e. dynamically changing the resource allocation used by the accelerator based on the workload and available resources at runtime.

We then register these JSON descriptions for shell and accelerators into a JSON
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Listing 4.2: JSON description example for a vector add accelerator.

```
1 {
2   "name": "vadd",
3   "bitfiles": [
4     {"name": "vadd.bin", "shell": "Ultra96", "region": ["pr0",
5       "pr1"]},
6   ],
7   "registers": [
8     {"name": "control", "offset": "0"},
9     {"name": "a_op", "offset": "0x10"},
10    {"name": "b_op", "offset": "0x18"},
11    {"name": "c_out", "offset": "0x20"},
12  ]
13 }
```

Listing 4.3: Control bits for the accelerator.

```
1 // 0x00 : Control signals
2 //  bit 0  - ap_start (Read/Write/COH)
3 //  bit 1  - ap_done (Read/COR)
4 //  bit 2  - ap_idle (Read)
5 //  bit 3  - ap_ready (Read)
6 //  bit 7  - auto_restart (Read/Write)
7 //  others - reserved
```

based registry to enable a centralised view of the available hardware to the upper software layers. This allows the application developers or the runtime system to request hardware based on just a logical name (a logical accelerator functionality) and corresponding input data, without needing any further information about the underlying hardware layer and accelerator implementation.

Note that we can automatically generate the JSON descriptor for accelerators from the files generated by the Vivado HLS compilation flow [32]. Whereas, the shell developer must write the JSON description to allow the runtime system to manage the resource allocation and use generic drivers. However, this process is commonly required only once per system and can be omitted when using the pre-built shells provided with FOS.
4.2.4 Acceleration Interface Libraries

In general, an OS has to provide high-level APIs that can be used from existing software stacks to improve the accessibility of FPGAs to software developers (who are often non-FPGA experts). One such effort is the PYNQ [127] framework from Xilinx, which allows accessing FPGA accelerators through a high-level Python API. However, the current implementation of PYNQ relies on an existing vendor development flow and contains many direct dependencies on artefacts produced by the Vivado compilation flow which restrict modular development [32, 127]. For instance, it requires the entire block diagram of the shell to enable programming some vendor IPs, and this creates a strong direct dependency between shell and runtime environment. While it is possible to engineer around these shortcomings, the resulting system would suffer from code inflation and would be non-scalable due to its legacy support. Hence, we built a new light-weight acceleration interface libraries called Ponq and Cynq for Python and C++ languages, respectively. These libraries are built based on a modular development flow and provide 1) access to static and dynamic FPGA accelerators via its generic drivers for programming accelerators, 2) the Xilinx FPGA manager for partial reconfiguration [128], 3) memory-mapped I/O (MMIO) modules for direct access to accelerators, and 4) a data manager for i) contiguous physical memory allocation and ii) virtual memory protection based on the system MMU [85] which is available on-chip and provides memory encapsulation for the accelerators. For providing extra hardware security against side channel or power hammering attacks, accelerator configuration bitstreams can be checked with FPGADEFENDER [72]. Figure 4.9 shows the integration of Ponq and Cynq libraries into the FOS modular development flow and existing high-level software libraries.

Moreover, the libraries are backwards compatible with the standard Xilinx development flow, i.e. both the PR flow and the static acceleration environment, as we built them on top of the logical hardware abstraction layer. The libraries provide the following basic HAL functionality and generic drivers for hardware acceleration:

- Load an FPGA shell
- Load a partially reconfigurable accelerator
- Load a static accelerator
- Load and program an accelerator based on a logical function name
- Program an accelerator for execution via generic drivers
4.2.5 Runtime and Multi-tenancy API

To support multi-tenancy, a runtime system is necessary to arbitrate access to reconfigurable resources between multiple users \emph{transparently}. The conventional approach for allocation is to employ time-domain multiplexing with a run-to-completion model, but there has also been spatial domain scheduling mechanism proposed for FPGAs\cite{5}. This approach bases the spatial domain scheduler on pipeline replication. However, it only support a DSL based accelerators and cannot change the resource allocation once it instantiates the modules until the application execution is entirely complete. An operating system, in contrast, must support all types of accelerators and allow them to execute concurrently while using space-time domain scheduling. To make this possible, we need three main components: an API to a daemon scheduler, a programming model and an actual scheduler, as discussed in the following paragraphs.
Listing 4.4: C++ daemon execution call example.

```c
1 // Create a job
2 Job &job = jobs.emplace_back();
3 job.accname = "Partial_accel_vadd";
4
5 // Set accelerator parameters
6 job.params["a_op"] = a_op_buffer_ptr;
7 job.params["b_op"] = b_op_buffer_ptr;
8 job.params["c_out"] = c_out_buffer_ptr;
9
10 // Launch jobs
11 fpgaRpc.Run(job);
```

Daemon Scheduler API

To truly support multi-tenancy with portability, we need to design an API which can span across multiple languages and which is portable to different OS kernels or a base processor system with ease. The two efficient ways to perform this inter-process communication (IPC) are 1) message passing and 2) shared memory. In our platform, we adopt the gRPC framework [35], which is a standard RPC framework with support for multi-languages. We use gRPC to send the acceleration requests from the client process to the daemon process, whereas, we pass the data via shared memory to avoid additional latency of copying data (i.e. zero-copy operation). The adoption of gRPC allows us to extend the runtime to accept acceleration requests from remote nodes in the future. The final interface exposed to the application developer, in C++ and Python, is shown in the examples Listing 4.4 and Listing 4.5. Note that each user can offload multiple data-parallel acceleration requests in a single RPC call to the daemon.

Programming Model

Dynamic resource allocation is achieved in the spatial-domain by using resource-elasticity [109] in two forms: module replication and module replacement. However, to make this possible for many types of accelerators, we allow applications to expose data-parallelism to the scheduler, i.e. an application developer can choose to express an acceleration job into a varying degree of parallelism appropriate for the application. A typical example of this is partitioning an image into multiple parts for image-processing accelerators. Note that this is analogous to a software developer deciding
Listing 4.5: Python daemon execution call example.

```python
# Create a job and set accelerator parameters
jobs = [{
    "name": "Partial_accel_vadd",
    "params": {
        "a_op": a_op_buffer_ptr,
        "b_op": b_op_buffer_ptr,
        "c_out": c_out_buffer_ptr,
    }
}]

# set accel parameters and run hardware unit
fpga_rpc.Run(jobs)
```

Figure 4.10: Scheduler organisation for resource elastic allocation between different users and their data-parallel acceleration requests.

for the number of threads for efficient execution on a multi-core system. The runtime is then responsible for executing those parts i) in parallel, ii) use a better implementation, or iii) in case of exceeding FPGA resource capacity perform time-domain multiplexing of the resources.

Scheduling

The scheduler maintains a queue for users and performs round-robin scheduling between users at a coarse granularity of data-parallel acceleration requests, as shown in Figure 4.10. Each user also has an individual queue of acceleration requests. Each request in this queue is independent of other requests in the queue and can execute in parallel and any order. At the end of each acceleration request, the scheduler relinquishes the accelerator and selects an acceleration request from the next user in the
queue. This scheme implements a cooperative scheduling policy (by breaking down a job into fine-grained run-to-completion acceleration requests) where each request includes fetching operands and writing back results to main memory (DDR). This corresponds directly to the OpenCL programming model where work-groups can execute in any order. Note that the scheduling granularity depends on execution latency of acceleration request rather than fixed timing intervals like in preemptive scheduling.

In the case there is no other user, the scheduler executes requests from the same user in parallel and attempts to use the biggest module (assuming that the biggest module provides the highest performance per resources used, i.e. Pareto-optimal) to maximise the utilisation and performance. Moreover, the scheduler avoids partial reconfiguration and reuses an accelerator if it is already available on-chip. This allows multiple different applications that require acceleration of the same functionality to share the same accelerator in time without paying an additional configuration penalty or user effort.

Consequently, a single task execution call may execute on multiple accelerators in parallel or use an implementation alternative or share an accelerator with other tasks in time, during its execution lifetime. All these modes can be used arbitrarily without an application being aware of other tasks and types of accelerators it executes on. Hence, the runtime system is responsible for dynamically arranging the loading and unloading of these heterogeneous accelerators (written in C, C++, OpenCL or RTL) transparently from the user. Figure 3.6 shows an example of how such resource allocation can allow maximising the FPGA utilisation and performance compared to standard fixed-module scheduling policies.

4.3 Heterogeneous Runtime System

In this section, we describe the implementation of a runtime system to improve the adaptability for heterogeneous FPGA systems by dynamically scheduling multiple applications on both CPU and FPGA.

To achieve this, the resource elastic scheduling problem is solved for heterogeneous resources (CPU and FPGA) in best-effort manner with the help of Branch-and-Bound (BnB) exploration and heuristics. In particular, we design the runtime system to hide the low-level device details with OpenCL interface and transparently enable resource allocation.

The following subsection describes the foundations and components used to build
4.3.1 Runtime Foundations

As mentioned earlier in Section 3.4.2 and 3.5.1, a data parallelism based cooperative approach can be used for treating all the compute resources under a unified execution model. This simplifies the scheduling problem for compute engines with different latencies and resource requirements which provide the same operations.

Given that OpenCL is a widely accepted industry standard for programming data-parallel applications on heterogeneous platforms (i.e. CPUs, GPUs, FPGAs and ASICs), we target OpenCL modelled applications for dynamic runtime scheduling with the extension of sharing all devices transparently. This not only resolves the portability issues across devices but also raises the abstraction to the OpenCL execution model (see Section 3.5.2), as well as hiding the complexity of integrating heterogeneous compute resources (i.e. CPU and FPGA in our case).

To support OpenCL execution on CPU cores and FPGA systems, the POCL runtime [49] and FOS shell (described in Section 4.2) has been used, respectively. The compilation for OpenCL to software is as per the standard LLVM compilation flow (details of which can be found in [49]) and for FPGA accelerators the decoupled compilation flow of FOS was used.

4.3.2 System Overview

Our system runs as a daemon to which multiple different applications can submit kernel execution requests, as shown in Figure 4.11. The runtime contains a waiting queue and a scheduler responsible for executing kernels on FPGA accelerators and submitting sub-kernels (a set of kernel work-groups) to the POCL [49] runtime for CPU execution. However, unlike standard OpenCL runtime systems, we submit work to devices at a fine granularity (work-groups) allowing the devices to be reallocated more often and being able of interleaving the execution of multiple kernels on the same device as necessary. This approach does not necessarily incur overheads because the native kernel execution is often implemented at work-group granularity internally in runtime systems. For example, for FPGAs, the accelerator is synthesised for the execution of a
single work-group while for CPUs the kernel is compiled into a work-group function, which is then executed repeatedly for complete kernel execution \[^{55,56}\].

At the end of each work-group execution for OpenCL FPGA accelerators, there is no internal state which needs to be stored or I/O in progress, resulting in a natural context-switch point. This allows the runtime to perform context-switching either by directly dispatching a work-group from another application or by replacing the accelerator for a new application using partial reconfiguration (PR). Given the context-switching ability for both device types subjected to cooperative scheduling, our runtime scheduler performs dynamic reallocation of resources for performance optimization and relieve the programmer from the responsibility of workload partitioning as well as supporting the execution of multiple OpenCL applications across different devices and accelerator types.

**User view**

Figure 4.12 shows the complete design flow used for the development and execution of the OpenCL kernel supporting resource elasticity. The input required by the programmer is an OpenCL kernel with optionally different optimization levels (to generate
implementation alternatives) and host code. There are two differences compared to the standard OpenCL flow [49]: 1) the generation of different kernel versions (e.g., design alternatives with different resource-performance trade-offs) from the user’s viewpoint, which can be performed easily by selecting the appropriate HLS pragmas options; 2) a generic OpenCL call is made by the host program rather than device-specific call. This is because the runtime selects the appropriate device type (i.e., to execute the kernel on CPU or FPGA or both) on behalf of the user.

Note that it is not a requirement that each module is implemented with different resource and performance variants as resource elasticity can be implemented by instantiating an accelerator multiple times. The scheduler (see Section 4.3.3) can arbitrarily handle multiple accelerator instances of different size as well as multiple CPUs.

### 4.3.3 Scheduler

Given that the scheduling problem is a mixed-integer nonlinear problem (see Section [A.3]), we use a Branch-and-Bound method with snapshot heuristic to explore the resource allocations where ranking functions (domain-specific heuristics) guide the resource management. The algorithm consists of three different steps (as shown in Figure 4.13): kernel selection, resource allocation and resource binding. In summary, the algorithm first identifies a set of kernels to schedule together on the available resources. It then explores the potential resource allocations for the kernels while ranking each resource allocation based on a ranking function (e.g., predicted performance, fairness,
energy, QoS or throughput requirements) with consideration of overhead caused by the new resource allocation. The overhead can include the cost of PR, data movement latency and software overhead. After that, once the best possible resource allocation is identified based on a ranking function, it performs the steps necessary to change current resource allocation by performing PR (if needed) and programming of the devices (e.g., FPGA accelerators and CPUs) for kernel execution, as detailed below.

**Kernel Selection**

To keep waiting times for tasks minimal and ensure kernels continue to maintain progress, we select the maximum number of kernels from the waiting queue. This allows the system to degrade the performance gracefully while over-committing resources. To implement this heuristic, we first relinquish control of as many FPGA accelerators and CPUs as possible (if any) and add them to the back of the waiting queue to free up resources for waiting kernels. At this stage, there may be kernels which have not reached their context-switch points (i.e. currently executing). Hence, we select these kernels in-flight in addition to the maximum number of kernels that we can assign from the waiting queue using the newly recovered resources.
Resource Allocation

Given a set of independent kernels ($K$) to execute, we first identify the current resource pool allocation ($c$), see Figure 4.14. A resource pool allocation is a collection of allocated resources from the heterogeneous system, i.e. the number of slots (PR regions) on FPGA and CPU cores (see Figure 4.14). Then we perform exploration of the potential resource pool allocation transitions from $i$ to new resource allocation configurations using a Branch-and-Bound algorithm. Equation (4.2) models the makespan of kernels based on a combined rate of execution for CPUs and FPGA accelerators and act as an objective function ($f$) of the algorithm. Where $T_c(r_k)$ denotes the projected time taken to execute each of the remaining work-items ($W_l(k)$) based on a resource allocation for kernel $r_k$ in the resource pool allocation $r$ given work-item latency $T_w^F(r_k)$ for FPGA allocation and $T_w^C(r_k)$ for CPU allocation, respectively. The transition cost of the resource pool allocation $c$ to $r$ is captured by $O_i(c,r)$, which refers only to the PR cost of the kernel in our system because CPU cores and FPGA slots share the same memory in our target platform (ZCU102), hence removing the need for data movement between private device memory and system memory (which is commonly required when using GPUs or a datacenter FPGA card).
\[ T_c(r_k) = \frac{T^F_w(r_k) \times T^C_w(r_k)}{T^F_w(r_k) + T^C_w(r_k)} \times W_l(k) \] (4.1)

\[ \arg\max f(r) = \{T_c(r_k) + O_i(c, r) \mid i \in K\} \] (4.2)

The upper bound \( g \) is calculated using Equation (4.3) where \( f(r) \) denotes the execution latency of currently allocated resources, function \( T^m(K_l) \) denotes the maximum latency of kernels yet to be assigned to resources \((K_l)\) given their worst-case latency \( (T_m(k))\), the number of free FPGA slots \( s \) and PR latency per slot \( P_l \), as per Equation (4.4). Note, as we use the worst-case latency of kernels in addition to the worst-case overhead, we achieve an upper bound on makespan latency for a resource pool allocation \( r \). Execution latencies required for these calculations are based on the profiling information provided with the kernel implementation alternatives. Hence, they only serve as a heuristic for problem-solving and are not meant to be absolute. In particular, these heuristics allow estimating the solution of sub-problems and help to reduce the execution time of the algorithm while keeping deviation from the optimal solution minimal by using profiling information.

\[ g(r) = \max(f(r), T^m(K_l)) \] (4.3)

\[ \arg\max T^m(K_l) = \{T_m(k) + s \times P_l \mid k \in K_l\} \] (4.4)

The solver generates decision branches starting with the FPGA whereby a branch for each implementation alternative of the requested accelerators available is created to the first fit location (i.e. starting by branching \( b \) number of times where \( b \) is the total number of bitstreams of a given kernel \( K \)). Intuitively, this can be imagined as filling up the FPGA from one end to the other end one step at a time at each level of exploration tree (see Figure 4.15). Once the FPGA cannot accommodate new modules, our algorithm allocates CPUs and branches with a factor of \(|K|\), i.e. CPU allocation for each kernel. However, the total number of branches are subjected to three primary constraints which help in reducing the search space along with the upper bound for recomputing a schedule \( g \):

1. **Availability**: when only certain sized FPGA accelerators are available rather than all implementation alternatives (e.g., a two-slot FPGA accelerator is infeasible to place when only one slot is free on an FPGA).
2. **Runtime constraints**: executing kernels cannot relocate, which may fragment available free resources.

3. **Over allocation**: we cannot allocate more resources than our heterogeneous system can provide.

**Resource Binding**

Given a new resource allocation, we identify the necessary changes to the FPGA allocation and queue the request to perform PR through FPGA drivers. Then we program the CPUs by launching sub-kernels via the POCL runtime and the FPGA accelerators via our FPGA drivers. The data manager keeps track of the next work-group, which needs to be scheduled and collects the data back from the accelerators and POCL. Note that our system performs dynamic scheduling of work-groups across different devices rather than static partitioning of kernel workload (work-groups). This reduces the dependence on the accurate profiling information about execution latency as a faster execution unit will automatically receive a larger share of the workload based on the input data characteristics, thus improving performance without user intervention.

### 4.4 Multi-node Architecture for OpenCL Accelerator Migration

To enable better support for adaptability at the cluster level, in this section, we describe the implementation details of the infrastructure required for live migration methods for OpenCL accelerators (mentioned in Section 3.6) with FOS.

We propose using a distributed system based on a master and slave approach, which is similar to Apache Hadoop YARN [110] (which is one of the industry-standard cluster management systems). The system architecture is shown in Figure 4.16. Here each

![Figure 4.15: Branching cases for our FPGA Branch and Bound allocation algorithm.](image-url)
node has a copy of both master and slave runtime such that the master can be selected based on a standard election algorithm in case of a fault occurrence. The slave runtime system employs resource elastic scheduling such that the number of instances or module implementations can be changed dynamically based on the workload. Further, the slave runtime provides heart-beat signals and checkpoint information to a master node regularly to detect and mitigate unexpected crashes. The master runtime is responsible for host code execution and can distribute workload across multiple FPGAs.

The slave nodes transfer the data payload between slave nodes using Transmission Control Protocol (TCP) to ensure reliability and error checking of the data during transit. The transferred data is then picked up by the slave runtime running on the target node and is used to set up buffers, control state and the programming of OpenCL kernels via partial reconfiguration and generic drivers of FOS.

For non-blocking migration, we need to perform merging of the output data as we execute on both source and target node concurrently (see Section 3.6), this requires identification of the memory locations in buffers written by the source and target nodes respectively. In case of mapping the output data from a source buffer to a target buffer, only the memory locations written by the source must be updated into the target buffer. This can be performed by tracking the memory location with write flags and updating only the memory location in the target buffer where it is set in the corresponding source buffer. However, in most cases, this can be easily determined based on the work-item ID for OpenCL applications as it often corresponds one-to-one or one-to-N with...
the index in the output buffer. This allows eliminating the tracking entirely if the information of how many output values each work-item generates. This can either be provided by the user as an additional argument in the execution API call (extension of OpenCL API) or by a compiler as meta-data. In this thesis, we take the API extension approach to minimise the data merging time as current OpenCL compilers for FPGAs do not provide such information. Note, this does not require extra effort from the developer to identify this information as it is a part of the algorithmic design (i.e. how much work each thread needs to perform).

4.5 Chapter Summary

In this chapter, we described the implementation details of 1) hardware and software infrastructure of a modular FPGA OS called FOS, 2) heterogeneous runtime system for OpenCL applications to dynamically scale resources on both CPU and FPGA transparently from the user, and 3) multi-node architecture to off-load work to OpenCL accelerators with live migration support.

The resulting system provides an application-centric view for hardware acceleration to the developers by hiding the complexity encountered when using a heterogeneous CPU+FPGA acceleration with Linux back-end. Moreover, it builds the backbone of an FPGA execution stack at the node level and can be used to support multi-tenancy in a variety of environments with integration to existing virtualisation techniques as summarised in Figure 4.17.

Overall, in this chapter, we implemented the concepts introduced in Chapter 3 to cater to the need of upcoming FPGA systems and allow them to be more maintainable, adaptable and accessible, benefiting both FPGA and application domain experts. Evaluation of performance and overhead of the implemented system is provided in Chapter 5.
Figure 4.17: The software stack and the FPGA shell of FOS can be used to perform resource elastic scheduling (RES) in multiple different OS virtualisation setups due to its light-weight nature and built-in portability. Note that in the figure RES implies both software and hardware infrastructure described in Chapter 4.
Chapter 5

Evaluating Modularity and Resource Elasticity

5.1 Chapter Overview

In this chapter, we aim to evaluate the system components and answer the following questions:

- What is the overhead of FOS in terms of reconfigurable resources, compilation latency, execution latencies of intermediate software layers, memory throughput available to the accelerators, and application performance?

- What is the impact of resource elastic scheduling on performance and utilisation under varying workloads, and how does it compare with standard scheduling policies?

- What is the overhead of performing live migration in a blocking and non-blocking manner for common use cases?

To perform this evaluation, we use a combination of 1) hardware accelerator benchmarks, 2) behavioural simulation, and 3) a memory performance toolkit [71] depending on the experiment setups. The details of the hardware accelerators are provided in the following subsection as they are frequently used in various experiments, while we cover the details of simulation setup and memory performance toolkit as required in Section 5.3.2 and 5.2.3 respectively.
Table 5.1: Spector benchmark suite implementation and its resource usage. Note, we merged two kernels of BFS* by manual in-lining for better overhead representation of the entire application. The resulting bitstream of these accelerators are shown in Figure 4.8b and 4.8a. Resource per slot for each shell can be found in Table 5.2.

<table>
<thead>
<tr>
<th>Applications</th>
<th>LUTs</th>
<th>BRAMs</th>
<th>DSPs</th>
<th>ZCU102 Slots</th>
<th>Ultra-96 Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D Normal Estimation of Point Cloud</td>
<td>11955</td>
<td>7</td>
<td>39</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sparse Matrix-Vector Multiplication</td>
<td>14578</td>
<td>2</td>
<td>80</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Sobel Filter</td>
<td>17592</td>
<td>33</td>
<td>8</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Time-domain FIR</td>
<td>7436</td>
<td>6</td>
<td>20</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Discrete Cosine Transform (small)</td>
<td>13671</td>
<td>109</td>
<td>69</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Discrete Cosine Transform (large)</td>
<td>44732</td>
<td>172</td>
<td>341</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>Histogram’s main kernel</td>
<td>5058</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Matrix Multiplication</td>
<td>11693</td>
<td>84</td>
<td>50</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Breadth First Search (BFS)*</td>
<td>7204</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

5.1.1 Hardware Accelerator Benchmarks

For the evaluation in this thesis, we mainly use accelerators from the Spector Benchmark suite [34] representing applications from signal processing, machine learning, computer vision, and statistics. This diversity of applications is vital to capture the various compute to data ratios required, as we expect the scheduling workloads and migration overhead to be highly sensitive to it. Further, Spector benchmarks have annotations for various optimisation parameters to test design space exploration tools, which we use to generate different implementation alternatives required to exercise resource elastic scheduling. However, Spector benchmark suite originally targets Altera OpenCL platforms. Hence, we compiled 8 out of 9 application benchmarks (as shown in Table 5.1) to Xilinx platforms, with only the omission of SIMD optimisation pragma which is unavailable for Vivado HLS [124]. We do not consider the remaining application benchmark (merge sort) as it generates incorrect results (at run-time) when synthesised with Vivado HLS. It can be re-written to produce the correct result. However, this would require changing the benchmark implementation considerably.

Additionally, we also use accelerators from Xilinx benchmarks [132], financial models by Ma et al. [70] and our in-house accelerators to enrich the set of accelerator behaviour. The experiment setups identify their details individually when used.

Note that the use of these third-party accelerator modules from different sources

---

1Benchmark suite authors are aware of this issue [34]. However, their proposed workaround is not compatible with Xilinx platforms.
demonstrate that they can be compiled and used without further modifications for systems proposed in this thesis.

5.2 FOS Core Functionalities

There are five primary dimensions onto which we can evaluate an FPGA operating system: 1) FPGA resource overhead, 2) software stack overhead, 3) available memory performance, 4) level of modularity and 5) application performance. We detail and discuss the performance of FOS on each dimension for the Ultra-96 and ZCU102 boards in following subsections.

5.2.1 FPGA Resource Overhead

FPGA shell

The resources used by an FPGA shell have a direct impact on the FPGA resources available for user hardware accelerators. Hence, it is crucial to minimise the overhead as much as possible. Table 5.2 shows the resources available for hardware acceleration when using FOS on ZCU102, Ultra-96, and UltraZed boards. For the ZCU102 board (an MPSoC development kit from the FPGA vendor Xilinx) around 50% of the resources are available for user acceleration whereas on a small IoT category Ultra-96 board it is about 80%. This is because the layout of the ZCU102’s chip (XCZU9EG) is irregular, limiting the available resources when supporting relocatable modules (see Figure 4.5). With a regular resource layout like in Ultra-96’s chip (a XCZU3EG, see Figure 4.4), we can maximise the resource allocation for relocatable modules and considerably reduce the resource overhead of a FOS shell. However, it is important to note that the resources of the shell are not entirely wasted. They are available for future extensions as well as to implement other host system components, for example, static accelerators or I/O functionalities as done in ECOSCALE [74].

Bus Virtualization

Bus virtualisation is vital for achieving modularity at the hardware interface layer. However, dynamically loading the interconnect wrappers (see Section 4.2.2) requires the pre-allocation of a partial region. Table 5.3 shows the overhead of this pre-allocation
Table 5.2: Available resources for acceleration on the ZCU102 platform and the Ultra-Zed & Ultra96 platforms. The version on ZCU102 has 4 PR regions in total, while the other platforms provide 3 PR regions in total.

<table>
<thead>
<tr>
<th>Resources on ZCU102 (XCZU9EG)</th>
<th>Number of resources per PR region</th>
<th>Chip utilisation per PR region (%)</th>
<th>Total chip utilisation for accelerators (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLB LUTs</td>
<td>32640</td>
<td>11.70</td>
<td>46.80</td>
</tr>
<tr>
<td>CLB Regs.</td>
<td>65280</td>
<td>11.90</td>
<td>47.60</td>
</tr>
<tr>
<td>BRAMs</td>
<td>108</td>
<td>12.10</td>
<td>48.40</td>
</tr>
<tr>
<td>DSPs</td>
<td>336</td>
<td>13.30</td>
<td>53.20</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resources on Ultra96 &amp; UltraZed (XCZU3EG)</th>
<th>Number of resources per PR region</th>
<th>Chip utilisation per PR region (%)</th>
<th>Total chip utilisation for accelerators (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLB LUTs</td>
<td>17760</td>
<td>25.17</td>
<td>75.51</td>
</tr>
<tr>
<td>CLB Regs.</td>
<td>35520</td>
<td>25.17</td>
<td>75.51</td>
</tr>
<tr>
<td>BRAMs</td>
<td>60</td>
<td>27.78</td>
<td>83.33</td>
</tr>
<tr>
<td>DSPs</td>
<td>96</td>
<td>26.67</td>
<td>80</td>
</tr>
</tbody>
</table>

of resources. We can identify that only about 18% (448 LUTs) of the pre-allocated partial region is unused when we change the interconnection interface and protocol considerable, such as from AXI Stream to AXI master and slave. In particular for large FPGAs, this overhead is negligible. However, when using small FPGAs such as on the Ultra-96 or performing minor changes to the interface (e.g., changing bus width), the overhead of dynamic bus virtualisation is considerable (assuming same partial region allocation). Hence, in such scenarios, we recommend using compile-time bus wrappers.

5.2.2 Software Stack Overhead

The software stack of an FPGA OS incurs two types of latencies: compile-time and runtime. Compile-time latency relates to the time taken to compile hardware accelerators with all the additional constraints for partial reconfiguration in the implementation phase. In contrast, the other relates to the overhead caused by intermediate layers in the software stack during accelerator execution.
Table 5.3: Resource overhead of bus virtualisation at logical and physical levels.

<table>
<thead>
<tr>
<th>Module Interface</th>
<th>Shell Interface</th>
<th>Bus adaptor’s services</th>
<th>Resource overhead</th>
</tr>
</thead>
<tbody>
<tr>
<td>32-bit AXI-Lite &amp; 32-bit AXI4 Master</td>
<td>32-bit AXI-Lite &amp; 128-bit AXI4 Master</td>
<td>AXI Interconnect</td>
<td>LUTs 153 2400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFs 284 4800</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BRAMs 0 12</td>
</tr>
<tr>
<td>32-bit AXI-Lite &amp; 32-bit AXI Stream</td>
<td>32-bit AXI-Lite &amp; 128-bit AXI4 Master</td>
<td>Control reg., AXI MM2S, &amp; AXI DMA</td>
<td>LUTs 1952 2400</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>FFs 2694 4800</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BRAMs 2.5 12</td>
</tr>
</tbody>
</table>

Figure 5.1: Place and route results of Black Scholes accelerator [70] for Xilinx PR flow and FOS. Note, FOS uses BitMan [84] to generate relocatable bitstream which is copied to other PR regions.

Compilation Latency

The standard Xilinx partial reconfiguration (PR) flow requires compiling both static and accelerator designs together and, more importantly, it needs to perform place and route (P&R) and the generation of a dedicated bitstream for each partial region. This leads to additional latency compared to our decoupled compilation flow, where we first generate a full-static bitstream with Vivado and then a relocatable partial bitstream with BitMan [84] for all regions. To quantify this, we used accelerators of three different sizes: sparse (AES), medium (Normal Est. [34]) and dense (Black Scholes [70]). The utilisation for each is 33%, 63% and 81%, respectively. Figure 4.8a shows the AES and Normal Est. modules while Figure 5.1 shows the Black Scholes module with a comparison to a design generated by the Xilinx PR flow.

Table 5.4 shows the latency breakdown for place and route and bitstream generation for both Xilinx PR flow and FOS compilation flow on Ultra-96. The results show

(a) Xilinx PR compilation flow result. (b) FOS compilation flow result.
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Table 5.4: Total place and route (P&R) times, and bitstream generation latency for AES, Normal Est. [34], and Black Scholes accelerator [70] when compiling for all three partial regions on Ultra-96 shell. The evaluation is conducted using Vivado 2018.2.1 on an Intel core i7-4930K CPU running at 3.4 GHz with 64 GB of RAM.

<table>
<thead>
<tr>
<th>Applications</th>
<th>Region Util.</th>
<th>Xilinx PR (3x one region)</th>
<th>FOS (one region)</th>
<th>Speed Up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>P&amp;R (s)</td>
<td>Bitgen (s)</td>
<td>Total (s)</td>
</tr>
<tr>
<td>AES</td>
<td>33%</td>
<td>429.40</td>
<td>176.19</td>
<td>605.59</td>
</tr>
<tr>
<td>Normal Est.</td>
<td>63%</td>
<td>747.75</td>
<td>201.21</td>
<td>948.96</td>
</tr>
<tr>
<td>Black Scholes</td>
<td>81%</td>
<td>1296.26</td>
<td>231.27</td>
<td>1527.53</td>
</tr>
</tbody>
</table>

that P&R latency per region is higher for FOS as it adds additional constraints for supporting relocatability, however, when compiling for multiple regions (i.e. 3 for Ultra-96 platform) it outperforms the traditional compilation flow (by up to 2.34 ×) by duplicating a single slot accelerator. Overall, when increasing the number of partial regions, the compilation flow latency of FOS stays constant, whereas the latency of the Xilinx PR flow increases linearly. This relationship turns into an exponential increase in compilation time when compiling several applications with standard Xilinx PR flow, as it needs to compile each module for each partial region. Hence, it is necessary to adopt a scalable and modular PR flow when targeting multiple applications and shell versions which are common in datacenter environments.

Runtime Execution Overhead

The runtime overhead occurs because of the four main steps performed when using the FOS software stack: i) initialisation of the gRPC server, ii) parsing of JSON files for accelerators and shells, iii) gRPC calls to the daemon and iv) scheduling latency. Table 5.5 details the latency of each step. The first two steps (i and ii) have dependencies on I/O as they use the network and file system, respectively. This leads to latencies in the range of milliseconds. However, this overhead is amortised over time as we perform steps i) and ii) only once when system starts. The gRPC call to the daemon goes through many levels of the Linux stack (processes) before reaching the FOS multi-tenancy daemon, leading to a latency of about one millisecond. We can speed up the gRPC call by reducing the Linux timer interrupt period to achieve a better response time from the Linux kernel for a quick turnaround between processes if required. The scheduling latency is in the range of microseconds and comparable to standard CPU
Table 5.5: Execution overhead caused by various software layers.

<table>
<thead>
<tr>
<th>Software Layer</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialize gRPC (once)</td>
<td>12.20</td>
</tr>
<tr>
<td>JSON parsing (once)</td>
<td>2.27</td>
</tr>
<tr>
<td>gRPC Call to Daemon</td>
<td>0.71</td>
</tr>
<tr>
<td>Scheduler</td>
<td>0.02</td>
</tr>
</tbody>
</table>

schedulers. Moreover, the scheduler is event-driven and executed only when an accelerator finishes or a new acceleration request arrives (due to its cooperative nature) rather than at every timer interrupt like preemptive scheduling.

5.2.3 Memory Performance

One central characteristic of an FPGA operating system on the hardware acceleration performance is the memory bandwidth that it can provide given the shell implementation (interconnect to the memory). Hence, we evaluated the available memory throughput of different 128-bit High-Performance AXI ports (HP ports) provided to partial regions on the FOS shells for ZCU102 and Ultra-96 boards with accelerators running at 100 MHz using memory evaluation kit proposed in [71]. In particular, we measured the performance of each port for 1) read only, 2) write only, and 3) aggregated read-write transactions of varying burst sizes from the PL (FPGA). Additionally, we examine the combined performance of all ports running in parallel.

Figure 5.2 shows the breakdown of the read and write throughput of each AXI port and the total accessible bandwidth for the Ultra-96 board, respectively. On average, there is an even split of read and write bandwidth with a throughput of 530 MB/s for each read and write operation. The aggregated read-write throughput of the individual AXI ports is about 1060 MB/s and, when activating all three ports at the same time collectively they achieve up to 3187 MB/s. This translates to about 25% and 74% of the theoretical DDR peak throughput when using AXI ports individually and concurrently, respectively.

Figure 5.3 shows the breakdown of read and write throughput on the ZCU102 board. Each AXI port achieves an even throughput distribution of 1600 MB/s between read and write transactions. The total throughput is 3200 MB/s for individual AXI ports and 8804 MB/s when using all AXIs together, as shown in Figure 5.3 A possible explanation for this sub-linear improvement in the total throughput when using all AXI
Figure 5.2: Memory throughput for varying burst sizes on the 128-bit duplex High Performance AXI ports (HP0, HP1, and HP3) available to the hardware accelerators in PR regions 0 to 2 of Ultra-96 FOS platform at 100 MHz.

ports (HP0-3) concurrently is because of the row pollution and AXI interconnect multiplexing in the memory controller. This result also reveals that the shell is saturating the memory throughput that is available through the ARM SoC and that it is not worth to spend more resources in the shell to implement wider backplane buses.

5.2.4 Quantifying Modularity

Compared to the standard FPGA development flow, where a change in the shell means recompilation of all system components (both hardware and software) \[56,128\], the modular FOS FPGA development flow provides the freedom to update individual components without recompilation of other components which may take hours \[32,57,128\]. This means that FOS only has to pay compilation and re-initialisation latency (as shown in Table 5.6) for the changed component given that it does not modify the component’s defined interface.

From Table 5.6, we can identify that this avoidance of recompilation allows changing the shell at runtime with additional functionalities or bug fixes costs less than 21 ms
Figure 5.3: Memory throughput for varying burst sizes on the 128-bit duplex High Performance AXI ports (HP0 to HP3) available to the hardware accelerators in PR regions 0 to 3 of ZCU102 FOS platform at 100 MHz.

Similarly, swapping an accelerator implementation is easy and includes only the partial reconfiguration latency, because FOS provides generic drivers. In contrast to FOS, the standard flow would require generating/writing new drivers and re-installing them separately. Changing the kernel involves the most significant re-initialisation latency, as this includes a system reboot which takes 66 seconds, including I/O setup (for keyboard, mouse, Wi-Fi, monitor and webcam) on Ultra-96. However, this still avoids the need to compile user software binaries for re-integration as required in the standard PetaLinux flow, causing latency in tens of minutes (11 and 16 minutes for Sobel and in-house Mandelbrot applications, respectively).

Overall, the modularity of FOS removes the recompilation latencies and redevelopment steps (i.e. mandatory recompilation of all shell, accelerators, Linux and user applications caused by Vivado and PetaLinux for any changes in single component like shell) which cost in the range of hours. This reduces the component change latency by two-orders of magnitude compared to the standard development

---

2This assumes that the shell bitstream is pre-compiled as recompilation of the shell itself for bug fixes or new features is unavoidable for all systems.

3The Ultra-96 board support package and vendor drivers included for Wi-Fi and bluetooth have a bug which causes time-out during boot up period, inflating reboot time. After boot-up, our work-around in Ubuntu setup fixes the bug to operate Wi-Fi correctly.
Table 5.6: Re-initialisation latencies for component change on FOS platforms. Note that in contrast to FOS, for any changes in these components, standard PetaLinux flow [128] requires a generation of new Linux image, and hence, a complete reboot and re-initialisation of all components even after excluding compilation latencies.

<table>
<thead>
<tr>
<th>Component Updated in FOS</th>
<th>U-96 Latency (ms)</th>
<th>ZCU102 Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerator (one slot)</td>
<td>3.81</td>
<td>6.77</td>
</tr>
<tr>
<td>Shell</td>
<td>20.74</td>
<td>98.4</td>
</tr>
<tr>
<td>Runtime</td>
<td>15.2</td>
<td>15.2</td>
</tr>
<tr>
<td>Kernel (including reboot)</td>
<td>66000$^3$</td>
<td>15760</td>
</tr>
</tbody>
</table>

flow while supporting all the features required from an FPGA OS.

### 5.2.5 Application Case Study

We evaluated a case-study in two different environments: 1) single-tenant but multiple partial regions and 2) multi-tenant with dynamic offloading. All the accelerators used in this case study operate at default frequency of ZUCL 2.0 [85] shells (100 MHz) as a baseline environment.

**Single-tenant with Multiple Partial Regions**

To examine the benefits of multiple partial regions and the ability to replicate accelerators dynamically, we selected OpenCL accelerators from the Spector benchmark suite [34] for reasons mentioned in Section 5.1.1. Figure 5.4 shows the results of the execution latencies with a varying amount of resources available for acceleration on the ZCU102 platform. Most of the benchmark applications show an almost linear performance improvement when replicated across multiple partial regions. This is expected from our memory evaluation experiments (in Section 5.2.3) which show that multiple ports can be used in parallel without major performance drops on individual memory port performance. The effect of implementation alternatives can be seen for the DCT accelerator which benefits from the ability to switch to a bigger module implementation (by using larger data buffers and a larger unrolling factor in the bigger alternative) and which achieves a super-linear performance improvement of $3.55 \times$ for $2 \times$ the resources.

To understand the effects of exposing more parallelism than available on the FPGA platform, we conducted the experiments on Ultra-96 using compute-bound (Mandelbrot and Black Scholes [70]) and memory-bound (Sobel [132]) applications which are
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Figure 5.4: Execution latencies of OpenCL accelerators from the Spector benchmark suite running on the ZCU102 platform.

more sensitive to reconfiguration overhead due to their smaller execution latencies than Spector benchmarks [34]. Figure 5.5 shows the results in which the number of requests dictates the amount of parallelism exposed to the runtime system. The performance improves almost linearly until it hits the number of available partial regions (3 in the case of Ultra-96 platform), after which the performance tends to stagnate (see Figure 5.6). This is because the scheduler uses time multiplexing to provide the illusion of an unlimited number of regions, leading to a behaviour similar to multi-threading on CPUs. In particular for cases with the number of requests which are a multiple of the number of physical accelerators, we see better performance than in other cases as they avoids unused resources which are caused by the (leftover) pending requests at the end of the execution of a job queue.

Overall, this highlights that FOS can help to improve performance (by up to $2.54 \times$) even when using a single application along with its other benefits of modularity and developer productivity.

Multi-tenant Dynamic Offload

To understand the performance changes when using multiple applications at the same time, we execute the Mandelbrot and Sobel [132] applications concurrently on the Ultra-96 platform. Note that individual applications are not aware of other applications executing on the platform. In particular, the accelerators that are written and
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Figure 5.5: Execution latencies of Mandelbrot, Black Scholes (European option) [70], and Sobel [132] when executing concurrently with varying the amount of hardware requests on the Ultra-96 platform.

Figure 5.6: Relative execution latencies of Mandelbrot, Black Scholes (European option) [70], and Sobel [132] applications when exposing varying amounts of parallelism to process a frame on the Ultra-96 platform.
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Figure 5.7: Relative execution latencies of Mandelbrot and Sobel\textsuperscript{[132]} when executing concurrently with varying amounts of HW requests on the Ultra-96 platform.

accessed (at runtime) in C (Mandelbrot) and OpenCL (Sobel), demonstrate the support for multiple different languages used \textit{concurrently}.

Figure 5.7 shows the execution latencies relative to 1-Mandel$\times$1-Sobel scenario with a varying amount of acceleration requests. As we can see, the execution latencies tend to decrease with an increase in the number of requests as in the standalone case. However, here the optimal performance is achieved at 3-Mandel$\times$1-Sobel rather than 3-Mandel$\times$3-Sobel. This is because of two reasons: 1) adding more Sobel units reduces memory performance due to row-bank pollution and 2) multiple requests from different applications (over capacity) induces higher reconfiguration overhead for swapping them in and out because of FOS scheduler’s fairness policy (see Section 5.3 for performance-oriented scheduler’s evaluation). Regardless of this behaviour, it is essential to note that if each application takes a greedy decision to request the highest amount of parallelism suited for the application based on the standalone results, the system can still achieve a near-optimal performance resulting in 46\% improvement over 1-Mandel$\times$1-Sobel by dynamically reallocating resources using the same accelerators.

5.2.6 Summary

Overall, the evaluation shows that FOS can speed up the compilation time by up to 2.34$\times$ and avoid standard recompilation requirements to reduce update latencies by
over 100× due to its modular FPGA development flow. The overheads caused by the hardware and software layers are minor and recovered by the ability to schedule resources dynamically in both single and multi-tenant environments.

In comparison to BORPH’s UNIX interface [99] where hardware process creation can take up to 900 ms, an acceleration request to FOS (i.e. gRPC call to daemon in Table 5.5) takes only 0.71 ms. Moreover, FOS avoids the latencies required for synchronisation (2 ms) and communication message queues (2.16 ms) on top of partial reconfiguration when using thread interface from ReconOS [67].

With this, FOS directly caters the needs of upcoming FPGA systems which are being deployed at scale (cloud and edge) and allow systems to be more maintainable, adaptable and accessible, benefiting both FPGA and application domain experts.

5.3 Heterogeneous Runtime System

The evaluation of the heterogeneous runtime system (described in Section 4.3) is performed in two-stages. First, we undertake a case study with real-world workloads using the Spector benchmark to identify the feasibility and practical performance benefit achievable with resource elasticity on ZCU102 platform of FOS (see Section 5.3.1). Then we carry out behavioural simulation experiments with varying workload sizes, workload types and compute resources to assess the scalability and behaviours of the schedulers operating under worst-case scenarios (see Section 5.3.2).

5.3.1 Application Case Study

For this evaluation, the runtime (see Section 4.3) uses POCL version 1.2 [49] and Ubuntu 16.04.5 LTS based on the Xilinx PetaLinux 2018.2 kernel. We use POCL in standard configuration with automatic vectorisation enabled in LLVM, which maps the work-items operations to NEON vector instructions whenever possible. However, at this point, POCL does not support the separation of compute units as individual devices like other OpenCL runtimes and hence executes the OpenCL kernel on all four cores concurrently. Consequently, we treat the system as a single logical CPU, together with a 4-slot FPGA.

We select four OpenCL accelerators from Spector benchmark suite [34] with different device type preferences, i.e. applications that perform better in software (3D

\[\text{Note, POCL is the only open-source OpenCL runtime which supports ARM CPUs.}\]
Table 5.7: Relative performance of accelerator benchmarks on various resources.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>CPU</th>
<th>1-slot</th>
<th>2-slot</th>
<th>3-slot</th>
<th>4-slot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal est.</td>
<td>4x</td>
<td>1x</td>
<td>2x</td>
<td>3x</td>
<td>4x</td>
</tr>
<tr>
<td>FIR</td>
<td></td>
<td>3.4x</td>
<td>6.8x</td>
<td>10x</td>
<td>13.6x</td>
</tr>
<tr>
<td>DCT</td>
<td>1.18x</td>
<td>-</td>
<td>1x</td>
<td>-</td>
<td>3.54x</td>
</tr>
<tr>
<td>MMult</td>
<td>1x</td>
<td>3.8x</td>
<td>7.6x</td>
<td>11.4x</td>
<td>15x</td>
</tr>
</tbody>
</table>

Normal estimation (Normal est.), in hardware (Matrix-Matrix multiplication (MMult) and Finite Impulse Response (FIR) filter) or reasonably good in both cases (Discrete Cosine Transformation (DCT)). Figure 4.8b and Table 5.7 shows the compilation results of these, where Normal est. is CPU favoured and has a $4 \times$ performance benefit over its FPGA implementation, FIR is FPGA favoured with $3.4 \times$ performance benefit over CPU, DCT on CPU is $1.18 \times$ faster as compared to a 2-slot FPGA accelerator and $3 \times$ slower than a 4-slot FPGA accelerator and MMult is $3.8 \times$ faster on the FPGA compared to CPU only. The implementation difference between 2-slot or 4-slot DCT modules is due to the larger buffer sizes and loop unrolling for better data reuse. In particular, DCT serves as an interesting edge case because, depending on the version which a scheduler considers, it may be CPU favoured or FPGA favoured. Note that we compiled the benchmarks unmodified with default compilation settings and that our approach does not require any changes to the OpenCL code used.

For simplicity, our case study schedule comprises the following arrival times: Normal est. at 0ms, DCT at 100ms, FIR at 200 ms and MMult at 300ms. We consider five main execution scenarios:

1. **Run-to-completion (RC)** execution only on CPUs using POCL.
2. Run-to-completion execution on static FPGA accelerator and CPU (SDSoC [56] like execution) where the FPGA accelerator is for longest kernel (MMult).
3. **Round-robin with heuristic (RR-H)** for preferred device type with execution on both CPU and FPGA.
4. **Resource elastic scheduling (RES)** only on FPGA.
5. **Heterogeneous resource elastic scheduling (HRES)** on both CPU and FPGA.

Figure 5.8 shows the resulting waiting time and makespan latencies. Introducing the FPGA accelerator improves the makespan by $4 \times$ over CPU only as MMult gets
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5.3.2 Simulation Experiments

In the previous section, we evaluated the physical implementation of the system with a small set of benchmarks to identify the feasibility and comparative gains over commercially available FPGA platform (SDSoC [56]). However, this does not help us evaluate the scheduler behaviour under varying workload scenarios and FPGA sizes due to its physical limitations and lack of scheduling workload benchmarks. To assess the scalability and behaviour of dynamic schedulers, in this section, we use a behaviour simulator (accurate to a millisecond) with varying workload sizes, workload types and compute resources.

Workload Characterization

We tested the system with varying workload level, whereby the compute-bound kernels arrive at the rate of (1, 5, 10, 15, and 20) kernels per second for 100 seconds based on a Poisson distribution, i.e. on average each schedule is made up of (100, 500, 1000, 1500, and 2000) kernels respectively. Additionally, each scheduling scenario is sampled 1000 times for error range and significance.
To model a heterogeneous workload scenario where certain applications run faster on CPU while others run faster on FPGA, we split kernels into two categories: CPU favoured and FPGA favoured. The ratio of CPU favoured to FPGA favoured is assessed by three variants: 25% CPU - 75% FPGA, 50% CPU - 50% FPGA, and 75% CPU - 25% FPGA. We run these kernels on platforms with CPUs ranging from 0 to 4 and FPGA slots ranging from 0 to 8.

Characteristics of each kernel are generated based on a uniform random distribution, i.e. base latencies of work-groups are in the range of [20, 100] milliseconds, arrival times are set randomly in the Poisson time interval, the slot size of each kernel bitstream and the number of bitstreams is independently in the range of [1, \( \min(4, n) \)] where \( n \) is the number of available FPGA slots. It further receives a speed-up on the base latency in the range of [2, 16] if the bitstream size is greater than one or if the kernel is CPU favoured. To model a wide variety of kernel sizes, the total number of work-groups ranges in [10, 1000]. We assume the I/O requirements of the kernels are not on the critical path of the application. The PR latency is modelled linearly with respect to slot size, where each slot requires on average 6.77 milliseconds for reconfiguration (as found in Section 5.2). Note, this implies that there could be kernels where the PR latency can be as much as \( 4 \times \) the work-group execution latency as well as kernels where PR overhead is negligible. Restricting the maximum number of slots per bitstream allows to investigate how the scheduling behaviour changes when a larger FPGA is available for the same workload (i.e. FPGAs with 6 and 8 slots).

Schedulers

We execute these randomly generated scheduling requirements on five different scheduling algorithms on the same platforms with both CPU and FPGA. Four of which serve as a baseline for our experiments:

1. **Run-to-completion (RC)** is the standard for OpenCL runtime systems [56,119,126] but with multiple partial regions (PR) for FPGA to support multiple accelerators (e.g. SDSoC [56] with multiple PR regions).

2. **Run-to-completion with heuristic (RC-H)** selects the device based on profiling information (execution latency) whenever both (CPU and FPGA) are available for execution. This is similar to the approaches used in [2,67,81].

3. **Round-robin scheduling policy (RR)** is using the context-switching mechanism discussed in Section 4.3 to allow reallocation of PR regions at the end of
work-group to other kernels. This is similar to the methods used in [43, 120] but with an extension to scheduling on both CPU and FPGA.

4. **Round robin with heuristic (RR-H)** couples a standard round-robin policy with a heuristic to select the favoured execution unit when there is a choice between device type (CPU and FPGA). This is similar to approaches used in [7, 20, 37] but with additional support for partial reconfiguration and multi-tasking to share resources among multiple applications.

These four baselines are compared against (5) **heterogeneous resource-elastic scheduler (HRES)** which follows the implementation described in Section 4.3.3. Note that the platforms with no CPUs (f-nc-0) or no FPGA slots (f-0c-m) capture the results of performing resource elastic scheduling for only a single device type, i.e. either FPGA or CPU only. Additionally, in the behaviour simulator, we remove the POCL’s implementation restriction of executing on all cores [49] to allow the schedulers to change the number of CPU cores dynamically.

Overall, our simulation experiments only change execution models (as above) and keep the platform capabilities and workload the same for evaluating the impact of schedulers on system performance and overheads.

**Results**

Figure 5.9a, 5.9b, and 5.9c show the makespan (time to completion) latency of all schedulers with kernels arriving at the rate of 5 per second with 25%, 50% and 75% of the kernels being CPU favoured, respectively. We can see that adding more resources to the execution platform allows the kernels to execute in parallel and reduce the makespan as someone would expect. When the skewed workload executes completely on its non-favoured device type (e.g. FPGA favoured kernels on CPU), the execution latency increases substantially. However, adding the smallest instance of the preferred device types helps reducing the latency considerably.

If we look at the relative performance of HRES compared to the run-to-completion scheduler on varying CPU-to-FPGA favour ratios in Figure 5.10a, we can see that overall, when averaged across all workload sizes, the general trend is similar. When the number of resources available is small, HRES does not show any particular benefit and in fact, an overhead of 6% (data point f-2c-0) in the worst case. This quickly turns into 20% performance improvement on average as we add more resources to
Figure 5.9: Makespan time for an arrival rate of 5 and CPU-to-FPGA ratio of 25:75 in (a), 50:50 in (b), and 75:25 in (c) on various execution platforms, where f-nc-m denotes n FPGA slots and m CPUs.
the system allowing HRES to allocate free resources dynamically for task acceleration. HRES maintains this benefit of around 15 to 20% improvement even with an increase of $20\times$ in the workload size. This demonstrates that the scaling in workload size does not impact the benefit of HRES over a run-to-completion model. Figure 5.10b, 5.10c, and 5.10d show a detailed breakdown based on kernel arrival rate for varying CPU-to-FPGA favoured ratio. The exact latency behaviour changes minorly based on the ratio of CPU-to-FPGA preference of the workload for kernel arrival rates above 1. The low arrival rate of 1 shows a deviation on how quickly the performance changes with an increase in resources. This is because lower workload allows more opportunities for collaborative execution (i.e. executing a kernel on both CPU and FPGA), hence, improving performance rapidly.

We measure wait time as the difference between the arrival time of a task and the time this task begins execution (including PR latency). We can see from Figure 5.11a that, on average, the wait time is reduced by 95% when using HRES compared to a run-to-completion model. The exceptions to this are pure FPGA platforms and highly CPU favoured workload. Pure FPGA platforms force the scheduler to wait for partial reconfiguration before starting the execution, hence, increasing the wait time. Whereas for CPU+FPGA platforms, launching the kernel on the CPU while reconfiguring the FPGA slot reduces the wait time. The outlier behaviour of kernel arrival rate of 1 mostly skews the wait time for a workload with 75% of kernels being CPU favoured as shown by the breakdown in Figure 5.11d. This is because when the workload is low, HRES takes a greedy decision of performing collaborative execution by allocating all resources to a single kernel, this induces wait times for arriving kernels. In contrast, a run-to-completion scheduler would refrain from allocating more resources than minimally required by the kernel, leaving the resources free for incoming kernels and keeping the wait time near zero. We can also see the effect of this decision on the relative makespan in Figure 5.10d, where makespan latency improves. However, run-to-completion loses this advantage as the workload size increases, i.e. when the number of kernels increases higher than the number of compute units. Overall, HRES’s advantage over run-to-completion in waiting time also scales with respect to the workload and size and types as shown in the detailed breakdown of waiting times in Figure 5.11.
Figure 5.10: Avg. makespan w.r.t. run-to-completion for varying CPU-to-FPGA ratios is shown in (a) while their break down for ratios of 75:25 is in (b), for 50:50 is in (c), and for 75:25 is in (d). Note that k denotes arrival rate and f-n_c-m denotes n FPGA slots and m CPUs.
Figure 5.11: Avg. wait time w.r.t. run-to-completion for varying CPU-to-FPGA ratios is shown in (5.10a) while their break down for ratios of 75:25 is in (5.11b), for 50:50 is in (5.11c), for 75:25 is in (5.11d). Note that $k$ denotes arrival rate and $f$-$nc$-$m$ denotes $n$ FPGA slots and $m$ CPUs.
If we look in detail at the behaviour of schedulers with an arrival rate of 5 kernels and a CPU-to-FPGA ratio of 50:50, Figure 5.12 shows relative performance differences compared to standard run-to-completion model. We can see that performing context-switching without resource elasticity via methods like the round-robin can harm performance rather than improve it because the partial reconfiguration latency induces a significant overhead. Whereas, when coupled with resource elasticity, it maintains an average 20% performance advantage over run-to-completion for FP-GAs ≥ 4 slots by maximising the system utilisation. However, the context-switching improves waiting time by 95% for cooperative schedulers except for HRES on pure FPGA configurations. This is due to two main reasons in this workload scenario: 1) the FPGA being overloaded leads to higher PR penalties for maximising FPGA utilisation; 2) fragmentation of resources may not allow to load a new kernel from the waiting queue onto the FPGA. In this case, our HRES algorithm takes a greedy decision and continues accelerating the current kernels by reallocating them to free resources. The need for accelerating CPU favoured kernels on the FPGA only platform further worsened waiting times. Overall, the wait time decreases if we increase the number of FPGA slots available in the system, i.e. moving from 4-slot to 6-slot and 8-slot results in a 36% and 47% lower wait time, respectively. This suggests that the ability to predict the arrival of a new kernel may be beneficial for the scheduler to avoid taking a greedy decision. Overall, for heterogeneous systems, HRES adapts better by allocating the incoming tasks to CPUs if FPGA resources are not available as a fallback mechanism, hence, reducing the wait time considerably. This results in a heterogeneous system with a better makespan than run-to-completion but also with similar wait times as round-robin policies. Note that HRES achieves this by using a better orchestration of resource allocation and not by improving any of the accelerator implementations. Overall, using both CPU and FPGA resources allows the system to deliver both fast response time (i.e. short wait time) as well as the high throughput (i.e. small makespan) of hardware acceleration.

Further, we found that all schedulers tend to keep CPU utilisation full as there are no constraints on its allocation. However, for the FPGA resources, runtime constraints can lead to fragmentation which is not dealt well by standard round-robin policies, as shown in Figure 5.13. HRES, in contrast, can use the free resources and keep the utilisation close to the maximum possible because of its ability to replicate accelerators dynamically. To perform this, HRES employs aggressive reconfiguration leading to
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Figure 5.12: Avg. makespan w.r.t. run-to-completion for an arrival rate of 5 and CPU-to-FPGA ratio of 50:50, where f-nc-m denotes n FPGA slots and m CPUs.

a considerable increase in the number of reconfiguration calls compared to run-to-completion, as shown in Figure 5.14. However, the reconfiguration call count is similar to other context-switching algorithms such as RR and RR-H, which suggests it is more of a side-effect of context-switching itself rather than HRES in particular. Moreover, HRES performs reconfiguration only if it helps in reducing the overall makespan or accommodating a new arriving kernel. It is essential to point out that the acceleration of kernels using free resources that would otherwise be left unused amortises the higher reconfiguration penalties, yielding in a better makespan and lower wait times, as shown in Figure 5.12 and Figure 5.15.

To further quantify and contrast the overhead caused by the schedulers, we measured the average execution time of scheduler wakeup calls for each scheduler and the results of which are shown in Figure 5.16. As we can see, the overhead of HRES is $10 \times$ to $100 \times$ higher than that of other schedulers, particularly after the introduction of CPUs in the system. This is due to the Branch-and-Bound exploration not being able to terminate early as with FPGAs due to a lack of constraints and goes onto exploring more possible permutations for the CPU allocation. However, even in a CPU+FPGA system, this is comparatively negligible as it still requires only microseconds to compute which is marginal when compared to the PR latency, which ranges in milliseconds. It can potentially be further reduced if required by adding constraints to CPU allocation for a Branch-and-Bound mechanism based on the CPU cache preferences as a heuristic, such that we minimise redundant exploration.
Figure 5.13: FPGA utilisation for an arrival rate of 5 and CPU-to-FPGA ratio of 50:50, where f-nc-m denotes n FPGA slots and m CPUs.

Figure 5.14: Reconfig. calls for an arrival rate of 5 and CPU-to-FPGA ratio of 50:50, where f-nc-m denotes n FPGA slots and m CPUs.

Figure 5.15: Avg. wait time for an arrival rate of 5 and CPU-to-FPGA ratio of 50:50, where f-nc-m denotes n FPGA slots and m CPUs.
Figure 5.16: Avg. scheduler wake up call latency (time to allocation decision) for schedules with an arrival rate of 5 and CPU-to-FPGA ratio of 50:50, where $f$-$n$-$c$-$m$ denotes $n$ FPGA slots and $m$ CPUs.

5.3.3 Summary

The evaluation of our heterogeneous runtime system on a physical implementation (Section 4.3) demonstrates that a resource elastic scheduler for CPU+FPGA architectures can achieve $2 \times$ better makespan latency and $126 \times$ improvement in max waiting time compared to SDSoc-like platforms (static acceleration systems) for a set of Spec-tor benchmarks. Moreover, our synthetic simulation experiments further extrapolate that it can provide scalable benefits of 20% performance improvement and 95% wait time improvement over the standard run-to-completion model, on various platforms across varying workload size and types.

Overall, our findings suggest five key takeaways for scheduling on future FPGA systems:

- Collaborative execution is ideal for heterogeneous resources (CPU and FPGA) and should be performed whenever possible for high performance, as it delivers fast response time and high throughput.

- Co-scheduling application on CPU+FPGA platforms can improve system utilisation and, consequently, improve performance.

- Adding a cooperative context-switching mechanism can reduce waiting time by 95%, but when coupled with fixed resource allocation policies (e.g., round-robin), it can impose significant overheads.

- Resource elasticity in almost all cases overcome the overheads of context-switching
in dynamic systems while retaining its waiting time benefits and it does not re-
require changes in the accelerator implementation or the standard user view.

- For dynamic high workload environments, which are common in cloud and edge
  systems, resource elastic systems will often be a better fit than standard run-to-
  completion runtime systems due to its scalability.

5.4 FPGA to FPGA Accelerator Migration

After the evaluation of modular FPGA platform (Section 5.2) and resource elastic
scheduling (Section 5.3) on a single node, this section will consider the scenarios where
workload is migrated from on FPGA node to another using the multi-node implemen-
tation described in Section 4.4.

To evaluate the different mechanisms and scenarios for live migration, we use
OpenCL kernels mentioned in Section 5.1.1 for their various compute to data ratios,
as we assume the migration overhead to be highly sensitive to it. All the experiments
considered in this section perform migration halfway through the application execution
for a fair comparison. The effective data transfer speed between the local and remote
node (both ZCU102 boards) is about 238 Mbps over the Gigabit Ethernet connection
when performing TCP and therefore contributing to the main bottleneck during the
data transfer phase. Our primary evaluation metric, in this section, is execution over-
head caused by the migration of the accelerator. To further identify the bottleneck we
split this overhead into various parts such as bitstream and data transfer, software layer
overhead, partial reconfiguration and any lost work (if any) for various applications.

5.4.1 Maintenance & Load-Balancing Scenario

Migration for maintenance is often coupled with load-balancing algorithms to re-
distribute workload to the other nodes while the system is upgraded/recovered. Hence,
in this section, we evaluate both scenarios (maintenance and load-balancing) together
and highlight the critical aspects of migration concerning performance and overhead.
In particular, we test the scenarios shown in Figure 5.17, where a kernel gets migrated
to the target node with equal or more resources. The migrated kernel may replicate or
change module implementation on the target node if possible based on our resource
elastic scheduler (Section 4.3).

Figure 5.18a shows the execution overhead of the migration when performing
blocking migration using replication on the target node. Overall, it results in overheads ranging from 0.064% for Breadth First Search to 14% for an FIR filter accelerator depending upon the compute-to-data ratio. Matrix Multiplication and Breadth First Search implementations have the highest compute-to-data ratio, leading to minimal migration overhead, whereas, the opposite is true for applications like FIR and 3D Normal Estimation. In particular, when performing a migration to another node with a lower workload (allowing more resources for acceleration), we note that the overhead is paid off by the acceleration achieved for all eight applications. This implies that migration coupled with load-balancing is much more preferable than migration to an equally busy node (even when performing maintenance). However, there still exist applications like 3D Normal estimation and FIR filter, which suffer from 13% overhead on average when moving to an equivalently busy node. These latency penalties are considerable for environments such as cloud, where the service availability requirements could be strict as well as the probability of faults or need for load-balancing is high due to its large scale.

In contrast to blocking migration, non-blocking migration allows for almost zero overhead in terms of service downtime (i.e. when user computation is not taking place). Figure 5.18b shows the execution latency for the applications using replication on the target node, where the maximum overhead is 0.96% for FIR filter, consisting of the software latency and partial reconfiguration mainly. In the general load-balancing case,
when migrating to lower workload node, applications show performance benefits ranging from 17% to 37.5% using replication despite the considerable latency of data and bitstream transfer latency (as shown in Figure 5.19).

To understand the gap between these two migration mechanisms, let us consider the case of DCT migration with its implementation alternatives which require higher bitstream transfer and reconfiguration latency than other applications, as shown in Figure 5.20a and Figure 5.20b. The most significant additional latency belongs to the data and bitstream transfer over Ethernet. Thus, when utilising the non-blocking mechanism where the computation continues on the source node while all the necessary data transfer for the next work-group execution takes place, it mainly absorbs this significant latency to provide very low overhead by increasing the time spent on the source
node. To reduce the overhead further, load-balancing can use a bigger module with super-linear performance\(^5\) (i.e. a module taking \(n\) times the resources delivers more than \(n\) times the performance) on the target node at the cost of longer bitstream transfer latency. However, still, the work left on the target node also needs to be enough for acceleration. Example of this is the DCT (as shown in Figure 5.20b) where switching to a large module is preferable as the data transfer phase does not considerably increase the time spent on the source node.

Note that the bitstream transfer latency can be removed by keeping local copies if the workload is known. It is also possible to configure while receiving the bitstream, however, this would require a more complex protocol to handle the failed transfers.

### 5.4.2 Fault Tolerance Scenario

Migration can also help to provide support for fault tolerance at the node level, i.e. when a node is unable to function correctly while other nodes can continue their execution/service. This fault scenario may occur due to a software bug, hardware fault (e.g., power failure) or problem in the local operating system. Hence to evaluate this, we consider two scenarios: 1) unexpected fault leading to loss of work and 2) complete system update (Linux kernel and shell together) to mitigate bugs or add new features.

#### Unexpected Fault

To test the first scenario, we implemented a regular check-pointing mechanism using a server, as performed in traditional distributed systems with the help of logs \(^{[106]}\).

\(^5\)Better sharing of data and control logic compared to replication for many applications can gain this super-linear benefit.
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Figure 5.20: Latency breakdown for blocking and non-blocking migration of DCT in (a) and (b), respectively.

Figure 5.21: Fault tolerance scenario where an unforeseen fault occurs halfway through the execution of the 3D normal estimation application.
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In our test environment, we take the snapshot of the application on every 25% of the execution length based on the number of work-groups, and we mimic the unexpected fault by a forced operating system shutdown. After the fault occurrence, we resume the kernel execution again on another node.

The standard implementations of OpenCL run-times for FPGAs do not perform context switching and hence, they fail to leverage check-point mechanisms in case of fault occurrences, leading to a complete rollback (i.e. restart) of the kernel execution. Whereas our technique allows integrating OpenCL with the standard distributed computing mechanism such that partial rollbacks can be performed for unexpected faults (e.g., power failure). This can save up to 75% of completed work over standard OpenCL mechanisms in the here assumed scenario (as shown in Figure 5.21). This delivers an advantage proportional to the frequency of check-pointing until check-pointing overhead dominates in case of a fault occurrence. Equation 5.1 states this relation formally, where $T$ is the total time taken for kernel execution with $\mu$ as a mean time to fault, $n$ is the number of work-groups with a latency of $L_w$, $D$ states the downtime, $R$ is the time taken for recovery, $C$ is the number of work-groups between check-points (i.e. check-point interval), and $L_o$ is the check-point latency.

$$T = nL_w \left(1 + \frac{1}{\mu} \left(D + R + \frac{cL_w}{2}\right)\right) + \frac{nL_o}{c} \quad (5.1)$$

System Update

In order to update the Linux kernel and static system transparently at runtime, we need to perform a series of steps. First, we need to write a new Linux image with an updated static bitstream to the SD-Card while we perform the migration. Then we need to initiate the reboot sequence on the source node using the SD-Card, followed by the initialisation of the runtime system and migration back to the source node.

Table 5.8 shows the latency of each of these steps for the Matrix-Multiplication benchmark using 4-slots via replication. The total latency for the update is 17 seconds, the majority of which corresponds to the Linux boot up period. We chose Matrix-Multiplication for this scenario as it is the longest-running application from our benchmark suite and, hence, expected the overhead induced by the update to be minimal for it. However, the update still represents 37% of the total execution time of the Matrix-Multiplication benchmark as overhead. During this period, live migration can allow

---

6This can be changed as per system requirements. The 25% of execution length is chosen here as a reasonable trade-off between frequency check-pointing and benefit provided by it for our benchmarks.
Table 5.8: Full static system and kernel update latency breakdown.

<table>
<thead>
<tr>
<th>Phase</th>
<th>Latency (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Write-to-SD-Card + Migration to Temp. Node</td>
<td>852</td>
</tr>
<tr>
<td>Shutdown Period</td>
<td>600</td>
</tr>
<tr>
<td>Boot-up Period</td>
<td>15160</td>
</tr>
<tr>
<td>Static Logic Reconfiguration</td>
<td>98</td>
</tr>
<tr>
<td>Run-time Initialisation</td>
<td>14</td>
</tr>
<tr>
<td>Migration to Source</td>
<td>278</td>
</tr>
<tr>
<td>Total Time Taken</td>
<td>17002</td>
</tr>
</tbody>
</table>

continuous provisioning of the acceleration service by moving execution to another node without pausing the kernel execution.

5.4.3 Summary

The evaluation of migration methods with the Spector benchmark suite shows that the asynchronous approach for data-parallel applications on FPGAs can allow almost zero overhead for migration and can be performed transparently from the user. In particular, this shows that we can eliminate i) the substantial latency caused by configuration read-back used by earlier proposals (e.g., 1 sec in [58]) for accelerator migration, and ii) 20% overhead caused during coarse-grained blocking migration of OpenCL applications in VOCL [121] on GPU

Moreover, the ability to perform context-switch for check-pointing and migration mechanism can provide fault tolerance for FPGAs when coupled with a standard distributed system architecture. This is possible by resuming an accelerator execution from the last known consistent state in case of a fault. Consequently, this helps provide fault tolerance with fewer spare nodes (i.e. lower cost for redundancy), as the resource allocation across the cluster can be changed dynamically with low overhead. Further, it can serve as a base of dynamic load-balancing systems to provide a service with less compute nodes for saving cost and power. Lastly, it enables to perform system updates such as changing static FPGA configuration or upgrading the OS without service downtime.

7When compared for a single matrix multiplication application on GPU with a similar problem size
5.5 Chapter Summary

In this chapter, we evaluated the modular FPGA platform (FOS), resource elastic scheduling for heterogeneous systems and live migration for FPGA clusters. The results show that 1) modular flow can remove the unnecessary recompilation and re-development effort considerably while supporting multi-tenancy, 2) resource elasticity with co-operative context-switching (via data parallelism) can help improve the utilisation and system throughput while reducing wait time, and 3) live migration can be achieved at almost zero overhead and improve adaptability for FPGA clusters.
Chapter 6

Conclusion and Future Work

6.1 Contribution Summary

In this thesis, we proposed the concepts, methods, and implementations to provide better maintainability, adaptability, and accessibility for FPGA systems while using existing tools and application accelerators. With this, off-the-shelf applications in scenarios with dynamic workload had been demonstrated to 1) compile $2.34 \times$ faster and reduce update latencies by $100 \times$ over Xilinx vendor tool flow due to modular development flow; 2) run $2.1 \times$ faster with $126 \times$ improvement in max waiting time over vendor systems and on average $20\%$ faster with $95\%$ wait time improvement compared to other dynamic scheduling policies by introducing the concept of resource elastic execution on FPGAs; 3) migrate to other FPGA nodes with almost zero overhead via live migration.

To achieve this, we first introduced a complete modular hardware-software co-design framework, called FOS, for FPGA development and runtime management that encapsulates the heterogeneity at each level of the development process. This framework comprises all levels of FPGA development from user-facing libraries in C++ and Python for hardware acceleration in a multi-tenant system down to the FPGA shell including all the drivers.

The modular foundation allows FOS to be tolerant of heterogeneity and changes in the system components, allowing it to swap components arbitrarily as long as they maintain the component interfaces. In particular, the decoupling of the components allows the developer to adopt an application-centric view while focusing only on the part of the system they care about rather than dealing with the entire complexity involved in building heterogeneous acceleration platform with Linux. This considerably
improves the productivity for large-scale projects with multiple teams in industry \[88\] and academia \[74\], as the here introduced FOS framework allows using different tool versions, add or remove features, and do bug fixes without needing to synchronise the components with other teams. With this, FOS is bringing the FPGA development experience one step closer to software development practices.

Further, FOS provides support for traditional as well as multi-tenancy environments with low overhead and easy-to-use software interfaces. The dynamic resource allocation capabilities of FOS, allows FOS to share multiple FPGA accelerators transparently between multiple users in the time and the spatial domain as well as the ability to switch between accelerator implementations on the fly. This helps improve performance in both single-tenant and multi-tenant environments for FPGA systems (as shown in Section 5.2).

We also extended the resource allocation to include the CPU on board for OpenCL applications and solve the resource elastic scheduling problem in best-effort manner using a Branch-and-Bound algorithm with heuristics. This heterogeneous OpenCL runtime system provides the same user view as the traditional OpenCL runtime systems but undertakes dynamic allocation for both CPU and FPGA resources transparently from the user. With this abstraction, our runtime system then solves the optimisation problems (see Section 3.5) for the heterogeneous system concurrently based on the cooperative context-switch mechanism (via data-parallelism). In particular, it can change the accelerator implementation, device type, the number of compute units, and workload partitioning at runtime. This relieves the programmer from these optimisations at the individual application level and allows to perform the optimisations at the system level across multiple different applications automatically. Therefore, opening a new avenue for further research on scheduling for CPU+FPGA systems with collaborative execution and multi-tenancy.

It was further shown that multi-node systems built on top of modular FPGA platforms and resource elastic schedulers can benefit from better flexibility at cluster level via the live migration of accelerators. This was demonstrated through building a multi-node platform for OpenCL applications and introducing two types of live migration methods: blocking and non-blocking. The evaluation of these migration methods on various use cases (maintenance, load-balancing, and fault tolerance) showed that it can provide considerable improvement over past proposals and can be achieved with zero overhead when combined with load balancing. Hence, enabling the crucial optimisation mechanisms at the cluster level and improving integration to the existing cluster
management systems by providing similar operations known from distributed software systems.

Overall, the final system allows building scalable FPGA systems which can adapt to changing workloads (e.g. cloud and edge environments) without compromising on the programmability, performance and ease of use for FPGAs (as shown in Figure 6.1). Moreover, the benefits extend to the general FPGA users as they can equally take advantage of modular development flow and high-level user interfaces to improve their productivity.

6.2 Future Work

There are four areas of research and development which can benefit from further work: 1) improvements in accelerator compilation flow, 2) scheduler optimisations, 3) extension of FOS to PCIe based FPGA platforms, and 4) integration of FOS to software virtual machines. The details of each are as follows:

- Improvements in acceleration compilation flow include:
  
  - Design space exploration can help to automatically generate the implementation alternatives for the partial regions available on the target platform when using HLS. This will allow minimising the internal fragmentation of the regions and reduces the burden on developers for accelerator optimisation and further allow to use resource elasticity at its full potential.

  - Extending the HLS compilation flow to include memory DMA based context-switching logic at points in the execution where the internal state space is small based on live variable analysis for the application. This would improve the adaptability of the system further by allowing preemptive context-switch and extend the resource elasticity to non-data parallel applications.

- Optimisations for the resource elastic scheduler include:
  
  - Extending the runtime to perform online profiling (of execution latencies) at runtime to support Branch-and-Bound exploration for generic workloads. This would allow the generic scheduler of FOS to solve the resource elastic scheduling problem more optimally.
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Figure 6.1: Final system (FOS shell and runtime system) with its use cases.
– Performing scheduling with quality of service constraints for cloud optimisation goals. This would allow meeting the business and legal requirements for cloud providers while optimising resource allocation for lower operation costs.

– Predicting incoming tasks and their resource requirements in order to pre-allocate resources when possible. This would allow reducing wait times further by avoiding the over-allocation pitfall encountered when accelerating only the current applications.

– Adding memory contention and interference constraints in scheduling policies. This would allow reducing the application execution latencies caused by memory stalls or throughput deterioration due to factors such as row and bank pollution, unsuitable burst lengths and AXI port priorities [71].

• Extending the FOS framework with a soft-core and PCIe integration in the shell to support Virtex UltraScale+ platforms with one level of indirection like the Xilinx Run-time System [126]. This would allow offloading of work from an x86 host CPU and support the direct deployment of FOS in FPGA cloud services.

• Integrating the FOS into software virtual machines for better process isolation and cloud deployment support. In particular, this would complete the virtualisation support for both the software and the hardware infrastructure.
Appendix A

Theory of Resource Elastic Scheduling

To optimally solve any scheduling problem, we must first establish a theoretical description of the problem, which also provides a better understanding of its relationship with other scheduling problems and with related real-world problems. The most common approach for describing a spatial scheduling problem in computer science is the strip packing problem. Whereby the tasks are imagined as strips with the $x$ dimension being the compute resources it requires and the $y$ dimension being the execution latency of the task. The problem then is to pack the strips in a fixed sized $x$ dimension (i.e. the compute resources available in the system), such that the $y$ dimension (time to completion) is minimised. Figure A.1 shows a visualisation of one such packing example. The strips can be rearranged as well as cut to achieve a denser packing, and this models the ability of tasks to be preempted or spread out on more or fewer resources using replication. However, for resource elastic scheduling, this problem description does not model all the problem characteristics. The reason for this is that the tasks can employ implementation alternatives with super-linear performance w.r.t. the resources, implying that the total area occupied by the strip can shrink in itself (depending on the physical accelerator used), making the problem more complex. Hence, we need a more general problem description to understand the roots of the scheduling problem. The following Section A.1 describes the closest related scheduling problem to resource elastic scheduling and Section A.2 details the changes required to it along with a mathematical problem description that we aim to solve in this thesis.
A.1 Relationship to Project Scheduling Problem

The Business and Operation discipline under the project planning field studies a related problem called resource-constrained project scheduling problem (RCPSP) [38, 41]. The problem aims to minimise the total makespan (also called time to completion) and schedules a set of project activities using a fixed amount of resources such that precedence and resource constraints of the project activities are satisfied. This is equivalent to scheduling computing tasks with a run-to-completion model on a computing platform. For practical scenarios, RCPSP alone is a limited model. Hence, many variants and extensions of the problem have been proposed to model practical applications of the problem more accurately. For instance, the multi-mode resource-constrained project scheduling problem (MRCPSP) [101], allows each activity to be performed in one out of several modes, where each mode has its own resource requirements and duration. An example of this is choosing to perform an activity between using automation or manual labour. In the computing world, this would be equivalent to the task being able to execute on multiple device types or number of computing units. Moreover, in real-world projects, many complex circumstances can arise, which may require interruptions. To model this, “preemption” was introduced to resource-constrained project scheduling by considering the activities to be composed of parts (sub-activities). In particular, a preemptive MRCPSP problem (P-MRCPSP) allows an activity to be preempted temporarily at any time and resumed again potentially in a different mode with no additional cost, unlike computing platforms. Thus, allowing the resource consumption of an activity to be changed dynamically in time as required by changing the mode after each part of the activity.

Figure A.1: Example of strip packing solution where strips can be rotated or cut using Guillotine cuts.
A.2 Resource Elastic Scheduling Problem

Resource elastic scheduling (RES) can be modelled as a project scheduling problem variant with multi-mode and preemption extensions. The modes in which an activity can be performed can be considered equivalent to the implementation alternatives a task has. Similar to different activity modes, each implementation alternative can have different time, area, energy and throughput characteristics. Preemption of an activity is similar to an accelerator context-switch for accelerators with the additional constraint of given minimum execution time before the preemption can be performed (i.e. to reach a quasi-quiescence point with a small state space in an execution flow). After a context-switch, a task can potentially be reloaded onto an FPGA with a different implementation alternative in a similar manner as an activity can change its mode after preemption, except that changing to another implementation alternative imposes a context-switch overhead (time penalty) depending on the type of change (e.g. changing the allocation from one instance of an accelerator to two or more). These differences require modifications in standard P-MRCPSP constraint definitions (as revealed in the following Section A.3).

A.3 Notation and Problem Formulation

A resource elastic scheduling problem analogue to the P-MRCPSP problem can be described as a graph \( G(V, E) \), where \( V \) is the set of nodes representing tasks, and \( E \) is set of arcs representing execution dependencies. Dummy tasks 0 and \( n + 1 \) act as the beginning and end of the schedule. Each task in \( i \in V \) is made up of parts (sub-tasks) \( p \) which can be executed in mode \( m \in M_i \), where a mode \( m \) has its own time \( (d_{im}) \) and resource requirements \( (r_{imk,p}) \). Dummy tasks \( i = 0 \) and \( i = n + 1 \) have zero duration and resource requirements. For resource \( k \), the availability of \( R_k \) is constant and is constrained throughout the scheduling problem. Cooperative preemption of tasks incurs a time penalty \( (O_i) \) depending on the overhead associated with the change from mode \( M^p \) to \( M^n \) for the tasks. The maximum number of context-switches allowed is \( U_i \), which is the maximum number of parts of a task. For each task \( i \), a minimum execution time \( \varepsilon_{im} \) is defined during which a task \( i \) in mode \( m \) cannot be interrupted. Mode \( M^0 \) and \( M^{U_i+1} \) represent the uninitialised state of the resources (i.e. no resource allocation). Table A.1 summaries the notation and parameter definitions used for this formulation.
### Table A.1: Notation and parameter definitions for resource elastic scheduling problem description.

<table>
<thead>
<tr>
<th>Sets</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V )</td>
<td>A set of task supporting cooperative scheduling</td>
</tr>
<tr>
<td>( E )</td>
<td>A set of arcs representing execution dependencies</td>
</tr>
<tr>
<td>( M_i )</td>
<td>A set of modes for tasks ( i ) (i.e. implementation alternatives)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Indices</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i, j )</td>
<td>Index of tasks</td>
</tr>
<tr>
<td>( m )</td>
<td>Index of execution modes</td>
</tr>
<tr>
<td>( k )</td>
<td>Index of resource type</td>
</tr>
<tr>
<td>( p )</td>
<td>Index of task parts</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n )</td>
<td>Number of tasks to schedule</td>
</tr>
<tr>
<td>( 0, n + 1 )</td>
<td>Dummy starting and ending tasks</td>
</tr>
<tr>
<td>( U_i )</td>
<td>Maximum number of task parts (sub-tasks) for a task ( i ) ( i \in V )</td>
</tr>
<tr>
<td>( U_i + 1 )</td>
<td>Dummy part of task ( i ) marking the end of execution ( i \in V )</td>
</tr>
<tr>
<td>( \alpha_i )</td>
<td>Maximum interruption time for task ( i ) ( i \in V )</td>
</tr>
<tr>
<td>(</td>
<td>M_i</td>
</tr>
<tr>
<td>( r_{mk,p} )</td>
<td>Resource required of type ( k ) for part ( p ) of task ( i ) in mode ( m ) ( i \in V; m \in M_i; p = 1,2,\ldots,U_i )</td>
</tr>
<tr>
<td>( R_k )</td>
<td>Maximum resource units available of type ( k )</td>
</tr>
<tr>
<td>( \theta_i(M^p, M^n) )</td>
<td>Switching latency of task ( i ) from mode ( M^p ) to mode ( M^n ) ( i \in V; M^p, M^n \in M_i )</td>
</tr>
<tr>
<td>( d_{im} )</td>
<td>Duration for task ( i ) in mode ( m ) ( i \in V; m \in M_i )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision variables</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_{i,p} )</td>
<td>Positive decision variable: Start time for part ( p ) of task ( i ) ( i \in V; p = 1,2,\ldots,U_i )</td>
</tr>
<tr>
<td>( F_{i,p} )</td>
<td>Positive decision variable: Finish time for part ( p ) of task ( i ) ( i \in V; p = 1,2,\ldots,U_i )</td>
</tr>
<tr>
<td>( x_{im,p} )</td>
<td>Binary decision variable: is 1 if part ( p ) of task ( i ) is executed in mode ( m ); ( i \in V; m \in M_i; p = 1,2,\ldots,U_i + 1 ) and 0 otherwise.</td>
</tr>
<tr>
<td>( t_{im,p} )</td>
<td>Positive continuous decision variable: Duration for part ( p ) of task ( i ) in mode ( m ) ( i \in V; m \in M_i; p = 1,2,\ldots,U_i )</td>
</tr>
</tbody>
</table>
The following mixed integer non-linear programming formulation models the resource elastic scheduling as a variant of the P-MRCPSP problem with context-switching overhead:

\[
\text{Min } \text{Time} = S_{n+1,0} \quad (A.1)
\]

The relation (A.1) describes the minimisation of the makespan as an objective. such that

\[
\sum_{m=1}^{\lvert M_i \rvert} x_{im,p} = 1; \quad \forall i \in V; \quad p = 0, 1, ..., U_i \quad (A.2)
\]

Constraint (A.2) enforces that part \( p \) of task \( i \) can only exist in one mode at a given time.

\[
\varepsilon_{im} \leq t_{im,p} \leq d_{im}; \quad \forall i \in V; \quad p = 0, 1, ..., U_i + 1 \quad (A.3)
\]

Constraint (A.3) models that there is a minimum execution time \( \varepsilon_{im} \) and a maximum execution time \( d_{im} \) during which the cooperative task \( i \) in mode \( m \) is in progress without interruption.

\[
S_0, F_0 = 0 \quad (A.4)
\]

Constraint (A.4) establishes that there exists \( F_0 \) and \( S_0 \) as dummy parts to simplify the formulation in (A.5). Note that these dummy parts are defined to be of zero latency in Table A.1 and, hence, does not affect the actual solution space.

\[
F_{i,p}, S_{i,p} \geq 0; \quad \forall i \in V; \quad p = 0, 1, ..., U_i + 1 \quad (A.5)
\]

\[
x_{im,p} \in \{0, 1\} \quad \forall i, m, p \quad (A.6)
\]

Constraints (A.5) and (A.6) guarantee the start and finish time are positive and decision variable is binary, respectively.

\[
F_{i,U_i} \leq S_{j,0}; \quad \forall (i, j) \in E \quad (A.7)
\]

Constraint (A.7) ensures that the earliest start time of task \( j \) is forbidden to be
smaller than the finish time of its predecessor task $i$.

\[ \sum_{p=1}^{U_i} \sum_{m=1}^{|M_i|} \frac{t_{im,p}}{d_{im}} x_{im,p} = 1; \quad \forall i \in V \]  

\text{(A.8)}

Constraint (A.8) ensures that the sum of the relative progress of all parts of a given cooperative task in all execution modes is equal to one unit task, i.e. task executes entirely.

\[ \sum_{i=p_{n}}^{p_{n+1}} \sum_{m=1}^{M_i} \sum_{k=1,2,...,k} x_{im,p} r_{mk,p} \leq R_k \quad p = 1,2,...,U_i; \quad k = 1,2,...k \]

\[ p_t = \{ i \in V \mid S_{i,p} < t \leq S_{i,p+1} \}; \]  

\text{(A.9)}

Constraint (A.9) enforces resource limit of $R_k$, for each time instant $t$, and for each resource type $k$.

\[ O_i(M^p,M^n,p) = \begin{cases} 0, & \text{if } M^n = M^0 \text{ or } p = 0. \\ \theta_i(M^p,M^n), & \text{otherwise}. \end{cases} \]  

\text{(A.10)}

Equation (A.10) defines the overhead (e.g., for FPGA reconfiguration) of changing from mode $M^p$ to mode $M^n$ for part $p$ of task $i$.

\[ F_{i,p} - S_{i,p} = \sum_{y=1}^{M_i} \sum_{m=1}^{M_i} \left( x_{im,p} t_{im,p} + O_i(y_{ix,y,p}, m_{ix,m,p}, p) \right) \]

\[ \forall i \in V; \quad p = 0,1,...,U_i + 1 \]  

\text{(A.11)}

Constraint (A.11) checks that the duration of the part $p$ of task $i$ in mode $m$ should be equal to the difference between the finish ($F_{i,p}$) and start ($S_{i,p}$) time for part $p$ of task $i$ plus the penalty of changing the mode if any ($O_i$). It models the execution latency of the task plus the overhead imposed by context-switching to another implementation of the task.
A.4 Mapping Heterogeneous Systems to RES problem

In a heterogeneous environment where the resource type can defer (i.e. CPU, GPU, FPGA, ASICs), the scheduling can become challenging while optimising for performance as each task can have preferred execution mode (e.g., Task A might perform better on CPUs than FPGAs while another task can have the opposite behaviour). In particular, moving from one device type to another can have varying latency depending on the data transfer, setup time, and minimum execution length required for the target device.

We can model these scheduling requirements using the RES problem defined in Section A.3. In which heterogeneous tasks \((i \in V)\) can run on different devices (mode \(M_i)\) each with different latency \((t_{im,p})\) and particular type of resource requirement \((r_{imk,p})\), where the availability of the resource type (device type) at any given time instance is bound by the heterogeneous system configuration \((R_k)\). The cooperative nature of the problem allows changing the mode during the execution at the end of each part given that the minimum execution length \((\epsilon_{im})\) constrained is satisfied. Further, the penalty of changing from one mode to another mode \((O_i())\) models the changing of execution device or mode of execution on the same device. Note, it is also possible to share the device between tasks as the resource capacity \((R_k)\) can be more than 1, allowing task modes such as multi-threading for CPUs. Further, tasks can have a specific type of resource requirements \((r_{imk,p})\) and may not necessarily have mode \(m\) for each resource type (i.e. a task may run on a CPU and GPU but not on FPGA). With this heterogeneous extension, the objective is again minimising the total execution time, as stated by relation (A.1).

Note, since resource elastic scheduling for both FPGA alone and heterogeneous systems map to the same problem, they are theoretically equivalent problems. This implies that the complexity of scheduling for FPGA resources alone is equivalent to heterogeneous scheduling for a platform with FPGA resources. This complies with common expectations given that FPGA can be used to model any other device (e.g. CPU or GPU) as a digital circuit.

A.5 Discussion

The resource-constrained project scheduling based formulation in Section A.3 shows that the RES problem shares its root with scheduling problems from the business and
operation discipline and that it can be considered theoretically equivalent to the project scheduling for software team or large scale government projects [38][41].

However, since the RES problem is a variant of resource-constrained project scheduling problem and more complex than strip packing problem, it is an NP-hard problem [9][40]. Implying there only exists algorithm with exponential complexity for its solution, unless \( P = NP \). The conventional approach to solving a mixed-integer non-linear programming formulation like the one presented in Section A.3 is to use a Branch and Bound technique with a combination of standard non-linear optimisation methods. Whereby the technique begins by recursively breaking down the problem into multiple ILP sub-problems until a solution is found that satisfies all integer constraints, resulting in exponential search space and execution time. Overall, finding a solution using this method can take anywhere between milliseconds to days, depending on the complexity of the problem instance.

Consequently, for a dynamic system where tasks can arrive at any time without prior notice, this exploration needs to take place at runtime, which makes it infeasible for our purposes. Hence, there is a need for domain-specific heuristics to simplify the problem and solving it as close to the optimal solution as possible. To this end, we propose solving the problem in snapshots, i.e. allocating the resources given the runtime conditions at the scheduling event and not looking into the future for an entire scheduling trace. This is because computing the schedule ahead of time may become obsolete if a new task can arrive at any time. Overall, this simplifies the problem into a variant of the bin-packing problem by removing the time dimension and not considering dependent waiting tasks. With this, we can solve the resultant bin-packing problem optimally using standard Branch and Bound technique. However, to find an approximate solution for makespan optimisation of the RES problem, we still need to link these individual snapshot solutions. To achieve this, we can use domain-specific heuristics to estimate the resulting makespan latencies at each step. In Section 4.3.3 provides an implementation of one such Branch and Bound technique with the snapshot heuristic and ranking functions (domain-specific heuristics) to solve the RES problem at runtime.
Appendix B

Resource Elasticity for Long and Short Running Tasks

This appendix presents a predecessor to the runtime system presented in Chapter 4 and uses a brute-force approach based on fairness and performance for OpenCL applications on FPGAs. This runtime system is then used to evaluate resource elasticity for long and short running task workloads using a behavioural simulator and a case study with in-house accelerators. Note that this legacy system is only presented as additional information on how a resource elastic scheduler may behave for fairness requirements and workload of long and short running tasks.

B.1 FPGA Virtualisation with OpenCL

We selected the OpenCL execution model for a case study as it is an industry-standard for High-Level Synthesis (HLS) and heterogeneous computing in general (see Section 3.5.2 for details). We describe the design details of our runtime resource manager for performing resource elasticity in the following subsection.

B.1.1 Resource Manager Design

We have implemented a resource manager that consists of four different components: Waiting Queue, Scheduler, PR Manager and Data Manager, as shown in Figure B.1. The Waiting Queue keeps track of kernels waiting for execution and contributes to the implementation of a Round Robin policy for time-domain multiplexing (TDM) if the demand for accelerators exceeds the available resources (typically given in terms of
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Figure B.1: Resource manager architecture for virtualizing the resource footprint of the OpenCL kernels at runtime.

slots available). The scheduler performs Space Domain Multiplexing (SDM), i.e. it decides which modules to expand or to shrink and in what manner given some metadata (profiling information and available bitstreams) of kernels. Further, the scheduler is also responsible for identifying which module should be replaced when performing TDM. The PR Manager performs the partial reconfiguration requests issued by the scheduler. While the Data Manager keeps track of the work-group execution for each kernel; it is also responsible for programming the accelerators for the next work-group. Note that the whole flow only triggers when a host program issues an execution command or if a kernel finishes its work-group execution.

This model shares some ideas of a cooperative operating system that can guarantee real-time behaviour in the absence of a global (interrupt) timer. Because the execution of a work-group requires that all data is available and because execution time of work-items is commonly not data-dependent (best practice), upper execution time-bound can be defined, which allows the application of resource elasticity under real-time constraints.

Upon the scheduler wake up call, the resource manager retrieves data from all accelerators which have completed their work-group execution and goes through the following stages:

**Kernel Selection**

At first, the resource manager selects the set of kernels which need to be considered for the allocation of resources. This mainly depends on three cases based on the waiting queue size and FPGA state. i) When the FPGA is empty, and the waiting queue is non-empty, it extracts the maximum number of kernels which can be run on the FPGA concurrently from the queue, based on their minimum size modules. ii) When
the FPGA is non-empty, but the waiting queue is empty, the selected kernels are the kernels currently running on the FPGA. iii) When the waiting queue and the FPGA are non-empty, it performs Round Robin scheduling in the time domain by closing all the kernels (removing them from the FPGA) which have completed their work-group execution and inserts them back to the waiting queue. After this, it shrinks currently running kernels by employing a heuristic for recovering the maximum possible slots. We implemented this heuristic to be fair to all the waiting kernels by allocating resources to them as soon as available. It is possible to replace this heuristic with another to cater to other scheduling aims such as performance or energy. Note that at this stage of scheduling, we may have kernels which have one or more accelerators currently executing and that cannot relocate. In this case, we select those kernels plus the maximum number of kernels from the queue which can be executed together, as given by the free slots available.

**Generation of Layout Options**

Once the kernels are selected, the module layout is computed (i.e. the exact position and size for each accelerator) for the selected kernels. This problem has a large search space as each kernel may have different implementation alternatives available (i.e. different accelerator sizes) which may also be replicated, hence increasing the number of possible combinations. However, this has three constraints which substantially prune the search space:

1. **Availability** of only certain sized modules rather than all implementation alternatives (e.g., a kernel may only have modules which may take at least 2 slots, making it infeasible to be used when only one free slot is available).

2. **Runtime constraints**, i.e. executing kernels are not cannot relocate (due to cooperative context-switch), so this may constraint the available free space.

3. **Over allocation**, i.e. we cannot allocate more slots than the FPGA can provide.

Currently, we perform this computation by enumerating all possible combinations and removing infeasible module layouts based on these three constraints. Note, since the number of slots on an FPGA tends to be small, the enumeration space will be small as well. However, one may employ heuristics for better runtime at the risk of losing the optimal solution.
Figure B.2: Logical slot module layout example where a) is completely fair but wastes one of the slots, while b) is not absolutely fair but presents an acceptable trade-off with better utilisation.

Resource Allocation

After the layout generation, the resource allocator evaluates module layouts based on fairness with an adapted version of the Jain index [54] which accounts for the utilisation of slots. Note that with fairness we refer to the resource allocation for a set of kernels only. Currently, we do not consider the time domain for fairness. Equation B.1 gives the adapted version of the Jain index, where \( x \) is the set of kernels in a module layout, \( n \) is the number of kernels and \( x_k \) denotes the slot allocation for kernel \( k \) in the module layout. We added the term \( u(x) \) for stating the number of slots utilised by the module layout and which is calculated by Equation B.2. We need to consider utilisation \( (u(x)) \) for fairness because absolute fairness may come at the cost of resource wastage. Consider the example shown in the Figure B.2: if we were to choose module layout a) we would be completely fair in allocation between kernels by giving each kernel a single slot. However, we would be wasting one of the available slots. If, instead, we choose module layout b) we would not be completely fair but would have an acceptable trade-off for maximising resource utilisation and performance.

The resource allocator selects the module layout with maximum score, which is formalised by Equation B.3. Where \( r(x, n) \) is the fairness score of the module layout \( x \) and \( L_f \) is the set of all feasible module layouts.

\[
r(x, n) = \frac{(\sum_{k=1}^{n} x_k)^2}{n \times \sum_{k=1}^{n} x_k^2} + u(x) \quad \text{(B.1)}
\]

\[
u(x) = \sum_{i=1}^{n} x_i \quad \text{(B.2)}
\]

\[
\arg \max_a (x) = \{r(x, n) \mid x \in L_f \} \quad \text{(B.3)}
\]

Resource Binding

After the allocation of resources for each kernel, the resource binder identifies the best possible module and number of instances for it, in terms of performance considering
the resource constraints based on the ranking function (Equation B.4). We project the performance possible for each implementation alternative by calculating the time to completion of each kernel based on Equation B.4, where \( x_k \) is the number of slots allocated to kernel \( k \); \( T_c(m) \) is the time to completion of module \( m \); \( P(m) \) is the time taken by partial reconfiguration for module \( m \); and \( L_f^x \) is the possible combination of modules and number of instances for a kernel \( k \) with the resource constraint of \( x_k \). The time to completion for a given module can be calculated by using the information provided by the HLS tool, profiling or annotated by the programmer as meta-data. For instance, an OpenCL kernel synthesis run can derive the information of the work-group execution time (\( T_w(m_k) \)) while a programmer can highlight work-group size (\( W_s \)). Here, the completion time is estimated based on Equation B.5, where \( W_l(k) \) is the number of work-items left for the execution of Kernel \( k \) and which is known by Data Manager. The partial reconfiguration cost is specific to the FPGA used and generally scales linearly with the number of slots. Equation B.6 models the configuration cost, where \( P(m) \) is the total latency for partial reconfiguration of module \( m \); \( P_s \) is the configuration bitstream size of a single resource slot; \( N_m \) is the number of slots required by module \( m \); and \( P_t \) is the throughput of the configuration port (e.g., the Internal Configuration Access Port - ICAP) of the FPGA.

\[
\arg\min p(x_k) = \{ T_c(m) + P(m) \mid m \in L_f^x \} \tag{B.4}
\]

\[
T_c(m_k) \approx T_w(m_k) \times \frac{W_l(k)}{W_s(m_k)} \tag{B.5}
\]

\[
P(m) = \frac{P_s \times N_m}{P_t} \tag{B.6}
\]

Our projection of performance takes into account the acceleration possible with a given module (by calculating its time to completion) and overhead of partial reconfiguration to help tackle the Trade-offs [1] and [2] as mentioned in Section 3.4.1. The same technique is used to break the tie (when multiple fair solution exists) in favour of the first best performing configuration when ranking is performed by the resource allocator. After that, the resource binder requests PR Manager to load the new module layout.
Partial Reconfiguration Manager

Upon receiving a reconfiguration request, the PR manager performs partial reconfiguration for each instance of a kernel one at a time based on the module layout selected by the resource allocator and resource binder. After reconfiguration, PR Manager instructs the Data Manager to provide input to the new accelerator.

Programming Kernels

Data Manager programs the kernels with new input data and also retrieves the output data when available. Further, it handles the case when a kernel is changed to a differently sized implementation alternative which leads to a change in work-group size, such that the outcome of the kernel remains the same. It does this by calculating the next work-group indices such that no work items are left out at a new granularity. This may require certain work-items to be re-evaluated. However, this is safe to perform as kernels commonly write their output at a different memory location from where the input operands are stored and as each implementation alternative provides the exact same functionality for each work-item.

This section revealed the resource manager which provides a reference implementation for the operating system services which can consider various resource elasticity trade-offs for running OpenCL accelerators. While other heuristics may be tailored to meet specific system requirements (e.g., performance, response time, power consumption), a runtime manager for a resource elastic system always has to provide the space-time mapping of resources, perform reconfiguration, and managing the execution of kernels.

B.2 Simulation Experiments

To evaluate the characteristics of the scheduling algorithm, we conduct a series of simulation experiments to explore how different scheduling decisions impact our resource elastic virtualisation approach. Section [B.3] presents a practical case study while the following subsections describe the simulation experiments and findings in detail.
B.2.1 Experiment Setup

With simulation, we explored the effects of scheduling on a wide variety of applications by changing the characteristics of synthetic applications in terms of area requirements and completion time. This was used to further investigate scheduling effects on different sized FPGAs by varying the slots available for scheduling.

We tested the runtime system with 1000 different compute-bound scheduling requirements, where randomly arriving and terminating tasks run in parallel. To model a compute-bound schedule, we generate a long-running kernel of 4000 work-groups at the arrival time zero, while we generate the other accompanying kernels in the schedule in the range of [1, 12] for each experiment. Except for the arrival time and the number of work-groups of the long-running kernel, characteristics of each kernel are generated randomly. Where the base latency of work-groups is chosen in range of [10, 100], the arrival time is in [1, 10000], the minimum slot size of kernels is in the range of [1, min(4, n-1)] where \( n \) is the total number of slots available on the FPGA, and the maximum slot size of a kernel is set as \([\text{minimum slot size}, \text{min}(4, n)]\). The speedup achievable with different sized kernels is chosen between [3, 10] and the number of work-groups is in [50, 500]. The respective parameter selection is based on a uniform random distribution. For all experiments, we assume the I/O requirements of kernels are not on the critical path of the application. The partial reconfiguration cost is modelled linearly proportional to the number of slots with the cost of configuring a single slot being \(5 \times\) the smallest latency possible for a work-group. Note that the given range of work-group latency and speed up available from configuring another kernel will likely not recover the cost of reconfiguration from a single work-group execution which is the anticipated behaviour in a real-world scenario with highly optimised accelerators. Furthermore, restricting the kernel size to a maximum of 4 slots allows studying a scenario where a user runs kernels of given sizes on a much bigger FPGA. The scenario assumed here look similar to the example in Figure 3.6b showing a fine-grained schedule and consecutively relatively high configuration overhead. While the configuration cost is the number of slots to be reconfigured over time, the relative overhead depends on how long the module runs after configuration. This means that the coarser the scheduling granularity is, the lower the relative configuration overhead.

Further, it is essential to note that our simulation workload shares some similarity with workload traces found in Google clusters [90], with its mix of long and short running kernels.

We ran the randomly generated schedule requirements on five different schedulers.
The first three schedulers act as a baseline for our implementations, and these are as follows:

1. **Normal Scheduler (NS)** which allocates the tasks to a First-Fit slot and execute them in run-to-completion mode. This is the most commonly used strategy [13, 16, 67] and is beneficial for FPGAs as the reconfiguration latency is high.

2. **Conservative Cooperative Scheduler (CCS)** is a time-domain scheduler which performs a context switch when the task voluntarily relinquishes the control (in our case at the end of a work-group execution). However, since standard cooperative schedulers do not take into account the availability of implementation alternatives, it may always use the minimum sized module to operate in conservative mode. This strategy aims at minimising the number of reconfigurations required as it would leave maximum space available for new incoming kernels.

3. **Aggressive Cooperative Scheduler (ACS)**, in contrast to CCS, employs the biggest module available for achieving maximum possible performance at the risk of higher reconfiguration count.

Our two implementations of resource elastic scheduling are 1) Standard Resource Elastic Scheduler (SRES) and 2) Performance-driven Resource Elastic Scheduler (PRES). The implementation of SRES is discussed in Section B.1.1. PRES follows the same implementation, but resource allocation ranking is performed to maximise performance. Equation B.7 captures the ranking used for PRES by minimising the total completion time for the kernels arriving at runtime, where $T_c(x_i)$ is the completion time calculated using Equation B.5, $x$ is the module layout, and $L_f$ is the set of all feasible module layouts.

$$\arg\min_{x} \{\sum_{i=1}^{n} T_c(x_i) | x \in L_f\}$$

**B.2.2 Results**

The average completion time (the most relevant performance indicator) for each scheduler is shown in Figure B.3 and the average waiting time for each kernel is shown in Figure B.4. The wait time is calculated as $w_i = s_i - a_i$, where $a_i$ is the arrival time of the kernel and $s_i$ is the time when it begins its execution (after partial reconfiguration). The completion time is the lowest for NS of all the baseline schedulers for small FPGAs as it does not have to pay the higher reconfiguration penalties compared to the other
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Figure B.3: Average completion time for each scheduler on FPGAs with 2, 4, 8, and 16 slots.

Figure B.4: Average wait time for a kernel on FPGAs with 2, 4, 8, and 16 slots.

schedulers. Note that despite the better performance, NS has poorest wait time from all the baseline schedulers, as it lets all kernels run to completion without interruption. In contrast, resource elastic schedulers provide considerably lower completion time and similar wait time characteristics as cooperative schedulers (Figure B.4) while also incorporating higher reconfiguration overhead. In particular, if we compare the performance targeting versions of schedulers, i.e. PRES and ACS, we can see that PRES can achieve a higher performance of as much as 39% to 64% over ACS. However, the performance advantage does not scale linearly with the number of resource slots available as they become so abundant that all kernels can run concurrently in their full-sized implementation alternatives for most of the experiments without higher reconfiguration cost when using ACS. Resource elastic schedulers achieve this performance advantage by considering all the possible implementation alternatives and employing them dynamically at runtime to maximise performance.

We measured the resource utilisation over the total number of slots occupied after every scheduler wake up call, as plotted in Figure B.5 after normalisation. We can see that the employment of ACS leads to the highest utilisation from baseline due to the heuristic of always using the largest module for each kernel. However, this does not tend towards the maximum possible utilisation as it cannot overcome the fragmentation repercussions of its heuristic. While on the other hand, the ability to adjust the allocation of resources and replication of modules for higher performance helps our resource elastic schedulers to gain almost full utilisation, which is about on average 2.3× higher utilisation compared to ACS and about 2.7× better on average when compared to NS. The drop in utilisation with respect to an increase in the number of slots available occurs because resource elastic schedulers tend to employ the biggest
module possible for a kernel to maximise performance at the cost of fragmentation and the scenarios where kernels did not offer smallest module size for filling up the holes left in a particular module layout. Note that the higher utilisation is achieved at the cost of a higher number of reconfiguration calls; the implication of this is captured in Figure B.3 and B.4 as reconfiguration time is included in the total completion and wait times.

To quantify and contrast the overhead caused by the resource elastic scheduler, we measured the time taken for execution of single wake up calls on an x86 Intel Core i7-6850K running Ubuntu 16.04 LTS and the total number of partial reconfiguration calls performed for schedulers across all the experiments. The results of this are shown in Figure B.6 and B.7 respectively. It was found that the computation overhead for a resource elastic scheduler is between $10 \times$ to $100 \times$ higher as compared to baseline schedulers. This is mostly due to our implementation, which enumerates all the possible module layouts and uses expensive rating functions. However, the total execution time is still below tens of microseconds which is negligible compared to the partial reconfiguration cost, which is in the range of milliseconds. Similarly, Figure B.7 shows that the resource elastic schedulers require about $12 \times$ to $100 \times$ more configuration calls than NS and a similar number of configuration calls to ACS. However, despite this, the performance of the resource elastic scheduler is much better with lower waiting time for the kernels, as shown in Figure B.8 and B.4. This is due to frequent partial reconfiguration for increasing resource utilisation which, in turn, improves performance.
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Figure B.7: Average number of reconfiguration calls performed by the schedulers for FPGAs with 2, 4, 8 and 16 slots.

Figure B.8: Average speed-up of PRES and SRES compared to baseline schedulers.

Figure B.9: Physical implementation of the base shell infrastructure and our in-house accelerators used in case study presented in Section B.3.

B.3 Application Case Study

In our case study, we deploy resource elastic scheduling on a recent Xilinx Zynq UltraScale+ platform for the same baseline schedulers and resource elastic schedulers as analysed in Section B.2. The platform used for the experiments is a TE8080 board featuring an XCZU9EG-FFVC900-2I-ES1 MPSoC device. This platform has the same characteristics as the ZCU102 board used in Chapter 4 with exception I/O layout which are not used in our experiments. The platform provides four reconfigurable regions (slots), as shown in Figure B.9, and each takes around 6.77 ms for partial reconfiguration.

We conducted the scheduling experiments on this platform with our in-house accelerators\(^1\) for communication, arithmetic and machine learning (see Figure B.9): CRC32,...
matrix multiplication (mmult), and Euclidean distance (e-dist) for k-means. The matrix multiplication kernel has two different physical implementations of slot sizes 1 and 4, where the 4 slot version offers $5 \times$ the performance of a 1 slot module due to better reuse of the data and a bigger work-group size. CRC32 and Euclidean distance kernels occupy 1-slot each.

The case study models a long-running kernel with matrix multiplication which needs to run 20480 work-items with an arrival time of zero. While CRC32 and Euclidean distance are modelled as short running kernels with 16384 work-items of low latency each and an arbitrarily chosen arrival time of 50 ms, such that it would interrupt the long-running kernel. The overall decisions taken by different schedulers are shown in Figure B.10 and their respective performance characteristics are captured in Table B.1. We can see that ACS provides the highest performance and utilisation among the baseline schedulers. However, with the ability to grow and shrink modules, SRES and PRES effectively maximise the utilisation and provides 33.7% and 24.7% better performance than ACS with similar waiting time, respectively. In this particular scenario, SRES outperforms PRES due to the lack of looking ahead in PRES, which leads to a greedy decision of accelerating matrix multiplication over CRC32 and hence, a higher total completion time.

<table>
<thead>
<tr>
<th></th>
<th>SRES</th>
<th>PRES</th>
<th>ACS</th>
<th>CCS/NS</th>
</tr>
</thead>
<tbody>
<tr>
<td>mmult wait time</td>
<td>28 ms</td>
<td>28 ms</td>
<td>28 ms</td>
<td>7 ms</td>
</tr>
<tr>
<td>CRC32 wait time</td>
<td>8 ms</td>
<td>8 ms</td>
<td>8 ms</td>
<td>7 ms</td>
</tr>
<tr>
<td>e-dist wait time</td>
<td>15 ms</td>
<td>15 ms</td>
<td>15 ms</td>
<td>14 ms</td>
</tr>
<tr>
<td>Total completion time</td>
<td>356 ms</td>
<td>404 ms</td>
<td>537 ms</td>
<td>1225 ms</td>
</tr>
</tbody>
</table>

Table B.1: Wait time of kernels and completion time of schedule for the case study. Where, A/B denotes that scheduling policies A and B provides the same results.
Figure B.10: Execution trace of a practical execution using the schedulers where a) is PRES, b) is SRES, c) is ACS, and d) is NS and CCS. Note, NS and CCS has the same trace in this example.
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