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Abstract—This paper presents a novel system for mapping the through-wall electrical conductivity profiles of graphite moderator bricks that make up the core of an Advanced Gas-Cooled Reactor. Multi-frequency eddy current measurements were used to reconstruct the conductivity profiles as a function of depth from the bores of different graphite bricks. The study was carried out using a modified Levenberg Marquardt algorithm, along with a finite element based forward model. First, the algorithm was tested using a laboratory graphite sample with known electrical conductivity profile. Secondly, real datasets from one of the operating Advanced Gas-Cooled Reactors was collected and then used for reconstruction. The results in this study were compared with measurements from trespanded graphite samples taken from the reactor cores, and showed reasonable agreement in multiple cases, suggesting that this method could be a viable tool for non-destructively assessing the condition of the graphite core in Advanced Gas-Cooled Reactors.
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I. INTRODUCTION

Advanced Gas-cooled Reactors (AGRs) operate in the United Kingdom, contributing approximately 19 % of the total annual electricity supplied to the country. AGRs use carbon dioxide as a coolant, and graphite brick cores to moderate the fast-moving neutrons, facilitate thermal energy transfer to the coolant gas and maintain the lattice spacing between the fuel assemblies and control rods [1]. The bricks which are in direct proximity to the fuel elements are subject to the highest radiation flux. As a result, they suffer most from irradiation and radiolytic oxidation [2]-[3].

Radiolytic oxidation of the fuel channel bricks is mainly caused by a chemical decomposition of the carbon dioxide coolant into carbon monoxide and oxidizing species when exposed to gamma radiation, which then attacks the graphite structure to increase the size of the pores, and hence leads to a reduction in graphite density or “weight loss” [2]-[3]. Consequently, the oxidation could affect the core structural integrity margins and potentially reduce the operating lifetime of the reactors. The fuel channel bricks in the reactor core are not able to be replaced; therefore, the normal operation and safety functions of the AGRs depend significantly upon the condition of these bricks. For this reason, the assessment of AGR graphite properties is important to support the safety case for continued operation of the reactors.

Graphite is an electrically conductive material by nature. Therefore, eddy current (EC) based Non-Destructive Testing (NDT) could be used to characterise its internal properties, particularly as the graphite density reduction can be closely correlated with electrical conductivity [4]. Knowledge of graphite density gives an insight into its strength and residual moderating ability.

EC-based NDT is very well established, and its use within the civil nuclear industries is increasing significantly in recent years [5]. One of the driving factors for the use of EC-NDT in civil nuclear industries is its simplicity and robustness when deployed in radioactive environments, such as the cores of the AGR. However, the amount of information that can be obtained from an EC system could be limited if operated at a single frequency [6]. To overcome this limitation, a multi-frequency (MF) excitation could be applied to excite the EC sensor. In this way full spectral information about the material of interest can be obtained [7]-[12]. In this context with an application of MF excitation technique, it is possible to probe the graphite fuel channel brick to different depths and collect enough data to characterise its electrical properties through its wall thickness.

However, one of the major challenges of material characterisation of the EC measurement, particularly depth profiling is that the measured data depends upon many factors including the material structure, sensor configuration, magnetic and electrical properties. Assuming an optimised sensor configuration, non-magnetic material with unknown electrical properties (which is the case for the problem considered in this paper), complex material structures still pose difficulties for depth profiling. This is because the field distribution within complex structures is less definite and requires robust inversion algorithms. Studies concerning inverse EC problem theory and applications have been published by many authors in the past, including [9]-[16]. Although these works lay the foundations for the inverse EC problems concerned with continuous, step and arbitrary material property variations along with the corresponding...
regularization techniques, most of them tend to focus on the cases where the inverse EC problem involve flat and relatively simple geometric structures. There exists other non-model based conductivity measurement approaches such as four-point potential drop [26], however this approach is only limited to bulk conductivity measurements and could not be applied for conductivity profiling as a function of depth. In recent years, machine learning approach has been used for different NDT applications such as defect detection and characterization [27], [28]. Machine learning approach has a potential for determining the material conductivity as a function of depth, but requires significant amount of training data.

For problems concerning nuclear graphite conductivity profiling, a study was carried out by Dekdouk et al. [16]. Although this study was made on flat graphite sections, it provided confidence for further development and refinement of this technique. Fletcher [17] extended the graphite conductivity profiling study to more realistic graphite bricks, demonstrating the practical feasibility of the method. A recent study by Tesfalem et al. [7], [18] demonstrated the ability of a MF EC system in achieving greater depth sensitivity through the entire radial thickness of a cylindrical graphite brick. The study in [18] also attempted to improve the conductivity profiling algorithm through the implementation of a priori knowledge based constraining technique using the measurements collected from a cylindrical laboratory sample.

In this paper, we extend our approach to the in-core fuel channel graphite brick reconstruction problem using a modified Regularized Levenberg Marquardt (RLM) algorithm, and present reconstructed conductivity profiles of AGR graphite bricks based on the measurements taken from one of the reactor cores in the UK’s fleet of AGRs. The reconstruction process in this paper initially started with a simplified case using a simulated dataset containing different artificially added error levels, and the experimental data measured on a laboratory setup from a test sample with a known electrical conductivity profile. This was then followed by a reconstruction of real AGR fuel-channel bricks using the measurements collected during a maintenance outage from one of the operating AGRs. This approach may be of interest to the wider EC NDT and sensor community as it demonstrates that unknown properties of a hard-to-reach conducting material could be estimated from the EC measurements using an appropriate inversion method, which is particularly relevant for conductivity profiling of components with complex structures.

II. BACKGROUND

A. Overview of the NDT problem

EC based NDT works on the principle of electromagnetic induction. A coil carrying an alternating current generates a time-harmonic primary field around the coil that induces closed-loop EC into a conducting material placed within the field. The induced EC in turn generate a secondary field, which can be detected by a pick-up coil. Small changes in the electrical properties of the material of interest would alter the EC flow, and hence the detected signal. Therefore, this information could be used to estimate the electrical properties of the material using appropriate signal and data processing techniques.

The NDT of the graphite core in the AGRs is carried out from the brick bores using a specialized in-core inspection tool [5]. This tool is deployed from the top of the pile cap, and is fitted with gradiometer sensors equally separated circumferentially round the tool. The EC sensors in the tool are arranged to inspect the graphite brick over its radial cross section as well as to measure the density variation around the brick bore axially and circumferentially [5].

The tool has a rotating head enclosed by a cylindrical stainless steel casing, and uses non-conducting mechanical scissor-type arms to deploy the EC sensors towards the fuel channel bore. The inspections are made during outages of the
reactors while the fuel elements are removed. During the inspection the tool is lowered by a hoist into the bore of the fuel channel bricks using chains and an umbilical cable (see Fig. 1). The measurement speed, location and other inspection functions of the tool are set from the control console on the pile cap.

The major challenge of the NDT of graphite bricks in the AGR core is determining the radial conductivity variation as a function of distance from the bore. At present, the existing NDT systems can only monitor conductivity variations around the bore region. Depth information cannot be obtained non-destructively and is currently determined through the extraction of Ø19mm by 75mm long cylindrical samples trepanned from the core, which is approximately 80% of the brick radial thickness. The sample extraction method is essentially a destructive method, and it usually takes several months before the sample properties are determined from laboratory analysis. Furthermore, the conditions of the remaining 20% brick thickness cannot be assessed using the trepanning technique as the sample lengths are limited to 75 mm. Therefore, a new NDT method with a fast, efficient, depth-profiling capability is desirable. This in turn could be used for supporting the safety case for continued safe operation of the reactors.

B. Conductivity profiling

1) Forward modeling

The forward model plays a crucial part in obtaining an accurate solution for a given reconstruction problem. This is because the reconstruction problem seeks to minimize the discrepancies between the physically measured data and those predicted from the finite element (FE) forward model. Therefore, the forward model is often implemented such that it best represents the physical and electromagnetic properties of the material of interest and the measurement system. In some cases, additional model calibration procedures may be necessary using the measurement from a sample with known electrical properties.

The forward model for the problem considered in this paper is implemented using the commercial FE software, COMSOL Multiphysics. The Magnetic Field solver within the AC/DC module, along with an iterative approach known as the Flexible Generalized Minimum Residual (FGMRES) was used throughout the modeling process [19]. To increase the convergence rate of this solver a preconditioning Geometric Multigrid (GMG) was applied into the iterative solver, which helps improve the convergence rate of this solver a preconditioning Geometric Multigrid (GMG) was applied into the iterative solver, which helps improve the convergence rate of this solver. To ease the computational demand, the entire problem domain was reduced to one-quarter symmetry as shown in Fig. 2.

2) Sensitivity calculation

The sensitivity of the induced voltage in the sensor to variation in material properties is a crucial part of EC based NDT and also for solving inverse EC problems. Several authors in the electromagnetic NDT field have proposed different techniques for mapping the sensitivity of the test object both numerically and experimentally. These include the work by Yin et al. [9], which used the perturbation technique to map the change in coil inductance due to a small change in the conductivity of a test object. A more computationally efficient sensitivity formulation that can be applied to general electromagnetic problems was presented by Yin and Peyton [21] and Dyck et al. [22], and this formulation is adopted for the reconstruction problem considered in this paper. The sensitivity formulation in this paper is used to calculate the change in the electrical conductivity of a graphite brick with thickness $\sigma$ to a change in boundary measurements $\delta M$ such that $\delta \sigma = \frac{\delta M}{\delta \sigma}$.

Following the work by Dyck et al. [22], the general form of the sensitivity to a change in the electrical conductivity of a graphite brick is given by (2).

$$S_\sigma = \int_{L_i} (E_{Tx} \cdot E_{Rx}) d\nu_{L_i}$$

where $S_\sigma$ is the sensitivity also known as the Jacobian matrix $J_\sigma$, $E_{Tx}$ and $E_{Rx}$ are the electric field intensities resulting from excitation of the exciters coil and the receiver coil (in this case with a current that has opposite polarities), $\nu_{L_i}$ is the volume of the discretised graphite brick domain at $i^{\text{th}}$ layer (see Fig. 2) over which the dot product of the electric fields are integrated. It should be noted that (2) shows the general case of the sensitivity formulation for a single layer at a single frequency, and for the complete MF sensitivity matrix calculation the electric field intensities are evaluated for each frequency over each graphite layer.

3) Inversion

The graphite density loss (weight loss) caused by radiolytic oxidation is non-uniform through the brick cross-section. It is generally believed that the radiolytic oxidation rate is higher near the bore region and gradually decreases towards the outer brick periphery. This a priori knowledge was employed during...
the formulation of the reconstruction algorithm. The problem was approached using an iterative optimization method [8], [18]. The objective of the inverse EC problem here was to minimize the discrepancies between the model and the measured data with respect to the graphite conductivity values in the least squares sense. Therefore, the objective function of the problem was expressed in the generalized Tikhonov form but with an additional a priori knowledge based constraint (3).

\[
\sigma^* = \arg\min_{\sigma} \left\{ g(\sigma) = \frac{1}{2} ||r(\sigma)||^2 + \frac{1}{2}\lambda ||L(\sigma - \sigma_{ref})||^2 \right\}
\]

where \( \sigma_L \) is the graphite model local conductivity corresponding to discretised layers, \( \sigma_{L+1} \) is the local conductivity of the neighbouring layer as we move towards the outer brick periphery, \( g(\sigma^*) \) is the system objective function, \( \sigma^* \in \mathbb{R}^n \) is the discrete solution for the conductivity vector corresponding to \( n \) graphite layers \( \sigma^* = (\sigma_1, \sigma_2, \ldots, \sigma_n)^T \), \( r(\sigma) = F(\sigma) - M \in \mathbb{R}^m \) are the residuals between the forward model \( F(\sigma) \) and the data \( M \) measured at \( m \) frequency values, \( \sigma_{ref} \) is a user-defined reference conductivity value, and \( \lambda \) and \( L \) are the regularisation parameter and operator matrix respectively. It should be noted that the constraint in (3) essentially maintains a monotonic condition between the neighbouring graphite layers. The constraining approach could be enforced using various functions within the inversion algorithm depending on the available a priori knowledge. In fact, there are many alternative constraining techniques for general inverse problems, including upper and lower bounds, non-negativity or even taking a non-linear form such as quadratic constraints [23]. In this paper, the algorithm automatically imposes the monotonic constrain, that is the algorithm first checks if the imposed condition is satisfied, if not, it updates the solution based on the estimated conductivity values. During the reconstruction process the algorithm first compares the estimated neighbouring conductivity values \( \sigma_{L+1} \) and \( \sigma_L \) to see monotonic conditions are maintained between these local conductivity values. If \( \sigma_{L+1} > \sigma_L \) a monotonic condition between neighbouring layers are maintained therefore the local solutions are accepted. However, if \( \sigma_{L+1} < \sigma_L \) the monotonic condition is not maintained and hence algorithm will reject the estimated value for \( \sigma_{L+1} \) and replace it with \( \sigma_{L+1} = \sigma_{L+1} + \sigma_L - \sigma_{L+1} \) to satisfy the monotonic condition. It should be noted that the updated value for \( \sigma_{L+1} \) is entirely based of the differences between the neighbouring local conductivities. This process will then continue until global monotonicity is achieved and used as an input for the forward and inverse solvers to check if it satisfied the gain ratio in (8) and the process will continue.

The general conductivity reconstruction problem aims to recover the unknown electrical conductivities of the material of interest from the boundary measurements, since the field distribution and the material conductivity are at the same time unknown, this makes the inverse EC problem highly non-linear [8]. Furthermore, the general inverse EC problem is regarded as an ill-posed problem, mainly because the ECs decay rapidly with depth into the conducting material, which result in the sensitivity at the measurement boundary to be much larger than away from it. In the graphite reconstruction problem context, this means that the sensitivity at the bore will be much larger than the periphery, resulting in the sensitivity matrix (J) close to becoming singular [8]. Therefore, inverting J could lead to unstable solutions. To deal with these problems, an iterative RLM algorithm was employed (4). The RLM algorithm has been used previously by other authors to reconstruct shapes of low-conductivity objects within Magnetic Induction Tomography (MIT) [24]. In this paper, the RLM algorithm has been further formulated to make it suitable for the higher conductivities encountered in this graphite inverse problem and also to take in to account of a priori knowledge about the laboratory sample or the AGR fuel channel bricks internal electrical conductivity distributions.

\[
\delta \sigma = -((J^T J + \gamma I) + \lambda L^T L)^{-1} J^T (F(\sigma_k) - M) + \lambda L^T L (\sigma_k - \sigma_{ref})
\]

where \( \delta \sigma \) is the calculated change in conductivity, \( \sigma_{k+1} \) is the updated conductivity value, \( \gamma \) is a damping parameter, which is updated during the iterations, the subscript \( k \) indicates the number of the iteration and \( \sigma_k \) and \( J_k \) are the conductivity and the Jacobian respectively computed in the \( k^{th} \) iteration.

The updating procedure of the damping parameter \( \gamma \) is controlled through the calculation of the gain ratio \( \rho \). In this context, the gain ratio refers to the ratio between the reduction in the Tikhonov and model objective functions [24]-[25]. To illustrate this let us define the Taylor series expansion of the objective function (6) and a quadratic model \( M(\delta \sigma) \) to represent the behavior of the objective function \( g(\sigma) \) in the neighbourhood of the current iteration (7).

\[
g(\sigma + \delta \sigma) = g(\sigma) + \delta \sigma^T \nabla g(\sigma) + \frac{1}{2} \delta \sigma^T \nabla^2 g(\sigma) \delta \sigma + O(||\delta \sigma||^2)
\]

\[
M(\delta \sigma) = g(\sigma) + \delta \sigma^T \nabla g(\sigma) + \frac{1}{2} \delta \sigma^T \nabla^2 g(\sigma) \delta \sigma
\]

As can be seen in equations (6) and (7), the quadratic model \( M(\delta \sigma) \) is only a good approximation to the Taylor series.
expansion of the original objective function \( g(\sigma + \delta \sigma) \) up to the second order term, or in order for the model to have good approximation of the original objective function the term \( \delta \sigma \) must be small. Therefore, the gain ratio that governs the update of the damping parameter \( \gamma \) is implemented using (8).

\[
\rho = \frac{g(\sigma_k) - g(\sigma_k + \delta \sigma)}{M(\delta \sigma) - M(0)} \tag{8}
\]

where \( \rho \) is the gain ratio, \( g(\sigma_k) - g(\sigma_k + \delta \sigma) \) is the reduction in Tikhonov objective function in (3) and \( M(\delta \sigma) - M(0) = -\delta \sigma^T \nabla g(\sigma) - \frac{1}{2} \delta \sigma^T \nabla^2 g(\sigma) \delta \sigma \) is the difference between the model objective functions. A large value of \( \rho \) corresponds to small value of \( \delta \sigma \), and hence the model \( M(\delta \sigma) \) is said to be a good approximation to \( g(\sigma_k + \delta \sigma) \). Therefore the damping parameter \( \gamma \) can be reduced. When \( \rho \) is small it means that the model \( M(\delta \sigma) \) is poor approximation to \( g(\sigma_k + \delta \sigma) \), and hence the damping parameter \( \gamma \) can be increased. Negative values of \( \rho \) implies that the numerator is negative suggesting that the objective function is not pointing in the descent direction; therefore the calculated solution in this case can be rejected. For a detailed description of equation (8) the reader is referred to [24]-[25].

The iterative RLM algorithm is essentially the extended version of the Regularized Gauss Newton (RGN) method presented in the previous publications for graphite inverse problem [16]-[18] and has a unique property that allows it to switch between the RGN and Gradient Descent (GD) method, through the update of a damping parameter.

Given the conductivity update in (4) and (5), for a very large value of damping parameter \( \gamma \gg \text{diag}(J^T J + \lambda L^TL) \) the updated solution corresponds to:

\[
\sigma_{k+1} = \delta \sigma - \frac{1}{\gamma} \left( (F(\sigma_k) - M) + \lambda L^T L(\sigma_k - \sigma_{\text{ref}}) \right) \tag{9}
\]

Whereas for small value of damping parameter \( \gamma \) the conductivity update equation could be rewritten as:

\[
\sigma_{k+1} = \delta \sigma - (J^T_k J_k + \lambda L^T L)^{-1} J^T_k (F(\sigma_k) - M) + \lambda L^T L(\sigma_k - \sigma_{\text{ref}}) \tag{10}
\]

It should be noted that (9) is equivalent to the GD equation, but in this case with side constraints term \((\lambda L^T L (\sigma_k - \sigma_{\text{ref}}))\), whilst (10) is equivalent to RGN method [16]-[18].

III. METHODOLOGY

As briefly mentioned in Section II, the forward model must be implemented such that it best represents the physical system. In some cases, it is also necessary to calibrate the model with measurements collected from a sample with known electrical properties. The necessity of the model calibration mainly arises to take into account the measurement errors caused by different experimental setups in laboratory and reactor conditions. In reality it is difficult to achieve 100% model calibration or to have a zero error between the calibration and simulated model data.

For this reason, the preliminary study was mainly focused around the reconstruction of the graphite profiles using simulated datasets consisting of different artificially generated error levels. This approach serves to examine the effects of different error levels on accuracy of the reconstructed solutions, and therefore to determine the required levels of model calibration whilst assessing the robustness of the reconstruction algorithm. To generate the required datasets, first the error-free synthetic MF data was extracted from the graphite model after running the model using the known conductivity distribution of the laboratory sample. Two different types of errors were generated, namely random errors and replicated errors (errors generated based on the observed difference between measured data from laboratory sample and finite element prediction). Both errors were then distributed over the error-free synthetic data after scaling the errors with different percentage of the error-free data. Fig. 3a and Fig. 3b illustrate the different percentages of errors considered in this study.

During the inversion process of the synthetic datasets, constant regularization parameter and difference operator matrices \((L_{ij} = -1 \text{ for adjacent } i \text{ and } j, \ L_{ij} = \text{diag}(u_i) \text{ for } i = j \text{ and } L_{ij} = 0 \text{ otherwise, where } u_i \text{ is the order of the operator})\) were used. The main reason for this choice was to evaluate the effects of data errors on the reconstructed profiles by maintaining all other parameters constant. After inverting the synthetic datasets, the reconstruction process was extended to invert data measured from a laboratory sample with known electrical conductivity distribution. This process was then followed by inverting multiple datasets collected from one of the operating AGR reactor.

![Fig. 3. An illustration of the investigated data errors that are distributed on the error-free data, (a) random errors added on the synthetic data, (b) replicated data error added on the synthetic data. It should be noted that the replicated data errors are generated based on the observed difference between measured data from laboratory sample and finite element prediction.](image-url)
We used Solartron 1260 impedance analyzer to measure the graphite brick response in both laboratory and reactor condition. During the measurements gradiometer sensor was aligned against the graphite brick bore and injected the exciter coil with signal consisting of frequency ranging between 10 Hz and 10 kHz with 5 point per decade in the log-scale, and measured the responses due to the graphite being inspected. We set the lower frequency band to 10 Hz to increase the probe sensitivity to variations in electrical conductivity at the graphite brick outer periphery, whereas the upper frequency band was chosen to limit the effect of parasitic capacitance. The impedance analyzer has 0.1% measurement accuracy, but post measurement analysis shows smoothly varying errors on the measured data, which may be caused by thermal drift components of the measurement system. Table I and Fig. 5 shows the coil parameters and geometry used for MF measurement, whereas Fig. 4 shows the simplified reconstruction algorithm block diagram employed to reconstruct the graphite brick radial conductivity profiles as a function of depth from the bore surface.

It should be noted that the one-step inverse solver in Fig.4 refers to a non-iterative single-step inversion procedure to get a coarse solution often known as initial estimate. The main advantage of the one-step solver is that it is fast and requires only the solution of two forward models. However, for a more complex non-linear problem such as the one presented in this paper the one-step inverse solver could not be used, instead a full non-linear solver as shown in the entire block diagram need to be used.

### IV. RESULTS AND DISCUSSION

Fig. 6a and Fig. 6b show the reconstructed profiles of the simulated graphite brick using six datasets (shown in Fig. 3a and Fig.3b), each contaminated with different error levels ranging between 1 % and 3 % for both random and replicated error distributions. As would be expected, the most representative reconstruction of the true profile was obtained when the smallest amount error was applied to both datasets (1 % error). A similar trend can also be seen in Fig. 6c and Fig. 6d, where the objective function settles at the lowest value for

---

**Table I**

| Physical Coil Parameters Used to Collect the Multi-Frequency Eddy Current Data |
|---------------------------------|-----------------|-----------------|
| Pick-up (Rx1)                   | Exciter (Tx)    | Backing-off (Rx2) |
| Inner Diameter                 | 50 mm           | 70 mm           | 50 mm |
| Outer Diameter                 | 70 mm           | 70 mm           | 70 mm |
| Lift-off                       | 6 mm            | -               | -     |
| Separation                     | -               | 3 mm            | 9 mm  |
| Number of turns                | 356             | 178             | 356   |

---

**Fig. 4.** The reconstruction algorithm block diagram that illustrates the inversion method employed to reconstruct the AGR fuel channel bricks radial conductivity profiles as a function of distance from the brick bore.
the solution corresponding to the data with the least errors, and increases according to the amount of error applied to the original synthetic data. This is what should be expected since the objective function evaluates the norm of the residual errors, which were deliberately set to increase in this case. As the error level applied to the original data was increased, the

---

**Fig. 6.** The reconstructed profiles using simulated data with different levels of random data errors and replicated errors. (a) reconstructed profiles using random errors, (b) reconstructed profiles using replicated errors (c) objective function reduction for (a), (d) objective function reduction for (b), (e) data error versus profile error for (a) and (f) data error versus profile error for (b).

reconstructed profile diverged away from the exact solution, suggesting that the data were no longer representative of the original data that corresponded to the true profile. However, the divergence of the solution away from the exact solution with increasing error level differs for the two error distributions. This clearly suggests that the accuracy of the solution not only depend upon the error level, it is also significantly affected by the type of error distribution in the data.

The global profile errors reconstructed using the two error distributions were also found to increase in a linear fashion against the global errors of the input data (Fig. 6e and Fig. 6f). The smallest random error considered in this paper (1% error) produced \( \approx 1\% \) global profile error, whereas the replicated data with identical error level produced \( \approx 2\% \). As the error levels increased to both datasets the profile errors caused by random data errors increased rapidly compared with the errors caused by the replicated datasets. The rapid increase in the profile errors when using the random error distribution compared with replicated data errors could be due to the distributions of the random errors, which have inconsistent variation over the frequency spectra, causing the algorithm to poorly fit the data during the reconstruction process.

The reconstructed near-bore conductivity solution using the random and replicated datasets show profile errors within a 1% range except for a data with random errors of 3% which shows 3.4% bore conductivity error, suggesting that the errors in the data were not significantly affecting the accuracy of the reconstructed bore conductivity values. The level of accuracy seen around the brick bore region is what should be expected in reality, as the sensitivity to a change in conductivity is much greater next to the probe than at the outer periphery.

**Fig. 7.** Reconstructed conductivity profiles of a sample graphite brick using RLM algorithm along with constrained and unconstrained approaches. (a) unconstrained profile, (b) profile errors of (a), (c) constrained profile, (d) profile errors of (c), (e) the final solution profile error for (a) and (f) the final solution profile error for (c). It should be noted the plots in figure 7e and 7f shows the point-by-point profile errors of the final solutions whereas figure 7b and 7d shows the mean squared profile errors as a percentage at every iteration.
the reconstructed solutions away from the bore (Fig. 6a and Fig. 6b), however the level of the profile error is also dependent upon the error distributions in the data. Therefore, in order to allow accurate reconstruction of the true profile, particularly in the presence unknown data errors additional a priori information about the sample of interest may need to be incorporated within the algorithm to constrain the solution based on the known information. An a priori knowledge based approach may also be useful when model calibration with measurement collected from a sample with known conductivity distribution contains a large calibration error, or in this case a calibration error more than 1.5 % of the original data.

The results in Fig. 7 and Table II show two of the profiles reconstructed using experimentally measured data from a brick with known electrical conductivity distributions, and the corresponding profile errors. In this case a brick was manufactured containing a matrix of radially drilled holes Ø4 mm on a 180° azimuth and 250 mm axial grid. This produced a grid with an apparent electrical conductivity, which increased with radius.

The two profiles in Fig. 7a and Fig. 7c were reconstructed using identical datasets, but reconstructed with and without the monotonic constraining technique discussed in Section II. It should be noted that the monotonic condition was chosen based on a priori knowledge we had about the drilled graphite brick, which is an increasing conductivity values from the graphite bore to periphery. This condition is also valid for some (but not all) of the AGR bricks due to the higher rate of diffusion of the CO₂ coolant and the amount of radiation dose in the graphite bore regions, compared to the brick periphery.

The experimentally measured data unconstrained solution in Fig. 7a shows more or less identical trends as those reconstructed with replicated errors in Fig. 6b. The unconstrained bore conductivity value estimated the true profile with reasonable accuracy (3.70 % error), although the profile generally shows a reducing trend with distance from the graphite bore before moving towards the true profile around the graphite periphery. The global profile error achieved for the unconstrained solution was 10.80 %. On the other hand, the constrained profile reproduced the true profile with much higher accuracy, ranging between 1.00 % and 3.36 % for bore and global errors respectively (Table II). A possible explanation for the differences seen between the two solutions may be that as in the profiles reconstructed using simulated datasets (Fig. 6b); the unconstrained solution in Fig. 7a may have converged to a false local minimum or progressed to wrong solution. On the other hand, the

<table>
<thead>
<tr>
<th>Inverted Profiles</th>
<th>Global Conductivity</th>
<th>Bore Conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconstrained</td>
<td>10.80</td>
<td>3.70</td>
</tr>
<tr>
<td>Constrained</td>
<td>3.36</td>
<td>1.00</td>
</tr>
</tbody>
</table>

![Graph showing reconstructed conductivity profiles of the AGR graphite bricks using the measurements collected from one of the operating reactors.](image)
constrained solution may have avoided this through the monotonic constraint applied to it.

Fig. 8 and Table III show the reconstructed conductivity profiles of the AGR fuel channel bricks using the measurements collected from one of the operating AGR reactor. For a validation purpose the reconstructed profiles were compared against the conductivity measurements of the Ø19 mm by 75 mm trepanned cylindrical samples machined out of the same fuel channel locations where the eddy current data were acquired.

Two main features can be seen in these plots. The first is that the monotonic nature of the trepanned conductivity measurement as a function of depth from the graphite bore validates (at least in this case) the suitability of the monotonic constrain applied within the algorithm during the reconstruction process.

The second and more important feature is that the algorithm has produced practical profiles with the correct order of magnitude, which agreed reasonably well with the measured conductivity values of the trepanned samples throughout their entire depth profile. Nevertheless, looking into the details of each plot in Fig. 8 reveals that the bore conductivity values of the trepanned samples in Fig. 8a and 8c are smaller than those reconstructed from the EC data. These differences in bore conductivity values between the measured and reconstructed profiles may be due to different factors. One of the factors could be the amount of graphite brick volumetric information captured from the trepanned samples. In other words, the trepanned samples covered only a small Ø19 mm by 75mm cylindrical section of the graphite bricks, whereas the EC measurements interrogated a larger proportion of the graphite volumetric information because of the spatial extent of the EC flow inside the brick. Since the radiolytic oxidation of the AGR bricks has a localized effect, the measured bore density/conductivity from the cylindrical trepanned samples might not be exactly identical to the overall bore density/conductivity values. However, there is currently no other means of validating the reconstructed conductivity profiles, and hence the trepanning sample measurements are the only means of validation for the conductivity profiles.

Table III shows the mean profile errors between the measured and reconstructed conductivity values. Despite the differences in some of the bore conductivity values, the algorithm has produced reasonable estimates of the trepanned sample conductivity values for the fuel channel bricks studied in this paper. The reconstructed profile errors range between 1.5 % and 16.90 % suggesting that the algorithm has operated as it should. The only drawback of the RLM algorithm presented in this paper is that it takes several hours to arrive at the finale solution when carried out on a workstation with 48 GB RAM. This was mainly due to the computations involved in the trials to ensure that the objective function is always reducing through the continual updating of the damping parameter.

V. CONCLUSION

Monitoring the condition of the graphite cores in AGR’s is one of the safety case requirements for continued operation of the reactors. There are several in-core graphite properties that are being monitored in order to implement robust safety cases. One of these graphite properties is the graphite volumetric density/conductivity variation under irradiation and radiolytic oxidation. This paper has presented a graphite depth profiling approach using a nonlinear inverse EC method. The modified RLM algorithm for reconstructing the complex structured fuel channel brick electrical conductivity profiles was presented and tested using a laboratory sample and the datasets collected from one of the operating reactors. This method uses a damping parameter, which was updated during the iteration, and hence could work fairly well even with less optimal regularization parameter. The reconstructed fuel channel brick profiles were compared against conductivity measurements from trepanned samples taken out of the reactor core at the same locations where the data for reconstruction were collected. It was found that the algorithm has produced reasonable estimates of the trepanned sample conductivity trends, with the mean profiler errors ranging between 1.5 % and 16.9 %. This is the first time that the AGR fuel channel brick conductivity profiles are reconstructed with such accuracy, and currently more work is being carried out to further improve the speed and accuracy of the reconstruction procedure. The study has also demonstrated that error levels and distributions affect the accuracy of the reconstructed profiles in different ways, and in order to accurately estimate the graphite volumetric conductivity profiles, the measurement errors in the data need to be sufficiently small or an additional constraining mechanism may need to be implemented within the reconstruction algorithm.
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