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Abstract

Climate change is currently a public concern. As a significant amount of electricity is still produced from fossil fuels, there is a lot of work focusing on the decarbonisation of the electric industry. By 2020, it is expected that 15% of the total electricity demand in the UK is required to be generated from renewable energy sources (RES) with a 20% reduction in greenhouse gas (GHG) emissions. A series of efforts have been made in distribution systems for achieving the above targets such as widespread utilisation of distributed generations (DGs) and the application of electricity tariff schemes. However, a high penetration of the DGs results in the potential mismatch between the generation and the demand profile since the generation of typical DGs such as wind turbines (WTs) and photovoltaic (PV) largely depend on the availability of natural resources.

The work reported in this thesis focused on the design of innovative network planning frameworks and investment models assuming the dynamic DUoS and variable RES generation pricing mechanisms. In particular, an optimum day-ahead pricing mechanism was developed for DGs and DNOs to manage their RES to achieve revenue reconciliation and connected more DGs. Based on the proposed DUoS charge approach and the principle of electricity price elasticity, an innovative dynamic-pricing framework was introduced to find out the optimum price signal with the consideration of wholesale market, benefits of power suppliers and customers’ behaviours. Moreover, a hybrid optimization approach was introduced to solve the optimal conductor size selection (CSS) problem in the distribution systems planning process with the high penetration of DGs. Finally, a genetic algorithm based distribution network reconfiguration approach was designed to provide the optimum day-ahead network topologies considering the predicted data of load demand and available output of the distributed generations.

The numerical results demonstrated that the proposed day-ahead pricing mechanism efficiently reduce the mismatch between the RES generation and demand profiles and relieve the network congestion problems during both peak demand or peak generation periods. Moreover, DNOs can use the proposed framework to provide the optimized time-based electricity price to their customers for changing the time and amount that customers consume the electricity, thus avoiding the curtailment of RES or high DUoS charge. The numerical results also demonstrated that the proposed CSS approach can allocate the suitable conductor type from the given inventories to each branch in the network.
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Chapter 1

Introduction

1.1 Background

The first attempt to design and operate an electric power system was made by the Godalming Power Station, and the streets of Godalming were illuminated in 1881 [1]. Then, the electric industry became the cornerstone of modern society, and almost all manufacturing and life demands of modern society depend on reliable and secure electricity supplies. The fundamental objective of the current electrical power systems is the same as that of the first power system. The changing of the economic and social background considerably impacts the development of the electric power supply industry. Currently, global climate change is stimulating public concern, and conventional fossil fuel generators are responsible for the majority of carbon dioxide emissions. Thus, concerns about global environmental problems are facilitating the decarbonization of the electric industry. In the UK, for instance, distribution network operators (DNOs) are making significant changes due to UK energy targets for 2050. By 2020, it is expected that 15% of the total energy consumption in the UK will be
generated from renewable energy sources (RESs), with a 20% reduction in greenhouse gas (GHG) emissions. Further, a target reduction of 80% of GHG emissions should be achieved by 2050 [2, 3]. In addition to actions in the UK, it is expected that RESs such as wind and solar sources can provide approximately half of the electricity requirements in the EU by the end of 2050 [4].

A series of efforts have been made in distribution systems to achieve the above targets. These include the widespread utilization of distributed generators (DGs) [5-11], application of demand-side participation tools [12-16] and application of innovative electricity tariff schemes [17-26]. All these efforts significantly change the background of current electrical power sectors. Ultimately, the overall background of this thesis can be summarized as follows.

1. **High penetration of renewable energy resources**

   Concerns about global climate change are motivating current electric sectors to become more environmentally friendly and sustainable. Therefore, one of the objectives among power systems is to increase electricity generation from renewable energy resources (RESs) and thereby reduce GHG emissions. Thus, electrical power systems, specifically distribution systems, are currently encountering a significantly increased penetration of DERs that is driven predominantly by growing consumer commitments to environmentally friendly generation, government incentives, increasing electricity prices, and reductions in the cost of DER technologies.

2. **Declined levelized cost of renewable generation**

   The cost of renewable energy is now falling so fast that it is expected to be a consistently cheaper source of electricity generation than traditional fossil fuels within just a few years, according to a new report from the International Renewable Energy Agency (IRENA) [27, 28]. The declined levelized cost of renewable generation and the beneficial policies designed to support an increase in RESs make renewable generation competitive in the electricity market. The owner of a renewable generator may charge their generation output with a relatively low rate during wind blowing or sunshine periods. Thus, in the future,
electricity users are encouraged to consume more electricity during the low-tariffs period when the power suppliers apply the hourly dynamic pricing mechanism, which has the capability to reflect the real-time wholesale price [17, 29, 30].

3. Demand-side participation

Demand-side participation provides an opportunity for electricity customers to actively participate in the currently competitive electricity market by offering different options for them to manage their electricity consumption. Larger electricity users may install distributed generators, and small customers may undertake activities such as 1) increasing energy efficiency by reducing standby power [31], 2) peak demand shifting [32] [33], 3) reducing consumption [34, 35], and 4) generating their own electricity by roof PV panels or small turbines [36-40]. In general, the actions of demand-side participation mentioned above provide DNOs and power suppliers with opportunities to affect the energy consumption behaviour of electricity users, thus increasing the average capacity factor of renewable generation and efficiently relieving network congestion problems during both peak demand and peak renewable generation periods. In the near future, hourly dynamic electricity retail pricing and hourly day-ahead pricing frameworks are expected to replace the current economic incentive framework (fixed two-rate or three-rate tariffs) and become important demand-side participation tools. Thus, DNOs and power suppliers require an innovative optimization framework to determine the optimal price signals and optimal design and operation of distribution systems with considerations for the new mechanisms of demand-side participation.

The following sections provide further insights into the above backgrounds for this research work.

1.1.1 High penetration of renewable energy resources

Due to environmental concerns, RESs have been regarded as an efficient approach to relieving the concerns of global warming and carbon dioxide emissions. Based on the deregulation process of the European energy market, the unbundled energy
sector is now in transition to more competition in electricity generation, distribution and trading. With free access to the electrical distribution grids and suitable energy wheeling conditions, new players will arrive in the competitive market, further supporting the already existing trend towards more distributed generators (DGs) of power. This trend has mainly been induced by the increasing integration of RESs. In general, more and more power is generated by renewable resources such as wind, solar and hydro in European countries. Figure 1-1 indicates that renewables generated 32% of the electricity consumed by EU electricity users in 2018. In particular, wind had the largest share in the renewables mix, contributing 12% of Europe’s electricity. Solar contributed 4%, which was less than biomass and a third of wind generation.

![Figure 1-1 EU-28 renewables share (as percentage of gross electricity production)](image)

The increasing share of electricity generated from RESs results in a significant decrease of generation from hard coal and gas generators. Figure 1-1 indicates that RESs had the largest share (32.3%) in total electricity generation in 2018. Generators fuelled by hard coal and gas only had the second largest share (28.9%) in total electricity generation.
However, a more ambitious strategy was released in 2018 by the European Commission to achieve decarbonisation of the European economy. The objective of this strategy is to increase the share of RESs among total electricity generation to 57% from the current level of 32% by the end of 2030. In particular, Figure 1-3 shows the detailed targets expected for different RESs in 2030. For example, wind more than doubles from 12% in 2018 to 26% 2030, and solar almost triples from 4% to 11%.

On the other hand, the newly installed capacity of RESs indicates that the power sector in EU countries is becoming cleaner and more sustainable. In 2018, 11.7 GW
of new wind generators were installed in the EU. So far, wind generators have a total installed capacity of 178.8 GW in the EU. They are the second largest form of power generation capacity in the EU-28 and are likely to overtake natural gas installations in 2019. Figure 1-4 show the installed capacity of wind generators.

![Figure 1-4 Total power generation capacity in the European Union 2008-2018](image)

Ultimately, all the above materials and studies indicate that the electrical power system is currently encountering a significantly increased penetration of DERs driven predominantly by growing consumer commitments to environmentally friendly generation, government incentives, increasing electricity prices, and a reduction in the cost of DER technologies. However, the widespread application of different kinds of renewable generation significantly affects the design and operation of modern power systems. The characteristics of renewable generation such as poor predictability and variability of output result in an imbalance between the supply and the demand for electricity. Electricity storage system (ESSs) can partially relieve the mismatch between renewable power generation and power consumption. However, the relatively high investment and maintenance costs of ESSs undermine the advantages of this solution. Therefore, the increasing capacity of DER provides both opportunities and challenges for the operation and management of current power systems.

1.1.2 Declined levelized cost of RESs

The cost of renewable energy is now falling so fast that it should be a consistently cheaper source of electricity generation than traditional fossil fuels within just a few
years, according to a new report from the International Renewable Energy Agency (IRENA). The report also claimed that the cost of generating power from onshore wind has fallen by approximately 23% since 2010, while the cost of solar photovoltaic (PV) electricity has fallen by 73% in that time. With further price decreases expected for these and other green energy options, the report proposed that all renewable energy technologies should be competitive in price with fossil fuels by 2020. In particular, Figure 1-5 indicates that the majority of the levelized cost of electricity from utility-scale renewable power generation technologies has significantly decreased since 2010 and fallen into the range of fossil fuel costs. The fossil fuel-based generation cost range in 2017 was assessed to range from a low of USD 0.05 per kilowatt-hour (kWh) to a high USD 0.17/kWh and this cost range is shown in the Figure 1-5 as the green rectangle area. Historical data from the German wholesale electricity market also indicate that renewable energy technologies have become more and more competitive in price with conventional coal and gas plant operation costs. The intermittent nature of renewable production and the relatively low capacity factor of renewable generation are two major barriers to establish an electrical power sector dominated by RESs. Distribution network operators (DNOs) are currently developing innovative network operation and management approaches to host more renewable generation.

![Figure 1-5 Global levelized cost of electricity from utility-scale renewable power generation technologies](image)

Figure 1-5 Global levelized cost of electricity from utility-scale renewable power generation technologies [43]
1.1.3 Demand-side participation

Demand-side participation provides opportunities for electricity users to actively participate in the currently competitive electricity market by offering different options for them to manage their electricity consumption. These techniques of demand-side participation are available to customers depending on their size and capacity. For example, larger commercial or industrial users may install their own energy generation supplies, undertake energy efficiency activities or negotiate arrangements to curtail their demand at peak usage times for incentives or energy cost benefits. On the other hand, small or individual electricity users such as normal households or small commercial customers may undertake activities such as energy efficiency (e.g., replacing light bulbs and reducing standby power), peak demand shifting (e.g., moving energy use to off-peak and cheaper time periods), reducing consumption, and generating their own electricity (e.g., installing solar PVs). Information to customers on the availability and impact of such actions is critical in supporting effective customer energy management. In the view of DNOs, demand-side participation can be considered as an auxiliary approach to network expansion or the network design process. In particular, distribution networks are required to meet the maximum demand on the network, for example, the electricity demand on the hottest or coldest day of the year. Demand-side participation options such as the integration of DGs and agreements with electricity customers to curtail energy use at peak demand times can defer investment on network expansion or decrease the investment of designing a new distribution network.

Demand-side participation options for DGs are currently supported by many policies in different counties. For example, Contracts-for-Difference (CfD) [44], Emission Performance Standard (EPS) [45] and Carbon Price Floor (CPF) [46] are the three newest polices to encourage the integration of RESs and secure the revenue or investment of DGs. Similar to feed-in tariff (FiTs) [47], these new policies are designed to guarantee that the DG owners can receive sufficient payments to cover their investment and O&M costs. However, the declined levelized costs of DGs allow their owners to provide low and competitive electricity tariffs during wind blowing or sunshine periods due to the low marginal costs (near to zero). However, it is difficult
to identify the relationship between the generation output of DGs and the required tariffs to cover the investment and O&M costs.

Demand-side participation options for customers are often formed as variable electricity price schemes such as peak/off-peak pricing lists [48]. Day-ahead and intraday real-time wholesale electricity pricing mechanisms enable an efficient electricity trading process [49, 50]. Hourly dynamic retailer electricity prices and hourly day-ahead retailer electricity prices [17, 29, 30] can be regarded as more efficient pricing mechanisms compared to the current fixed two-rate or three-rate pricing schemes [51]. These two innovative pricing mechanisms have the ability to not only efficiently reflect fluctuating wholesale electricity prices but also encourage the consumption of RESs during peak generation periods. However, the wide application of the hourly retailer electricity pricing mechanism requires DNOs to have precise and robust optimization approaches to deal with load forecasting and DER generation forecasting, thus determining the optimal dispatch information of DGs and optimal price signals in real time.

In the future, it is expected that all the innovative demand-side participation tools mentioned above will arrive in the electricity retailer market. Thus, the future framework of distribution network design and planning cannot neglect the consideration of these challenges and opportunities.

1.2 Introduction of distribution network design and planning

1.2.1 Distribution network design and planning

Distribution network design and planning can be regarded as on the most significant steps to build and operate a distribution system. On the one hand, the aim of distribution network design is to ensure that distribution systems are able to meet demand growth in the most time sensitive, economical, reliable, and safe manner possible. Typically, a distribution network needs to be designed more than 10 years ahead of construction. Two significant principles considered in the design of a distribution system are 1) predicting the growth in demand of electricity users and planning system upgrades and extensions in advance and 2) choosing the optimal facilities and equipment for replacing the assets that have reached their maximum
This classical network design framework is widely applied in traditional one-way distribution systems, for which the energy delivery path is only from a high-voltage transmission system to low-voltage distribution feeders [53-55].

On the other hand, conventional distribution planning can be considered as a network operation strategy to provide a reliable and economical electricity supply with a minimum cost. In particular, DNOs predict peak load demands within the expected planning horizon and explore optimal network planning schemes to satisfy the predicted peak demands.

1.2.2 Challenges for current distribution network design and planning framework

Traditional distribution systems are predominantly designed to carry power unidirectionally from substations to consumers in a radial scheme, and they pay little attention to the participation of electricity users. The increasing penetration of DERs that are integrated into distribution systems, the declined levelized costs of renewable generation and the application of innovative demand-side participation tools have resulted in substantial changes in the conventional role of distribution systems. In general, distribution systems are slowly transferring from current passive systems to future active systems. This evaluation of distribution systems ensures that future networks have the capability to decrease the impact of connecting large-scale DGs and integrating DERs, thus allowing a high level of integration of DERs and a high penetration of RES-based DGs.

However, current methods of distribution network design and planning cannot efficiently deal with the challenges mentioned above. In particular, the high penetration of DGs results in a potential mismatch between generation and demand profiles because typical DGs such as wind turbines (WTs) and photovoltaic (PV) panels largely depend on the availability of natural resources. Moreover, the declined levelized cost of renewable generation prompts a significant increase in electricity usage during wind blowing or sunshine periods by providing low tariffs. Thus, future frameworks of distribution network design and planning are expected to counter the challenges mentioned above to achieve the maximum potential benefits of DGs with minimum costs.
1.2.3 Research Gaps

Distributed renewable generation will play an important role in future power systems due to concerns about environment impacts and limited fossil fuels resources. Thus, the potential of applying innovative optimization approaches to increase the penetration and average capacity factor of DERs in distribution networks have attracted a considerable amount of research effort. Much of the existing literature has focused on affecting the consumption behaviour of electricity customers by using relevant economic incentives, such as different tariff schemes, so that the economic benefits to both utilities and customers can be optimized. However, the DUoS charges have often been neglected in previous studies. This is partly because 1) most current distribution networks have a sufficient capacity to provide secure service to end customers, 2) the development of demand-side participation tools is currently in the early stages, and 3) the real-time pricing mechanism has only been tested in small-scale applications and no specific framework has been designed to achieve the function of dynamic DUoS charging. Further, most studies that have been devoted to designing innovative electricity tariff schemes have also paid attention to the large-scale integration of renewable generation. However, few studies have considered the O&M and investment costs of DERs in their optimization frameworks. This is partly because assuming the costs of DERs to be a fixed amount or zero can simplify optimization models.

On the other hand, considerable effort has been devoted to designing optimal electricity retail pricing mechanisms to allow a high level of integration of DERs and a high penetration of RES-based DGs [17, 18, 23, 24, 26, 56-63]. Most of this work has focused on changing the usage behaviour of customers in response to economic incentives such as time-of-use (ToU) electricity pricing approach or optimal day-ahead electricity pricing approach. In particular, TOU pricing can be regarded as an appropriate approach to apply demand-side management (DSM), where electricity retailers can use ToU pricing mechanism to affect behaviour of electricity users. By allocating different electricity prices during the daytime, the retailers can encourage electricity users to adjust their demand from peak periods to off-peak periods [23, 64]. On the other hand, day-ahead electricity markets are considered as a significant
trading process under de-regulated electricity market. A day-ahead electricity market is a short-term hedge market that operates a day in advance of the actual physical delivery of power. The optimal day-ahead scheduling approaches [65-67] and optimal day-ahead bidding strategies [68-70] for various energy systems have been intensively studied. However, few studies related to the ToU pricing mechanism or optimal day-ahead electricity pricing mechanism have noticed the problems arising from the current pricing mechanism of distribution services when designing electricity tariff schemes. In particular, they did not consider distribution use of system (DUoS) charges as a price signal in the day-ahead market, thus failing to establish a trade-off between DUoS charges and energy procurement costs. DUoS charges are levied by the UK’s regional Distribution Network Operators (DNOs) and go towards the operation, maintenance and development of the UK’s electricity distribution networks. The current mechanism of DUoS charging is less efficient for dealing with the high penetration of DERs in distribution networks. For example, customers who consume substantial amounts of electricity during low tariff periods only need to assume responsibility for the use of the system by the current pricing mechanism. However, the costs of network operation and future investment will be significantly increased due to the increasing consumption of DERs caused by lower tariffs during wind blowing or sunshine periods. Thus, the customers who consume less electricity still need to pay increased DUoS charges. In general, the current apportionment of DUoS charges between fixed, off-peak and peak use of system charges needs to be more cost-reflective. Thus, the current pricing mechanism in the electricity retailer market has failed to precisely reflect real-time pricing fluctuations in the wholesale market or to efficiently relieve network congestion during peak demand periods.

Moreover, other work [22, 25, 71-75] on the optimal day-ahead pricing optimization problem have considered the effect of RESs (e.g., wind generation and solar energy) and network constraints thought various mathematical algorithms such as robust optimization approach [76, 77], mixed-integer nonlinear bilevel program [78] and mixed-integer linear programming [79-81]. However, no specific studies have been devoted to designing a dynamic charging model for pricing the output of distributed
renewable generation. The declined levelized cost of renewable generation and related beneficial policies significantly increase the price competitiveness of RESs in the electricity market. Current fixed-price models or zero-cost models of DERs that have been widely applied in previous studies cannot reflect this trend and have failed to ensure revenue from DERs.

Furthermore, the significantly increased application of DERs and the rapid demand growth due to urbanization and industrialization have resulted in new challenges for the design of new distribution networks or the upgrading of existing networks. Power losses minimization is often considered as one of the most important key issues during network planning [52, 82-86]. Specifically, the conductor size selection problem can be regarded as an important process of distribution network design. A judicious selection of the conductor set can not only significantly decrease investment costs but also ensure that the network capacity can satisfy the load growth during the expected operation years. Several current frameworks designed to deal with the CSS problem have considered the integration of DERs and load growth. However, minimizing power losses and investment costs are two major targets that have been achieved in previous studies. In particular, no specific framework has been designed to investigate the potential economic conflict between the life-cycle costs of conductors and the costs of renewable resource curtailment (DNOs power suppliers need to purchase energy from the wholesale market when a selected conductor cannot provide sufficient capacity to deliver all renewable generation during wind blowing or sunshine periods). In particular, the relatively low resistance of conductors and cables, the reduced voltage levels and the high currents in distribution networks result in significant power losses. Network designers are expected to select an optimal combination of conductors to achieve the economic balance between capital investments and life cycle power loss costs. However, the large-scale installation of DERs and the declined levelized costs of renewable generation challenge the traditional optimal CSS strategy. Installed DERs in distribution systems are often considered as zero marginal cost energy resources in power operation analysis.
1.3 Research Aims and Objectives

In terms of the specific research gaps mentioned above, there are no specific optimization frameworks, dynamic pricing mechanisms or day-ahead pricing mechanisms in the literature that systematically address the impact of a high penetration of DERs and network congestion problems by considering dynamic DUoS charges and dynamic renewable prices. Moreover, no specific optimization framework has been proposed in the literature to deal with optimal CSS problem among the distribution network design process by systematically addressing the impact of a high penetration of DERs and dealing with network congestion problems. Thus, the aims and objectives of this thesis can be summarized as two main aspects in response to these research gaps. First, innovative dynamic pricing mechanisms and day-ahead pricing mechanisms are proposed to help distribution networks host more RESs and increase the average capacity factor of DERs by introducing a dynamic DUoS charging mechanism and a dynamic renewable pricing mechanism. Second, an innovative CSS framework is proposed to deal with problems among future distribution network design and planning projects. The potential cost conflict between the conductor life-cycle costs and the costs of renewable resource curtailment is a key optimization target considered in this framework.

Based on the above premises, the research presented in this thesis aims to 1) develop an innovative dynamic pricing/day-ahead pricing optimization framework and 2) develop an innovative optimization framework to deal with the optimal CSS problem. To design these two frameworks, the following objectives are required: 1) to develop a dynamic DUoS charging mechanism, 2) to develop a dynamic charging model for pricing the output of distributed renewable generation and 3) to develop an innovative optimization algorithm to deal with the CSS problem. The detailed aims of this thesis are listed as follows.

1. **To develop a novel usage-based DUoS charging mechanism**

   As discussed earlier, most previous efforts devoted to designing the optimal electricity pricing mechanism have not considered the DUoS charges as a price signal in the day-ahead market, thus failing to establish a trade-off between DUoS charges and energy procurement costs. In general, the current
apportionment of DUoS charges between fixed, off-peak and peak use of system charges needs to be more cost-reflective. Therefore, the first objective of this thesis is to develop a new DUoS charging mechanism, highlighting the role of this price signal for efficiently relieving network congestion problems during both the peak demand and peak RES generation periods. In particular, the proposed DUoS charging mechanism is expected to provide a precise price signal based on the real-time power flow in distribution lines and ensure that the corresponding charges can completely cover the network investment and O&M costs.

2. To develop a dynamic charging model for pricing the output of distributed renewable generation

As mentioned earlier, most previous studies have not considered the practical economic characteristics of DERs. Indeed, the marginal cost of DERs can be considered to be zero because no fuel is consumed during operation. However, a zero marginal cost model cannot reflect the actual investment and O&M costs of DERs, thus failing to secure revenue for the owners. To fill this research gap, a dynamic charging model for pricing the output of DERs is required. The proposed model is expected to provide the competitive day-ahead price signal in the market, thereby not only encouraging suppliers to voluntarily consume more renewable energy but also ensuring that the owner of DERs’ revenue can cover the investment and operation costs of DERs.

3. To develop an optimization algorithm to deal with the CSS problems in distribution systems with a high penetration of distributed generation.

One of the major targets of this thesis is to develop an optimization approach to determine the optimal CSS when designing a new distribution network or upgrading an existing network. The proposed optimization framework is expected to consider the dynamic pricing model of DERs mentioned above. Thus, the potential cost conflict between conductor life-cycle costs and the costs of renewable resource curtailment must be considered first. In general,
there are two optimization targets that need to be achieved: 1) minimizing
the total costs of conductor life-cycle costs and the costs of generators’
operation for each potential conductor selection solution (the lower
optimization target) and 2) determining the optimal conductor selection for
the objective network (the upper optimization target). However, most
optimization approaches designed to solve the relevant problem in previous
studies are not compatible with this two-level optimization issue. Therefore,
it is worth developing an innovative optimization algorithm to deal with the
CSS problem in distribution systems with a high penetration of distributed
generation.

4. To develop an innovative day-ahead pricing mechanism that considers
dynamic DUoS charges and dynamic renewable generation prices

Based on the research gaps introduced in section 1.2, one of the major targets
of this thesis is to design an optimal day-ahead pricing mechanism to address
the impact of a high penetration of DERs and network congestion problems
by considering dynamic DUoS charges and dynamic renewable prices. The
mechanism should have the capability to help DNOs manage their renewable
resources to achieve revenue reconciliation and maximize generation output.
Moreover, DNOs can optimally manage the controllable appliances installed
by customers and balance energy consumption from the main grid and DERs
to minimize the electricity price by applying this innovative day-ahead pricing
mechanism.

1.4 Contributions of this thesis

The wide deployment of DERs challenges conventional distribution network design
and planning strategies. The intermittent nature of renewable production and
demand-side participation require DNOs to have the capability to immediately
respond to varying renewable generation conditions and electricity consumption
behaviours of customers. Moreover, the current pricing mechanism in the electricity
retailer market has failed to precisely reflect real-time pricing fluctuations in the
wholesale market or to efficiently relieve network congestion during peak demand
periods. Thus, it is necessary to develop innovative pricing models and optimization algorithms to fill the research gaps mentioned above. In addition, it is essential for power system designers to comprehensively incorporate the impact of high DER penetration into the distribution network design process. This thesis makes substantial contributions and innovations, such as developing an innovative dynamic DUoS charging mechanism, implementing a hybrid optimization approach to deal with the CCS problem, proposing a novel dynamic pricing framework for DR considering thermal limitations, and developing a day-ahead pricing mechanism for managing distribution network congestion caused by the increasing application of renewable generation. Ultimately, this thesis has established several innovative models and optimization frameworks for decreasing the impact of integrating DERs and increasing the operation efficiency of distribution systems.

More specifically, the main contributions of this thesis are summarized as follows:

1. **The development of an innovative network configuration technology for distribution networks**

To explore the performance and benefits of network configuration technologies in distribution systems, a genetic algorithm (GA) is applied in MATLAB and OpenDSS to determine the status of switches each hour to achieve minimum power losses. To verify the accuracy of the GA approach, a binary traversal approach was tested in the network first to provide a standard result. Then, the GA approach was tested in the same network with the same load and distributed generation profiles. The results indicated that the GA approach provided the same solution for network reconfiguration, but the elapsed simulation time dramatically decreased. Benefited by the decrease of the elapsed time, the methodology is expected to be applied in real distribution networks. The approach has the capability to arrange the optimal topology in advance at each hour by analysing the predicted data of load demand and distributed generation.

The relevant research and study are presented in Chapter 4. This research has been summarized as a conference paper titled ‘Simulation of the automatic
network reconfiguration technology in the distribution system by OpenDss’, which has been presented orally and included in the database IEEE Xplore.

2. The development of the conductor size selection problem in distribution network design and planning

To explore the optimal distribution network design problems, we consider the conductor size selection problem in distribution networks with renewable resources. The large-scale installation of distributed generators (DGs) and the declined levelized cost of renewable generation challenge the traditional optimal CSS strategy. Installed DGs in a distribution system is often considered as a zero marginal cost energy resource in power operation analysis. In distribution systems with a high penetration of renewable generation, DNOs need to allocate suitable conductors at different branches to consume the available output of DGs, thus maximizing the economic benefits from renewable resources. Therefore, the selected conductors are expected to have enough current carrying capacity to satisfy the peak output of the installed DGs. In addition, the conductor investment cost is also an important economic factor that needs to be considered. Therefore, DNOs have difficulty identifying the optimal conductor arrangement for a distribution system with a high penetration of DGs. During the CSS process, DNOs often face two opposite results: 1) an excessive investment in conductor selection and 2) an insufficient capacity in the selected conductors to consume available renewable resources, thus increasing the total energy procurement costs. A hybrid optimization approach is introduced to solve the optimal conductor size selection problem in distribution networks with a high penetration of DGs. An adaptive genetic algorithm (AGA) is employed as the primary optimization strategy to find the optimal conductor combination for networks. The aim is to minimize the sum of the life-cycle costs (LCCs) of the selected conductors and the total energy procurement cost. AC optimal power flow (AC-OPF) analysis is applied as the secondary optimization strategy to secure the economic dispatch (ED) and return the optimal energy procurement results to the primary optimization process when a certain
conductor arrangement is assigned by the AGA. The effectiveness of the proposed algorithm for optimal conductor size selection is validated by testing it on modified IEEE 33-bus and IEEE 69-bus distribution systems, for which several DGs are installed on selected buses. The relevant research and study are present in Chapter 5. This research has been summarized as a journal article titled ‘Optimal conductor size selection in distribution networks using adaptive genetic algorithm considering large-scale distributed generations’, which has been accepted and published in the journal MDPI: energies.

3. **The development of a dynamic pricing framework for demand response considering thermal limitations**

To explore the performance of the active demand-side management of modern distribution networks, we proposed a dynamic pricing framework, allowing the wholesale market, power suppliers and electricity customers to participate in the electricity market intensively. The comprehensive factors, including the wholesale electricity price, transmission cost allocation and the response of customers to electricity price variations, that act on the price signal are integrated into the framework. Therefore, the wholesale price will no longer be the dominant factor affecting and guiding variations of the price signal completely. In the simple time-varying electricity price structures, the relatively low wholesale price may directly result in a sharp increase of energy utilization during the corresponding period. Consequently, the increasing energy requirement during the low-price signal period leads to potential network congestion. Conversely, part of the transmission system may take the risk of reaching the capacity limitation. In the proposed framework, the problems can be solved by the participation of DNOs. More specifically, transmission costs increase when transmission facilities face congestion problems, thus countering the economic incentive of the low wholesale price. The main target of the proposed framework is to determine the optimal price signal at each time slot given the global considerations of the wholesale market, the benefits of power suppliers and the behaviours of customers.
The relevant research and study are present in Chapter 6. This research has been summarized as a conference paper titled ‘Improved Dynamic Pricing Framework for Demand Response considering Transmission Limits’, which has been presented orally and included in the database IEEE Xplore.

4. **The development of a day-ahead pricing mechanism for managing distribution network congestion caused by the increasing application of renewable generations**

To explore the optimal distribution network planning and operation problems, we proposed a day-ahead pricing mechanism for managing distribution network congestion caused by renewable generation. The proposed concept of day-ahead pricing is designed to minimize customer electricity bills by taking account of line thermal constraints resulting from the increased penetration of renewable generation. It is assumed that each user is equipped with controllable appliances and a smart meter enabling two-way communications between suppliers and their customers. Suppliers employ an hourly demand-side management strategy that considers the price signal from DNOs, DGs and the wholesale market. A weighted average DUoS charge approach is applied in this mechanism, allowing DNOs to send a cost-reflective DUoS charge to electricity users in different locations based on their hourly predicted day-ahead power consumption. An optimal day-ahead pricing mechanism has been developed for DGs to manage their renewable resources to achieve revenue reconciliation and maximize generation output. Finally, power suppliers can optimally manage the controllable appliances installed by each end user and balance the energy consumption from the main grid and DGs to minimize the electricity price. Several case studies were conducted with the modified IEEE-33 bus distribution network, for which a large-scale nonlinear optimization programming algorithm was applied to solve the problem.

The relevant research and study are presented in Chapter 7. This research has been summarized as a journal article titled ‘Investigation of the potential conflict between day-ahead distribution network use of system charges and
renewable energy production’, which has been submitted to the journal IET transmission, distribution and generation.

1.5 Thesis Structure

The thesis is organised as follows:

Chapter 2 introduces the basic participators and components in the distribution network. The comprehensive literature review of existing technologies of distribution network design and planning are also presented in this part. In particular, the principle of demand response, active demand management, network reconfiguration, dynamic pricing and day-ahead pricing are introduced. Finally, the gap between the current distribution network design and planning technologies and the optimal network design and planning approaches in this thesis is presented.

Chapter 3 introduces the fundamental principles of the electricity market and power system economics. And, the current policy for supporting the development of renewable energy resources in the UK is also indicated in this Chapter. The economic incentives are regarded as one of the best approaches to affect the purchasing behaviour of electricity customers. The literature reviews of the power system economics in this Chapter summarize the principles and policy that are used in the following Chapters due to the renewable energy resources and various electricity pricing mechanisms are considered as the major research aspects in this thesis.

Chapter 4 proposes a genetic algorithm which is applied in MATLAB and OpenDSS for implementing automatic reconfiguration technology in distribution networks. The objective of the approach is to explore the optimum topology in advance at each hour by analysing the predicted data of load demand and distributed generation. The algorithm is tested in IEEE 37-bus feeder network with the consideration of DG.

Chapter 5 propose a hybrid optimization algorithm to solve the CSS problems in distribution systems with high penetration DGs. AGA and AC-OPF are employed
together to find the optimal sizing of conductors to minimize the sum of the life-cycle cost of selected cables and the total generation costs from traditional fossil fuels.

**Chapter 6** proposes a dynamic pricing framework which allows the wholesale market, power suppliers and electricity customers to participate in the electricity market intensively. The comprehensive factors (including wholesale electricity price, transmission cost allocation and customers’ response to the electricity price variation) that act on the price signal are integrated into the framework.

**Chapter 7** presents a new approach to the optimal design of a day-ahead pricing mechanism for managing distribution network congestion caused by renewable generation. The proposed concept of day-ahead pricing is designed to minimize customer electricity bills taking account of line thermal constraints resulting from increased penetration of renewable generation.

**Chapter 8** summarizes the main achievements and results of this thesis.
Chapter 2

Distribution network design and planning: An Overview

This chapter provides an overview of distribution network design and planning. First, the fundamental structure of current distribution systems and the basic process of distribution network design and planning are introduced. Then, the underlying issues related to the problems of future distribution network design and planning such as the large-scale integration of RESs and demand-side participation are discussed. Finally, both the opportunities and challenges faced by current distribution network design and planning frameworks are summarized, and the research gaps are identified.

2.1 Introduction

The primary purpose of the electric power system is to satisfy the energy requirements of users. The major components of a typical power system include power generation, transmission systems and distribution systems. Generators are responsible for producing the required energy from different resources such as fossil fuels, nuclear and sustainable resources. The transmission systems are designed to deliver large amounts of energy from the concentrated generation stations to the
major energy consumption locations. Then, the distribution systems are responsible for carrying the energy to every single electricity customer in the system with the proper voltage level and power frequency. The transmission systems and the distribution systems are operated at different voltage levels, thus requiring the relevant transformers to adjust the voltage to the appropriate level. Figure 2-1 illustrates the basic structure of a typical power system that includes the major subsystems. In the conventional design of a power system, the majority of the electricity is generated by concentrated fossil-fuel-based power plants, large hydroelectric plants or nuclear plants. These large-scale generation facilities are normally constructed in areas far away from the electricity users, thus long-range power transmission systems are required to bridge power generation sites and customers [87].

![The basic structure of a typical power system](image)

Figure 2-1 The basic structure of a typical power system [88]

With social and economic development, the availability and efficiency of current power system are expected to be improved due to the requirements of electricity customers. In addition, the large-scale application of renewable resources and the liberalisation of the electricity market are prompting power systems to undergo
some significant and useful changes in operation and planning at the system level in
the near future. In particular, the competitiveness of the electricity market and
ongoing government supports are encouraging electricity market participants to pay
more attention to the economics of system operation and energy procurement costs.
Concerns about increased environmental problems caused by carbon dioxide
emissions are also encouraging the power industry to provide more efficient and
clean energy. The continual increase in electricity demand in Europe countries
reveals the power of addressing congestion problems and optimal power dispatch
problems. To address these problems, the conventional approach is to add new large
fossil-fuel-based power generation units and enhance transmission facilities. Before
the electricity linearization process and the development of renewable energy,
vertically integrated power companies shouldered the responsibility constructing
new bulk generators and new transmission systems [8]. However, more efficient and
environmentally friendly power generation technologies such as combined heat and
power (CHP) and renewable energy sources (RESs) provide the power system with
another choice to deal with the problems of increasing electricity demand and power
delivery congestion [89, 90]. In particular, the increasing application of RESs is
primarily a result of distributed generators such as photovoltaic and wind plants or
small-scale wind farms. Distributed generation systems are typically connected to
distribution systems directly by static conversion facilities. The share of electricity
generation from steam-turbine-based thermoelectric power generators will
decrease in the near future, and these kinds of generators are typically connected to
transmission systems directly by the appropriate transformers. From the view of the
entire power system, the decreasing of conventional synchronous generators affects
the capability of essential ancillary services such as real-time power balancing. The
development and reinforcement of transmission systems can be deferred because
the increasing electricity demand can be fulfilled by DGs, thus allowing investments
in long-range power delivering facilities to be postponed [91]. However, from the
view of distribution systems, the increasing penetration of DGs urges distribution
system operators (DSOs) to upgrade distribution networks and improve the
operation efficiency [92]. In particular, the high penetration of photovoltaic and wind
plants that connect to the distribution systems affects the certainty of the operation
status of the power system due to the potential bi-directional power flow and the uncertainty of the power output from DGs. Integrated DGs also challenge existing distribution network protection strategies because the DGs may improve the short-circuit current and voltage at the connection points. Meanwhile, distribution network operators are required to adopt innovative information and communication technologies. Specifically, the liberalization of the electricity market provides innovation to the energy trading process in which electricity users and the power generation sector can make deals in a relatively short time frame with the real-time market pricing clear mechanism.

In general, the task of conventional DNOs or power suppliers is to supply electricity to their customers by a clear and univocal one-way direction of power flow and to charge the customer a fixed rate regardless of the power usage period. However, in the near future, DNOs are expected to be able to optimally design and plan their distribution networks to satisfy new challenges such as the integration of distributed energy resources, real-time network estimation and management, voltage and two-way power flow management, the optimal dispatch of distributed generation, constraint and congestion management and the integration of common customers to the competitive electricity market. In this thesis, we study potential approaches to drive distribution network design and planning towards future smart distribution systems. Therefore, in this chapter, the relevant knowledge of traditional distribution systems and related operation mechanisms are introduced first [93, 94]. Then, the state-of-the-art technologies that have been widely researched and studied are illustrated. Because distributed energy resources are one of the most important facilities that significantly affect the operation and design of current distribution systems, the typical technological characteristics of DERs are also introduced in this chapter.

The remainder of this chapter is organized as follows: Section 2.2 introduces the definition and structure of distribution systems, and section 2.3 introduces current distribution network planning technologies. Distributed generators and relevant applications are introduced in 2.4. Section 2.5 illustrates popular demand-side
participation approaches that are applied in current distribution networks. In the end, section 2.6 summarizes the chapter.

2.2 A review of distribution systems

Before the large-scale installation and application of renewable energy resources, which significantly change the operation and design of the entire power system, researchers and the industry in general paid little attention to the design and planning of distribution networks when compared to the other parts of power systems such as generation and power transmission. This phenomenon can be partly attributed to the traditional vertically integrated power system management strategy, which is supported by the single energy supply approach and one-way power delivery direction. In particular, the planning, operation and management of transmission systems have been comprehensively researched and investigated in the past few decades because transmission systems are designed to actively manage major power flows and control the energy exchange balance. Different from transmission systems, distribution networks are designed to be passive systems in traditional planning and operation philosophies. For instance, the main task of conventional distribution systems is to receive the unidirectional power flow from upstream transmission systems and pass it to downstream low voltage distribution networks or end users.

2.2.1 Distribution system structure

To introduce the essential characteristics of distribution systems, it is necessary to first identify the major differences between distribution and transmission systems. The majority of distribution networks in European countries are designed with a radial structure. In some circumstances, a distribution network may be designed as a loop structure but operated as a radial structure. However, most transmission systems are designed and operated as meshed structures. Figure 2-2 shows the typical radial, loop and meshed network structures. The meshed structure can provide redundant and secure power delivery services due to its tough and complicated topology, and the default power delivery path can be redirected to other transmission lines to supply upstream networks when an unexpected fault occurs. However, providing the same power delivery security services with traditional
distribution systems with radial structures is difficult. The common strategy for dealing with unexpected distribution systems faults is to isolate or disconnect the faulted part of the network and resupply the electricity after a successful repair action. This major difference between the two systems requires distribution network operators to pay more attention to network operation.
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Figure 2-2 Typical structures of radial, loop and meshed network [88].

Another important characteristic of distribution networks is that the conductors used in the distribution systems have a relatively higher resistance compared to the transmission systems. This feature of high resistance results in a higher network loss in the distribution systems, which is a major problem that DNOs need to plan for to achieve optimal network operation. In general, distribution networks have two major subsystems: the primary circuits and the secondary circuits. The primary circuits, which are also described as feeders, operate with a higher voltage and typically directly supply large electricity users such as industrial and commercial customers. The secondary circuits receive electricity from primary feeders, where transformers step down the voltage to relatively lower levels that can be used by household
electricity customers. Figure 2-3 illustrates the typical structure of distribution systems and their major components including primary circuits, circuit breakers, distribution transformers and secondary circuits.

![Diagram of distribution system](image)

**Figure 2-3 Typical structure of a distribution system [88]**

The typical voltage of primary circuits in European countries is normally within the range from 10 kV to 110 kV, and the voltage of secondary circuits is normally designed to be 220 V, 380 V or 440 V. However, the values of the voltages operating in the distribution levels vary by country. The typical values of the voltages used in the distribution systems in the US, UK and China are shown in Table 2-1.

**Table 2-1 Voltage range of distribution system in different countries [92, 95, 96]**

<table>
<thead>
<tr>
<th></th>
<th>US</th>
<th>Germany</th>
<th>UK</th>
<th>Australia</th>
<th>China</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>High-voltage</strong></td>
<td>69 kV</td>
<td>110 kV</td>
<td>132 kV</td>
<td>66 kV</td>
<td>110 kV-35 kV</td>
</tr>
<tr>
<td>distribution systems</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Medium-voltage</strong></td>
<td>600 V-35 kV</td>
<td>6 kV-60 kV</td>
<td>11 kV-33 kV</td>
<td>11 kV</td>
<td>6 kV-20 kV</td>
</tr>
<tr>
<td>primary circuit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Low-voltage</strong></td>
<td>120/240V</td>
<td>230/400 V</td>
<td>230/400 V</td>
<td>415 V</td>
<td>220/380V</td>
</tr>
<tr>
<td>secondary circuit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Distribution systems are required to deliver energy not only to modern cities with high population densities but also to remote areas such as rural regions and villages. It is noted that electricity facilities may only have less than 10 metres of distribution circuits in urban areas with a high population density, while the length of secondary distribution circuits may extend to over 300 metres to transport electricity to each electricity user in a rural area. Therefore, the secondary circuits of distribution
systems in rural areas are often designed as overhead line structures based on their economic investment and simplified design. In urban areas, underground cables are considered as the primary solution in the process of designing and planning distribution systems due to the high population density and the overall city design requirements. A mixed design framework with overhead lines and underground cables is often used in the design of distribution systems in suburban areas. The configurations and circuit lengths of the distribution networks are different in urban areas and rural areas because of the disparate population densities and construction requirements.

### 2.2.2 Voltage regulation and protection strategy of the distribution network

The voltage of the primary feeder on the distribution network decrease when a heavy load demand occurs. In order to maintain the voltage of the primary feeder can continually satisfy the minimum requirement of the regulation (0.94 p.u. in the United Kingdom), the voltage regulators are normally allocated on the primary feeder. In particular, the function of the voltage regulator is similar to a small transformer with a variable ratio. Specifically, the voltage regulator has the capability to automatically adapt the variable incoming voltage and maintain the outgoing voltage within the predetermined value. The typical scheme of a distribution feeder with the voltage regulator is shown in Figure 2.4 below.

![Typical scheme of a distribution branch with voltage regulator](image)

**Figure 2-4 Typical scheme of a distribution branch with voltage regulator [88]**
Recently, an increasing number of distributed generation technologies such as solar photovoltaic and wind generation which have been installed since those new generation methods can dramatically reduce the emission of carbon dioxide and meet the EU renewable energy targets. Distributed generation is connected to the distribution network directly. Hence, there is no doubt that distribution network plays a significant role in the power system.

2.3 Distribution network design and planning

Typically, a distribution network needs to be designed and planned more than 10 years ahead of construction [97]. Two significant principles are considered in the design and planning of a distribution system: 1) predicting growth in the demand of electricity users and planning system upgrades and extensions in advance and 2) choosing the optimal facilities and equipment for replacing the assets that have reached their maximum lifespan [97-99]. This classical network design and planning framework is widely applied in traditionally one-way distribution systems, for which the energy delivery path is only from a high-voltage transmission system to low-voltage distribution feeders[100, 101].

Distribution system design and planning are complicated and complex tasks with several major steps. The first target is to predict the load demands and relevant growth rate in a design area and establish the asset management and condition monitoring systems [102]. The second step is to identify the system capacity with load forecasting technologies, thus allowing distribution system planners to model the structure and loading levels of the system. The system inadequacies and network constraints are also identified in this step [103]. The third step is to explore and list all the potential solutions of network design and planning and assess the corresponding investment costs of each potential solution. Particular and detailed economic assessments and technical evaluations of each feasible solution are conducted in the fourth step [104, 105]. The next step is to optimally select the best solution based on relevant standards and requirements. Indeed, there are several additional processes, such as government approval and official authorization, that
need to be confirmed before infrastructure construction. These four main steps are normally considered by distribution network planners.

In general, there are several factors that need to be considered during the distribution network design and planning process, and they are listed as the following aspects:

- Satisfying the load demand during the fully designed life cycle with the consideration of expected load growth
- Providing reliable and efficient electricity supply
- Optimally allocating the system components of the distribution network
- Optimally selecting the most economical solution of distribution network planning
- Minimizing the electricity price
- Maximizing the profits of distribution network operators and power supplier

Thus, the major objectives and targets of the distribution network design and planning process can be summarized as 1) load forecasting, 2) power quality, 3) compliance with standards, 4) investments and 5) power losses. These five objectives of the distribution network design and planning process are introduced in the remaining part of this section [91, 106, 107].

### 2.3.1 Load forecasting

Distribution systems are designed to supply different types of electricity users including industry customers, commercial customers and common household customers. In particular, household customers have a broad energy requirement range, with rural areas having load densities of 10 kVA per square metre and modern city areas having load densities up to 300 MVA per square metre. A feeder in a distribution system is required to satisfy the peak load demands of each individual connected to the same circuits at the same time. Each customer’s load requirements and behaviour are difficult to predict precisely. However, the district level load demands have some common characteristics and can be predicted with an accepted accuracy rate. In general, the load demand changes through the daytime and normally reaches a peak in the afternoon and early evening. Load forecasting is one
of the major steps of the distribution system planning and design process because
the predicted demand and load growth rate can significantly affect the conductor
size selection and the relevant utilities capacity selection during the planning and
design process. There are several common definitions of the load characteristics
widely used in load forecasting [89, 108].

- **Demand**

Demand is used to describe the average load during a certain time period, where
the time period is typically 15 mins, 20 mins or 30 mins. And the demand can not
only characterize the total power but also can present real power, reactive power
or current. The predicted peak demand over a certain period of time is widely
used by distribution network planner to quantify the required capacity of a circuit
or feeder. However, current demand is often used to characterize the capacity of
the substations.

- **Load factor**

Load factor characterizes the ratio between the peak demand and the average
demand, where the value of the load factor is, therefore between zero and one.
The constant or stable load demand results in a high load factor value, which is
close to one. And the low load factor value represents a significantly varying load
demand. The distribution network operators or the power suppliers have
expected a relatively high load factor due to the consideration of sustainable
network operation. Specifically, the load factor can be illustrated by the equation
2-1 [109, 110].

\[
LF = \frac{kWh}{pd_{kw} \times t}
\]  

(2-1)

where,

LF represents the load factor of a chosen customer

\(kWh\) represents the total energy usage in kilowatt-hour

\(pd_{kw}\) represents the peak load demand in kilowatt-hour
$t$ represents the time periods of hours

- Coincident factor

Coincident factor characterizes the ratio of the peak demand of the whole system to the sum of all individuals’ peak demand belongs to this system. In particular, the peak load demand of the whole system is normally described as peak diversified demand or coincident demand. And the electricity demand of individual customer is named as noncoincident demand. The value of the coincident factor is normally between zero and one due to the individual load demands are barely reach their peak values at the same time.

- Diversity factor

Diversity factor characterizes the ratio of the sum of all individuals’ peak demand belongs to this system to the peak demand of the whole system. The value of diversity factor is normally larger than one.
Figure 2-5 Typical load profiles of different kind of customers

In general, the load demand patterns of various types of customers are significant differences. However, the customers that in the same classification have similar characteristics of electricity usage. Specifically, the commercial electricity customers normally have a peak demand from 8 AM to 6 PM of the daytime. And household customers or residential loads have the highest demand during the evening. On the other hand, the diversity of temperature or the weather may change the loading levels in both commercial areas and residential areas due to the intensive application of air conditional or the heating systems. The typical load profiles of different kind of customers including: residential, small commercial, medium commercial and large commercial or industrial are presented in the Figure2-5 [111, 112].
2.3.2 Distribution network operation constraints

The primary target of distribution network planning is to satisfy the electricity demands of all customers. However, electricity suppliers are also required to provide customers with a reliable and uninterrupted supply of electricity. As a consequence, supplying electricity with the required level of continuity and availability is the fundamental goal in the design and planning of distribution networks. Power quality has a broad definition; however, it can be generally determined by the following aspects: voltage, power factor, harmonic content in the network and supply frequency [113].

2.3.3 Investments in the distribution systems

One of the most important processes in distribution network planning is to assess the investment costs of the required system infrastructure and predict the relevant operation and management costs during the expected lifespan. In particular, designers and planners are required not only to satisfy the fundamental regulations and standards of power system operation, such as the voltage constraints and frequency constraints but also to establish a financial analysis that includes the life-cycle costs of the systems during the distribution network design and planning process. Therefore, the efficient reliability, power quality and investment costs all significantly affect the process of network planning, and an optimal solution will be achieved by the relevant optimization models based on the required principles and target [114].

The investment strategy of a power system has two main categories: new investments and replacement investments. New investments are applied to expand the existing network or to build a completely new power network in a required district. Replacement investments are used to replace or upgrade major components in an existing network, and this action is normally done for ordinary maintenance purposes due to component ageing and malfunction problems. The main targets of distribution network investment are to minimize the overall costs of the infrastructure and to follow the O&M costs during the expected lifespan of a system, and the boundaries and constraints of power system operation must be satisfied at the same time. Three major components are considered in distribution network
investment: 1) capital costs, 2) operational costs and 3) interruption costs. In particular, capital costs include the infrastructure material procurement costs, labour costs and other necessary costs during network construction. Operation costs include the power loss costs, inspection and maintenance costs, reconditioning costs and other necessary costs. Interruption costs include failure costs and discard costs. The formulation 2-2 indicates the total costs of distribution network investment [114-116].

\[
C_{total} = CC + \sum_{t=1}^{T} (OC_t + IC_t)
\]

(2 - 2)

where

\(C_{total}\) represents the total network investment costs

\(CC\) represents the capital cost costs

\(OC_t\) represents the operation costs in operation year \(t\)

\(IC_t\) represents the interruption costs in operation year \(t\)

\(T\) represents the expected life span of the designed distribution network

The minimization of the total network investment is achieved when the formulation reaches the minimized value. Increasing the investment on the costs of infrastructures and materials and proving a high-quality network operation and management service is able to reduce the interruption costs. In particular, selecting the conductors or cables with the high capacity defer the network upgrading and reinforcement since high capacity power delivering facilities can improve the capability of the network to satisfy the load growth of the electricity customers. And the increasing investment on the auxiliary and protection facilities in the networks is able to decrease the costs due to the system fault.

However, the increasing penetration of distributed energy resources and the deregulation of the electricity market require the distribution network planner to design and plan the network by a new framework. Currently, distribution networks
become more and more complicated and are difficult to plan and management. On the one hand, lots of innovated and smart applicant and units have been connected to the distribution network such as Micro-grids, Nano-girds and electric energy storage systems. These new units challenge the traditionally integrated vertically design and planning approach, where each unit or cell is expected to be optimally and appropriately allocated in the system. On the other hand, the distributed generations result in the two-way power flows in the distribution network, thus the new design and planning strategy are required to deal with the short-circuit protection and conductor size selection problems in this new circumstance. The deregulation and decentralization of the electricity market encourage the normal electricity users to participate in the market trading programme for the reason of high-efficiency active demand response. As a consequence, the information and communication technologies such as smart meter are required to be equipped to each customer to monitor and collect the useful data, thus allowing a real-time distribution network management.

2.4 Integration of Distributed Energy Resources

At the beginning of 1990, power companies around the world were challenged by significant increases in electricity consumption, which were partly attributed to population growth and industrialization [117]. This situation resulted in a huge investment in electricity transmission systems and the relevant auxiliary or protection facilities. Thus, high voltage and high capacity transmission facilities were widely developed and constructed during that period [118]. Environmentalist noticed the potential pollution issues caused by the increasing amounts of fossil fuels generators [119]. In particular, conventional generation systems are powered by different fossil fuel sources such as coal and gas. The average operation efficiency of conventional coal plants is approximately 35% and significantly depends on the operation conditions [120]. These traditional resources are stable and concentrated
and have shouldered the most responsibility for power supply until now. However, the common problem of all traditional generation technologies is that they produce carbon dioxide during the combustion process. Increasing concerns about the climate and the environment of our planet have been raised regarding the significant challenges as a result of carbon dioxide pollution. On the other hand, carbon dioxide is not the only pollutant produced by fossil fuel generation systems; there are many other more severe types of pollution produced by traditional generation processes, such as nitrogen and sulphur oxides, which may result in acid rain and significantly affect the health of human beings [121, 122]. Thus, environmental considerations became a major concern for humanity, with more than 70% of all electrical energy produced coming from fossil fuels. Climate change and the greenhouse effect caused by non-sustainable electricity generation have alarmed governments and the energy sector and forced them to consider alternative ways of providing electricity using low-carbon generation strategies.

A conventionally structured power system delivers electricity through a broad network of interconnected transmission systems at different voltage levels. From the electrical perspective, electrical energy losses occur from production centres to places of consumption. High-voltage and new materials have the ability to reduce power losses during long-range power transmission. However, reducing power losses to a relatively low range in the majority of distribution networks is difficult due to economic considerations in network design and planning. Thus, approximately 4%-5% of the energy produced in power plants is lost by transmission systems, and 10-15% of the energy produced in power plants is lost by distribution systems [123, 124]. In addition, increases in electricity consumption result in financial burdens on the investment of new transmission facilities. For instance, it is assumed that a new transmission line has a capacity of 100 MW and is used to support a maximum load demand of 50 MW. If the load has an average annual growth of 5 MW, the transmission network operators are required to upgrade the transmission line after only 10 years [125].

Therefore, it is expected that new electricity generation approaches can not only deal with environmental concerns but also defer investments in power transmission
systems. Renewable generation is considered to be one of the best solutions to counter environmental problems, and it has the ability to postpone transmission lines development projects \[126, 127\]. Because renewable resources such as wind power and solar energy are normally distributed in remote areas, consuming renewable energy by connecting these sources to nearby load-consuming areas through distribution systems is considered to be the optimal method \[128, 129\]. Thus, distribution networks participate in this challenge and are required to deal with the potential problems of the integration of non-dispatchable renewable resources. Among the various sustainable resources, wind generation and photovoltaics are regarded as the most important generation approaches, and they have been widely deployed in various countries. In particular, large-scale wind farms or PV panel stations are typically connected to transmission systems due to their enormous capacity \[130, 131\]. However, small-scale solar PV panels can be roof-mounted on commercial or residential buildings or ground-mounted close to load demands in the proximity of commercial and industrial areas, while small wind generators are quite common in rural areas \[132\].

Small-scale solar PV panels, such as roof-mounted units and small wind turbines, are concluded to be the sources of distributed generation or decentralized production based on their technical aspects. The evolution of the use of these words indicates that DG has gradually eliminated the term decentralized production in almost all relevant scientific literature. In addition to these terms, embedded generation is common in some texts \[133\]. Additionally, the term distributed resource is sometimes used for the concept of DG. Specifically, distributed generators (DGs) are defined as small-scale generation units that are connected to the main grid and are located close to the demand side. DGs are designed to operate in an isolated way to support local demands independently or to connect to the main grid to deliver energy to the remainder of the power system. Renewable energy such as wind power and solar energy are the main resources of distributed generation. The typically installed capacity of DG units ranges in size from less than 1 kW to 10 MW. However, apart from the criteria presented above, on the basis of production capacity, DGs are divided into four categories: micro (1 W to 50 kW), small (5 kW to 5 MW), medium
(5 to 50 MW), and large (more than 50 MW). Installed DGs have the capability to fulfill the basic requirements of the electricity demand of the owners during ideal conditions such as wind blowing periods. The location of the generation devices and the capacity of installed generation are two major characteristics that define DG technologies. In general, terms, DGs are allocated close to the electricity customers and connected to the distribution systems rather than the high voltage systems [134, 135].

The majority of DGs used in current power systems are based on renewable resources such as wind power, solar energy and hydropower. However, there are two types of distributed generation technologies, and another relatively new type is the fuel-based DG technologies. The typical generation methods of this type of DG include combustion energies, microturbines, fuel cells, diesel generators and biomass generators. A comparison of the characteristic and functions of different types of DGs is summarized in Table 2-2 [9, 136-139].

<table>
<thead>
<tr>
<th>Technologies</th>
<th>Gas turbine</th>
<th>microturbines</th>
<th>Fuel cell</th>
<th>Wind turbines</th>
<th>Solar cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Typical power rates</td>
<td>15 kW-30 MW</td>
<td>25 kW-500 kW</td>
<td>15 kW-30 MW</td>
<td>1 kW-20 MW</td>
<td>300 kW-2 MW</td>
</tr>
<tr>
<td>Electrical efficiency (%)</td>
<td>25-30</td>
<td>20-30</td>
<td>30-60</td>
<td>20-40</td>
<td>5-15</td>
</tr>
<tr>
<td>Installation cost ($/kW)</td>
<td>400-1200</td>
<td>1200-1700</td>
<td>1000-5000</td>
<td>1000-5000</td>
<td>6000-10000</td>
</tr>
<tr>
<td>O&amp;M cost ($/MWh)</td>
<td>3-8</td>
<td>5-10</td>
<td>5-10</td>
<td>1-4</td>
<td>10</td>
</tr>
<tr>
<td>$\text{CO}_2$ emission (kg/MWh)</td>
<td>580-680</td>
<td>720</td>
<td>430-490</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\text{NO}_x$ emission (kg/MWh)</td>
<td>0.3-0.5</td>
<td>0.1</td>
<td>0.005-0.01</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Because wind turbines and photovoltaics are the primary types of DGs applied and discussed in this thesis, typical models for photovoltaic generation and wind generation are introduced in the following parts [136-139].
2.4.1 Photovoltaic

The amount of energy that can be produced in a PV system is directly dependent on irradiance and the angle at which the solar PV cells are radiated. Irradiance and production depend on meteorological conditions. The power output of PV generators can be assumed to be linearly dependent on the global solar irradiance. The typical generation output of solar photovoltaics is shown in Figure 2-6.

![Figure 2-6: The typical generation output of solar photovoltaics](image)

2.4.2 Wind generation

It is assumed that the air has a mass $m$ and the corresponding wind speed is $v$. Therefore, the kinetic energy $ke$ can be evaluated by the air mass and the relevant wind speed [140], where the formulation 2-3 is given by

$$ke = \frac{1}{2} \times m \times v^2$$

(2 – 3)

And, the mass of air can be evaluated in terms of the corresponding air density and the amount of air that pass the wind turbine [140]. The formulation 2-4 that used to calculate the mass of air is given by

$$m = \rho \times A \times x$$

(2 – 4)

where $\rho$ represents the air density.
$x$ represents the thickness of the certain blade (in particular, this index indicates the distance crossed by the air from the first point of the hub to the point where the air leaves the turbine blade).

$A$ represents the swept area.

It is noted that the swept area $A$ can be assessed by the blade length $L$, where the formulation that used to calculate swept area $A$ is given by. Thus, the equation can be extended as express 2-5 and 2-6 below [140].

\[ A = \pi L^2 \quad (2-5) \]

\[ ke = \frac{1}{2} \rho \pi L^2 v^2 x \quad (2-6) \]

Therefore, the potential power that storage in the air can be assessed by the differential of kinetic energy with time. Thus, the total power stored in the wind $P_w$ can be calculated by equation 2-7.

\[ P_w = \frac{1}{2} \rho \pi L^2 v^2 \frac{dx}{dt} = \frac{1}{2} \rho \pi L^2 v^3 \quad (2-7) \]

However, it is difficult to extract all potential power stored in the air. This ideal situation occurs when the air flow velocity is uniform across the blades and the air is considered as incompressible. In practical, the air velocity decrease after the air flow passing the blades and the air pressure increase after the air flow passing the blades. Thus, only part of the power can be captured by the wind turbine and the fraction of the power largely based on the power coefficient $C_p$. Based on the Betz limit, $C_p$ is equal to 0.59 theoretically but in reality $C_p$ varies from 0.2 to 0.5. Therefore, the power that can be captured by the wind turbine can be calculated by modifying equation 2-8 in terms of $C_p$ as shown in formulation 2-8 [140].

\[ P_a = \frac{1}{2} \rho \pi L^2 v^3 C_p \quad (2-8) \]
The equation 2-8 indicates that the actual power generation of the wind turbine largely depends on the wind speed, blade length, and power coefficient (Cp). Apparently, the wind speed frequently varies during the daytime and significantly affected by the weather and seasons. Thus, the power generation of the wind turbine varies due to these external nature characteristics. In the practical engineering areas, the wind turbines are designed with upper and lower output constraints to ensure secure operation. Therefore, the power characteristic curve of a certain wind turbine is often introduced to indicate the special relationship between the mechanical power developed by this wind turbine and the wind speed variation.

The typical wind turbine characteristic curve is shown in Figure 2-8. And, the figure indicates that there are two classic operating modes of wind turbines: 1) parking mode and 2) operating mode. These two operation modes depend on determining or defining of three values of wind speed: cut-in, rated, and cut-out wind speed.

- Cut-in speed
Cut-in speed represents the lowest value of wind speed that enables the wind turbine to operate. Under this value the wind turbine is stopped and enters the parking mode.

- Cut-out speed
  Cut-out speed represents the highest value of wind speed that the wind turbine can operate at without damage. Over this value the wind turbine has to be stopped and enters the parking mode.

- Rated speed
  Rated speed represents the value of wind speed that the wind turbine operates at and produces its nominal power. After this value the output power of a wind turbine is fixed with any increase in wind speed till the cut-out speed.

![Wind Turbine Characteristic Curve](image)

Figure 2-8 The typical wind turbine characteristic curve [140]

Based on the previously mentioned definitions, the operation states of the wind turbine can be defined as two major categories: parking and operating mode. In particular, the operating mode can be divided into two different regions: 1) generator control region, and 2) stall or pitch angle control region [141].

Generator control region starts from the cut-in wind speed to the rated wind speed. The main advantage of this region is that mechanical power is proportional to the
cubic of wind speed \( v^3 \). Stall or pitch angle control region starts from the rated wind speed to the cut-out wind speed. In this region, the mechanical power is no longer proportional to the cubic of wind speed \( v^3 \). The red line on the curve represents the actual power characteristic curve of the wind turbines found in the market but the sharp black portion represents the theoretical power characteristic curve of the wind turbines. It has to be fixed with the increase of wind speed to prevent wind turbines from any damage. There are two types of control that can be issued or applied to the wind turbine to achieve the mission stall or pitch angle control. Stall or pitch angle control is known as an aerodynamics control system [141-143].

2.4.3 Application of DGs

Distributed generation units are designed and constructed with different sizes, fuel types and efficiencies. As mentioned in the previous section, DGs fall into two major categories: conventional fuel-based generation technologies and technologies based on renewable resources. DG technologies that use conventional energy resources can be controlled and regarded as dispatchable generators. In contrast, DG technologies that use renewable energy resources are based on different forms of natural resources such as sunlight from the sun, the force of the wind, and the combustion value of organic matter. Because the typical renewable resources that are widely used as fuel in DGs are wind energy and photovoltaics, the advantages and disadvantages of wind energy and PVs are listed in Table 2-3 to identify potential problems [144].

The main difference between renewable and conventional resources is that the output of renewable resources depends on variable inputs such as wind or solar energy. The power produced by renewable resources may fluctuate more, making it difficult to forecast. In the case in which a DG is connected to a local load to supply the load during interruptions and enable operation in islanded operational mode, the demand and supply may not match, especially if the DG is renewable. In this case, the DG is either disconnected due to the activation of the frequency or voltage protection devices or the system will shed some loads and only supply critical loads.
There are many potential applications for DG technologies. They can be classified as backup DGs or baseload DGs. DGs can be used as backup generators to replace normal sources when they fail to supply a load, thereby allowing customer facilities to continue to operate satisfactorily during power outages. Most backup generators are diesel engines because of their low cost, fuel availability, and quick start time [145].

A backup DG is connected to the local load, and a manual or automatic switch is installed on the feeder side of the DG local load. During faults on the main feeder or its laterals, the circuit breaker on the substation side will trip to clear the fault, causing the entire feeder to be interrupted. Then, the DG switch can be closed, and the DG unit can start supplying its local load.

A baseload DG is used by some customers to provide a portion or all of their electricity needs in parallel with the electric power system. It can also be used as an independent stand-alone source of power. The technologies used for these
applications include renewable DGs such as wind turbines, PVs, fuel cells (FCs), and combined heat and power (CHP) systems.

The presence of DGs in a distribution system may improve system reliability as a result of supplying loads in islanded operation. Islanded operation implies that loads are disconnected from the substation and supplied from the DG until the utility restores power from the main supply. A DG may not be able to supply the demand completely during islanded mode due to the availability and capacity of the DG, especially when it depends on a renewable resource. Note that power balancing must occur between the DG, the main supply, and any energy storage capability [146].

2.5 Demand-side participation

Traditional electrical power systems are required to provide a continuous energy supply to the demand side in real-time due to their characteristics of non-economical and non-efficient storage. However, the widespread utilization of renewable energies and electric vehicle (EV) charging systems has affected the stability of the current electricity grid [147, 148]. To deal with the problem of increasing the penetration of RESs and increasing the implementation of EVs, it is important to alter previous positive management strategies to active schemes. Therefore, demand-side management (DSM) was introduced as a new approach to actively manage the power system. The concept of DSM was originated in the 1970’s in response to the impacts of energy shocks to the electricity utility industry [149]. In particular, DSM is based on the purpose of the planning, implementation and monitoring of the activities of electric power companies focused on altering customer electricity consumption patterns to produce desired changes in the load shape of the distribution system.

To achieve a successful DSM scheme, the extent of participation by electricity consumers is considered to be one of the most important indexes. The electricity usage of concentrative industrial consumers or business consumers can easily be managed and optimized by the corresponding distribution network aggregators. However, the electricity usage behaviours of residential consumers cause a negative effect on the operation of DSM schemes because the change of using electricity may
significantly influence the comfortable rate of part of them. Financial incentives based on the theories of economics can be treated as an efficient and effective approach to adjust the electricity usage of residential users [12, 16].

Typically, there are four main methods for DSM, including the administrative approach, the economical method, the legal process and the environment method. With the increasing consideration of emissions reduction targets and renewable energy integration problems, both governments and network operators tend to implement DSM in distribution networks [150, 151]. The security and reliability of distribution networks can be enhanced by applying DSM technologies. Meanwhile, DSM has the capability to shoulder the responsibility of peak load shifting. Moreover, DSM has the advantage of promoting sustainable economic and social development by increasing the utilization of renewable resources. With the increasing penetration of low-carbon technologies in distribution networks, more economic benefits can be received by network operators. Providing part of the economic benefits to customers is an appropriate method for both the management side and the utilization side. Hence, it is recognized that a well-designed DSM strategy can offer various benefits to both the operation side and the customer side [152, 153].

2.5.1 Aims of demand-side participation

Demand-side participation is designed to encourage or influence the electricity usage behaviour of customers. Electricity customers may modify their electricity consumption by shifting their usage at a certain time (demand (kW) modified) or by changing the total amount of usage during a particular time period (energy (kWh) modified). The application of demand-side participation is based on the planning, implementation and evaluation of distribution network operators or relevant unities. Two major categories of demand-side participation tools are usually considered by system operators: 1) energy saving programmes and 2) load management programmes.

• Energy saving programmes

Electricity customers who have low-efficiency home appliances are encouraged to change their devices to high-efficiency models. Power suppliers or network operators
are required to notify their customers that new home appliance models are able to provide the same service (quality and quantity) and reduce energy use, thus contributing to low energy bills. In general, this kind of program increases the overall electricity usage efficiency at the system level and can partly decrease peak demands. However, it is difficult for power suppliers and network operators to take economic benefits from energy saving programmes.

- **Load management programmes**

Load management programmes are the major tools by which power suppliers or network operators modify the electricity usage behaviours of their customers. The programmes are particularly designed by utilities to reduce overall energy consumption during peak periods. The key targets of load management programmes are 1) to encourage electricity customers to consume energy at relatively low electricity unit rates when the system has sufficient available resources, such as renewable energy resources during wind blowing periods, and 2) to decrease peak demands using high electricity unit rates to relieve potential network congestion problems. In general, load management programmes 1) reduce the energy bills of customers, 2) reduce renewable energy resource curtailment, 3) deal with potential network congestion issues and 4) provide power suppliers and network operators with potential economic benefits because they receive more revenue when providing the service with the same quality [154].

Demand-side participation programmes use several typical approaches to achieve the expected targets. Economic measures or financial means are one of the common methods that have been researched intensively in the area of DSM. A detailed introduction and discussion of DSM price incentive mechanisms are illustrated in Chapter 3.5, where a literature review of the deregulation and decentralization of the electricity market is presented. The direct load control approach is also used in DSM programmes. In this approach, distribution network operators or power suppliers have the authority to control all or part of the appliances of individual customers. In particular, the loads of customers who have preassigned contracts with
the power suppliers are partially shut down during extreme peak demand periods [155].

2.5.2 Methods of demand side-participation
In this section, six common approaches that are applied to establish demand-side participation and affect the electricity usage behaviours of customers are introduced.

- Peak clipping

Peak clipping is applied by distribution network operators to reduce a load of customers directly during peak demand periods. This action can efficiently reduce demand and match demand to available generation when a system reaches its maximum generation capacity or a distribution network reaches its maximum power delivery capacity. Peak clipping is normally applied by the direct load control approach, in which some or all customer appliances or devices can be controlled by distribution network operators or power suppliers. However, this type of DSM program is difficult to widely apply to normal household customers due to considerations of privacy and inconvenience. Figure 2-9 (a) indicates a typical load change pattern for the peak clipping approach [14, 15].

- Valley filling

During off-peak demand periods, it is desirable that the sum of the long-run incremental cost of generators and the relevant operation costs is less than the average price of electricity. Therefore, attempting to consume electricity during off-peak periods can decrease energy bills. In addition, it is desirable for some RESs to have sufficient available generation output such as wind blowing at midnight. Under this circumstance, a power system can achieve a more efficient operation state if the available RES generation output can be consumed sufficiently. The valley filling approach is applied by distribution network operators or power suppliers to encourage electricity customers to consume more energy during off-peak periods. However, off-peak demand periods often occur in the night or before dawn. Thus, it is difficult to increase the typical electricity usage of households and commercial users during these special periods. One of the proposed methods is to encourage EVs to process the
charging service during these off-peak periods. Industrial automation and fully automatic factories can also consume energy during off-peak hours. Figure 2-9 (b) shows a typical load change pattern for the valley filling approach.

In general, both the peak clipping approach and the valley filling approach focus on decreasing the difference between the maximum and minimum power demands. At a certain time, an interval peak load can be directly clipped, and load shifting is based on load shifting from peak to off-peak times [156].

Figure 2-9 Typical load shape for different means of demand side management

- **Load shifting**

The target of the load shifting approach is to move the load demand from peak periods to off-peak periods. The approach also attempts to maintain the total
energy consumption at the same amount during the day time. One of the tools used to apply load shifting is the time-of-use rate. This economic incentive approach can encourage customers to change the timing of their energy consumption from peak periods to off-peak periods, thus avoiding the high costs of energy bills. Off-peak electricity rates peak is typically lower than average rates. Therefore, price-sensitive customers tend to consume more energy during the low-rate periods. However, predicting and forecasting the behaviours of human beings are complicated tasks, and achieving high-accuracy results is difficult. Distribution network operators and power suppliers cannot guarantee that a predicted power demand pattern will exactly match the actual power demand pattern, and thus, reserved generators and potential congestion solutions are required to deal with unexpected circumstances. However, the application of appliances with an energy storage function can shift the timing of their operation. This is another efficient tool that can be used for load shifting. For example, hot water tanks can initiate the water heating process and washing machines can operate during off-peak periods. Figure 2-9 (c) shows a typical load change pattern of the load shifting approach [13].

• Strategic conservation

The target of the strategic conservation approach is to reduce the overall energy consumption of customers to a particular level. This action is essentially achieved by using some efficiency techniques to decrease energy consumption in both off-peak and peak demand periods, thus reducing the total energy consumption. The typical means of strategic conservation include weatherization programmes and appliance efficiency improvement programmes. Figure 2-9 (d) shows a typical load change pattern of the strategic conservation strategy.

• Strategic load growth

The target of the strategic conservation approach is to increase the overall energy consumption of customers to a particular level. In the event of an increase in new consumers or the energy intensity, the overall sales are increased. This action is essentially achieved by using efficiency techniques to increase energy
consumption in both off-peak and peak demand periods, thus increasing the total energy consumption. Figure 2-9 (e) shows a typical load change pattern of the strategic load growth strategy.

- **Flexible load shape**

The flexible load shape approach can be described as load management optimization by comprehensively considering the power system reliability, operation constraints and overall economic benefits beyond the load shifting approach introduced previously. In particular, power suppliers are required to study the optimal electricity supply solution by applying different means, including economic incentive-based load control and direct load control. The flexible load shape approach attempts to optimally solve the load management and economic generation dispatch problems in advance, normally one day ahead. Figure 2-9 (f) shows a typical load pattern of the flexible load shape approach. Currently, efficiently consuming the high penetration of renewable energy resources and increasing the capacity of EV charging systems pose new challenges to DSM. More efficient optimization approaches and load management strategies are required to deal with these potential challenges [157].

In conclusion, all the means of demand side management is to affect and change the timing or level of customers’ electricity usage, thus achieving the expected load objectives. Distribution network operators or power suppliers apply the proper approach to deal with the different load management requirements. For instance, the valley filling approach can be used in the situation that the system has underutilized capacity during the off-peak periods. However, peak clipping approach and strategic conservation approach are applied to deal with the situation that the system experience an unexpected load demand increasing. In particular, these two approaches are able to provide several potential benefits including 1) defer the investment on the network upgrading due to the rapidly growing load demand, 2) secure the power quality and improve customer service, 3) defer the negative effect to the environment, and 4) maximize the overall benefits of the social welfare. It is noted that peak clipping, load shifting, flexible load shapes and strategic conservation
are typically applied by distribution network operators as the useful tools to manage the increasing load demand of electricity customers, thus securing the efficient system operation. However, strategic load growth and valley filling approach are considered as the major tools to deal with the long-term expectations of surplus power.

2.6 Chapter summary

As mentioned in Chapter 1, the increasing penetration of DERs in distribution systems, the declined levelized costs of renewable generation and the application of innovative demand-side participation tools result in substantial changes in the conventional role of distribution systems. The aims and objectives of this thesis seek to design an innovative optimization algorithm and mechanisms to transition current passive power systems to future active systems. Therefore, the relevant knowledge of conventional distribution systems and their related operation mechanisms were first reviewed. Then, current challenges to the conventional distribution network design and planning process, such as the high penetration of distributed generation and demand-side participation, were discussed. Because DERs are one of the most important facilities that can significantly affect the operation and design of current distribution systems, the typical technological characteristics of DERs were introduced. In addition, the typical tools of demand-side participation were introduced to identify current DR programmes that can be widely applied in the electric power sector.
Chapter 3
Review of Electricity Market

3.1 Introduction

In the last century, the electricity industry in the UK was operated centrally by a single organization called the system operator (SO). Both the dispatch of power generation and the delivery of electricity are managed and controlled by the SO. However, the UK government launched the electricity industry liberalization plan in 1990 by establishing an obligatory day-ahead spot market, and this framework was designed to reform the electricity market in England and Wales [158]. After this successful attempt, the initial mechanism was upgraded to a new market structure in 2001—the New Electricity Trading Arrangement (NETA) [159]. The NETA framework first introduced a real-time wholesale electricity market, in which the power suppliers, generators, traders and electricity users participate intensively in this competitive electricity market mechanism. In 2005, the British Electricity Trading and Transmission Arrangements (BETTA) framework eventually replaced the NETA framework and extended the service to cover Scotland [160]. The BETTA framework
enabled integration of the electricity markets in England, Wales and Scotland. A free and efficient electricity trading system for all of Great Britain was thereby established. Along with deregulation of the electricity market, the domestic electricity retail market in the UK was first opened to competition in 1999, and the regulation of electricity pricing controls was removed in 2002.

As a thorough trading schedule, the current UK electricity wholesale market provides both bilateral trading or contract serving for energy production over different time spans, such as years ahead contracts, day-ahead trading or intraday business. Moreover, the trading service can be extended to other European countries. Currently, electricity can be imported from France, the Netherlands and Ireland or exported to those countries through international power connection facilities. Electricity is considered to be a special product that cannot be stored efficiently and economically based on current technologies. The power generation and electricity demand in a system must be matched and balanced during all operation periods. The accidental failure of generators in the trading process may lead to an imbalance in the electricity supply, which is considered to be one of the major drawbacks in the deregulation and marketisation of the electricity industry. Therefore, punishment mechanisms and auxiliary balancing mechanism have been designed for the current electricity market framework to deal with differences between contracted energy consumption and generation.

In general, the framework of the trading system encourages participants in the electricity wholesale market to treat electricity as a normal product or commodity while still ensuring that the power system can operate within its natural physical constraints [161].

The remainder of this chapter is organized as follow: Section 3.2 introduces the role of economics in power systems and Section 3.3 introduces the major components that existed in the electricity price. Fundamentals of the electricity market are introduced in 3.4. And, section 3.5 introduces the policies in the United Kingdom for encouraging the application of renewable generations. In the end, section 3.6 summaries the contents in this Chapter.
3.2 The Role of Economics in Power Systems

Economics can be regarded as the research areas that optimally solve the allocation of insufficient resources to meet the requirements of human beings. In the electricity industry, the power system economics of the resources in question address the costs of power generation and the costs of energy delivery and distribution. In particular, the costs include 1) the capital investment of generators, transmission systems, distribution systems and auxiliary facilities, 2) labour costs, 3) system operation and maintenance costs, 4) operation costs of electricity trading system and 5) fuel costs. Indeed, RESs, such as small-scale rooftop solar PV panels and wind turbines, can provide electricity without consuming fossil fuels. Thus, these technologies are normally considered to be zero marginal cost generation methods in most studies and economic models. However, operators still need to make large investments to procure the required materials and equipment [162].

The requirements of human beings, in this case, can be regarded as the supply of electricity. However, electricity cannot be considered as a uniform commodity due to the scale of its production and the difficulty of economically storing it. Further, electricity requirements vary largely depending on the time period of consumption and the quality of the electricity provided to customers. Thus, the value of electricity can be divided into the following general categories: baseload electricity, peak-hour electricity, high-quality electricity, low-quality electricity. In addition, supplying electricity to different types of customers requires various power delivery systems. For instance, concentrated industry customers are connected to transmission systems directly or are sited near generators. Industry customers actually avoid distribution network charges, thus decreasing the costs of purchasing electricity. Household customers in remote areas connect to the main grid by relatively long distribution lines or cables. Thus, customers in rural areas must pay high use of distribution system charges. In practice, household customers in different locations are charged different electricity prices for the same time period. However, this price differential is very low for the consideration of a fair pricing mechanism.

Similar to other commodities sold in the market, electricity can be regarded as a common good, as portrayed in economic manuals. However, electricity trading has
two characteristics that significantly differ from normal commodity trading: 1) the constraints and regulations of power systems restrict the use of electricity because the reliable and safe operation of a system is considered to be the primary target of operators and 2) electricity is currently considered to be a non-storable resource, and thus, fluctuations in wholesale market pricing significantly affect real-time electricity prices for retailers. In particular, short-term power generation must match the demand at all times and have the ability to instantaneously respond to any variations in the demand. Indeed, these characteristics are not exclusive to electricity; the modern high-speed internet shopping experience is similar in these respects. The majority of the commodities in the market can be distributed and delivered by different logistics approaches, such as road transport and air transport. However, delivering and distributing electricity require more accurate real-time analysis and the observance of complex regulations and constraints, thus allowing customer to receive quality energy service instantaneously. System operators have the responsibility of providing quality energy service to their customers because electricity is considered to be fundamental to modern life and a basic human right, similar to the water supply. However, power delivery systems, which are similar to highways, have a maximum transporting capacity. Thus, large amounts of money are required to construct sufficient power transmission and distribution systems to meet the increasing electricity demands of customers, especially during peak demands. System operators are expected to consider potential future investments in the use of transmission or distribution charges based on the operation conditions of a network (network congestion, peak or off-peak periods) and when electricity is consumed.

Furthermore, the utility derived from electricity changes with the time, quality and type of use (or user), giving rise to different services rather than a single uniform service. These types cannot be freely interchanged; however, flexibility in this regard is limited.

Thus, demands for electricity are not all the same, and they vary for each type of electricity. The willingness to pay and the elasticity of demand (i.e., the variation in electricity consumption when prices change) differ for these services. Another
feature of electricity is that it is generally considered, at least in developed countries, as a basic service that must be provided universally, reliably and affordably to facilitate on-going development. In fact, the supply of electricity is considered to be one of the key factors for enhancing welfare, and it can be argued that access to electricity should be considered a basic human right [162].

3.3 Components of electricity price

Investigating the costs of electricity production and the relevant transmission and distribution costs is fundamental to establishing an efficient electricity market. Section 3.1 indicated that the costs of producing electricity and the costs of power delivery vary depending on influences such as fuel types, the time of generation, network constraints and relevant regulations [163]. Thus, the general cost types and the relevant definitions of each cost type are described in this section.

3.3.1 Electricity producing costs

Electricity generation costs can be generally summarized by three major aspects: 1) the construction costs of power plants, 2) operation and maintenance costs, and 3) fuel costs.

- Construction costs

The construction costs of power plants or generators are the combination of capital costs, labour costs, land acquisition costs and construction material procurement costs. These costs are also regarded as the investment costs incurred during the full construction time period. The construction time of a power plant largely depends on the size of the generators and the technologies of the generators, such as conventional fossil fuel generators, nuclear generators or wind turbines. Thus, the time required to construct a power plant ranges from a few days (small-scale micro turbines or roof-mounted photovoltaics) to a few months (normal generators), even up to a few years (large-scale generation facilities or nuclear generation stations) [164].
• Operation and maintenance (O&M) costs

Operation of maintenance costs of the generation sector include the labour costs of plant operation and maintenance and relevant material costs during the repair process. Indeed, fuel is also significant in power plant operation. These particular costs are discussed separately later due to the various types of fuel consumed in current generation facilities. Two approaches are typically used to assess the O&M costs of certain power plants. The first approach is to consider the O&M costs as a fixed amount during the period of one year. Thus, the costs are constant regardless of the amount of electricity generated during this period. Another approach is to assess the O&M costs based on the exact amount of electricity produced. For instance, the operation hours and the frequency of start-ups are considered in this assessment method. Therefore, fixed O&M costs are measured in monetary units per year, and dynamic O&M costs are measured in monetary units per kWh [164].

• Fuel costs

Fuel costs are regarded as one of the most important elements of the total electricity generation costs for fossil fuel based generators. However, the fuel costs are much less for sustainable generations such as nuclear plants. And, zero fuel cost is considered for the renewable generations such as wind, solar and hydro generators. Fuel costs can be assessed by two major approaches: 1) measuring before the generation process, and 2) measuring as a fraction of the cost of electricity. In the first approach, the costs can be calculated by the unit price of different types of fuel and the amount used to produce the electricity. And, in the second approach, the costs can be assessed by the actual electricity generation by the units per kWh with the consideration of the energy transferring efficiency rate. Fuel costs are neither necessarily constant nor linear with output: in thermal power plants, for example, they start from a certain output level (the technical minimum, below which the plant cannot function) and then evolve nonlinearly with the level of output.
Thus, the costs of electricity production are consisted of different aspects and factors. And, the costs are largely depending on the selected generation technologies, the size of the power plants and particular fuel used for electricity generation. Quadratic formulation 3-1 is normally used to describe the unit electricity generation costs of the thermal generators [165].

\[ GC_g = \alpha_g \times PG_g^2 + \beta_g \times PG_g + \gamma_g \]  

(3 - 1)

where, \( \alpha_g \), \( \beta_g \) and \( \gamma_g \) are cost coefficients for generator \( g \). \( GC_g \) and \( PG_g \) are generator cost and corresponding power output of generator \( g \).

Some technologies require very large investments per installed kW, whereas others do not. Some rely on expensive fuels, whereas in other fuel is cost-free (solar or wind). Future electricity generation costs are, moreover, highly uncertain, since they depend on the variation in fuel prices as well as on technological developments. This explains the wide variations sometimes observed in future cost estimates. Thus, the principle of the levelized costs of electricity (LCOE) is introduced to indicate the minimum unit electricity generation costs for different kind of generators to cover the investment costs and the O&M costs during the lifetime of the project. The calculation of levelized costs of electricity is based on the economic assessment of the life-cycle costs of the certain generators includes the initial investment and labour costs, operations and maintenance costs, costs of fuel and cost of capital. Indeed, this assessment highly depends on the assumption of predicted electricity generation in the total lifetime and the frequency of the generator maintenance. LCOEs which calculated over 20 to 40 year lifetimes of the generators, however, can be regarded one of the most useful approaches to identify and distinguish different generation technologies regard of the unit generation costs [27, 28].

3.3.2 Transmission and network operation costs

In the electricity market, transmission costs and network operation costs are already a critical part of electricity bills. The costs of these services include fixed construction fees and future maintenance requirements. It is expected that electricity consumers
can be charged transmission and network operation fees based on their usage. However, the current charging approach for transmission and distribution network services relies on fixed tariffs, which fail to reflect actual potential congestion and thermal limitations.

It is expected that all users of transmission facilities will pay for the network usage of the system using an efficient transmission pricing mechanism that can recover transmission costs and allocate them to network users in a fair way to provide signals for the right placement of new generation and transmission facilities [166, 167]. The priority target of transmission and network operation costs is to cover all transmission assets and common operation requirements. However, the components of wheeling costs are complicated and are required for calculations. Usually, the wheeling party includes assets costs, maintenance and operation costs and potential congestion charging.

- Capital costs
Capital costs represent the common instalment costs related to corresponding distribution and transmission networks and usually include the costs of required equipment and related service costs. To cover the entire investment with assets and retain consistent revenues, current wheeling cost charging approaches provide a fixed tariff to each electricity consumer, in which the tariffs depend on the calculation results of annualised asset costs, associated service costs and required revenues. For distribution network operators, this charging mechanism can ensure a balanced trade-off relationship with consumers. However, the operation conditions and potential associated congestion problems cannot be considered under this charging approach.

- Operation and maintenance costs
Unlike capital costs, which have a confirmed amount, operation and maintenance costs cannot be calculated precisely. However, distribution network operators can readily recover their operation and maintenance costs by permitting charges in the
range of 2-5% of the calculation results of annualised asset costs Costs of network losses [168, 169].

Energy losses are an unavoidable result of the delivery of energy through power networks. In Great Britain, an average of 1.7% of the electricity transported through the transmission network and 5-8% of the electricity transported through local distribution networks are indicated as power losses [170, 171].

Similar to capital costs and operation costs, the costs of network losses can be added to wheeling charges. However, the problem of allocating the costs of network losses should be considered carefully. Distribution network operators are expected to identify the specific route and path that each consumer uses to obtain electricity. Consequently, the costs of power losses can be covered by arranging the entire expansion of losses from all consumers or by indicating the costs occurring from increasing losses under the influence of precise transmissions in the power system.

- **Congestion costs**

Transmission and distribution network congestion is defined as a situation in which transmission systems have no sufficient capacity to deliver all of the electricity requested by consumers. Therefore, to ensure the stability and reliability of power systems, transmission network and distribution network operators are expected to rearrange power transmission and generation based on considerations of thermal limitations and potential congestion. As a result, some of the requests may be denied or delayed. However, it is important to design a smart and reasonable strategy to manage each electricity request denial or delay. Currently, various approaches and regulatory strategies have been applied for congestion management. However, most of them are based on an active management method, which is not efficient and effective. As a consequence, economic incentives, whereby a congestion fee is added to the final electricity price, have been introduced in congestion management [172, 173].

Various congestion charging frameworks have been intensively researched recently, and the widely applied approaches are introduced below.
• Postage Stamp Method (transaction / non-transaction)
• Contract Path Method (transaction based)
• Distance-Based MW-Mile Method (transaction based)
• Power Flow Based MW-Mile Method (transaction based)
• Power flow tracing based on proportionate sharing principle (non-transaction)
• Equivalent bilateral exchange (EBE) method (non-transaction)
• Zbus based method (non-transaction)

• Postage stamp method

Under this charging system, all electricity consumers are expected to pay a use of system charge to their local distribution network operator. The amount of the charge is usually based on the electricity usage of each user. Due to this charging approach cannot correctly reflect the path of power flow, the charge to electricity users simply represent their average usage of whole local distribution and transmission facilities. To make sure a guaranteed revenue to cover all construction investment and annual service cost, distribution network operators usually announce a relatively high charge of transmission cost. Therefore, it is unable to manage the congestion of the transmission system by the economic incentive and unfair to part of electricity users who use their appliance during an off-peak period.

• Contract path method

In the charging approach of contract path method, a specific route named as contract path is defined firstly. This route is between the electricity delivery starting point and energy receive a point, which is chosen by both distribution network operators and electricity consumers. The asset costs of the transmission system associated with certain contract path will be allocated to the wheeling consumers in corresponding to their electricity usage.

Due to the approach will charge the transmission cost by a fixed rate on a chosen path, the actual network operation situation is neglected. Therefore, the transacted power may be carried by the transmission facilities which are not included in the contract path. Consequently, the inappropriate price signal may be sent to customers, which may result in inefficient and ineffective system operation and management.
• MW-Mile method

The MW-mile method is introduced to overcome the disadvantage and limitations of the contract path method and postage stamp method, where the approach is implemented by actual power flow analysis. The wheeling charging in the approach is calculated by the extent of transmission facilities’ usage and geographical distance between the power supply point and customers. Usage of the power delivery can be extracted by the power system analysis. However, the geographical distance cannot fully reflect the actual meshed network. Consequently, the price tariffs are still a failure to provide the appropriate congestion signal in most circumstances.

3.4 Fundamentals of the electricity market

In the previous section, it was mentioned that electricity is must be regarded as a special good in the electricity trading system and electricity market. However, the operation of the electricity market still follows the concepts of market fundamentals, particularly those of microeconomics. Therefore, the basic concepts of microeconomics and market fundamentals are introduced in this section. Based on the literature, the mechanisms and operation of the electricity market will be introduced in the next section. Demand curves and supply curves are two essential tools used to indicate the operation of microeconomics and the principles of market fundamentals. In particular, the relationship between demand and supply indicates that the demand for a given good or service is based on the performance of customers and the supply costs. These fundamental principles of economics can also be applied in the trading of electricity.

3.4.1 Customer behaviours and producer behaviours

In general, customers decide to purchase a good if they assume that possession of a product will afford greater satisfaction than the price paid for it. Therefore, the basic criterion that most customers would like to follow is to purchase products only if their price is equal to or less than their expected utility, where utility can be regarded as the degree of satisfaction or the profits that the customers can obtain. Increases in the level of satisfaction are measured in terms of marginal utility, where marginal
means the additional utility obtained by consuming one additional unit of a given product or service. Customers would like to capture the maximum benefits from the difference between the satisfaction received by purchasing a certain number of products and the total cost paid for the products. Therefore, customers are expected to purchase a certain product continually when the marginal utility of the product is higher than the price of the product. Customers stop or refrain from purchasing a product when its marginal utility is lower than its price.

Based on the previous introduction to customer behaviour, a typical demand curve can be described by aggregating the amounts that all consumers would like to purchase at each single electricity price. Such a curve, which indicates the relationship between electricity price and demand, is shown in Figure 3-1.

Figure 3-1 Typical demand curve of electricity trading [162]

Figure 3-1 shows that the demand for electricity experiences a significant increase when the unit price of electricity decreases. Conversely, electricity users tend to reduce their usage if the electricity price increases.

Similar to the demand curve introduced above, Figure 3-2 is applied to indicate the market behaviour of electricity suppliers. In particular, the curve in Figure 3-2 indicates the relationship between the quantities of the energy that power generators are willing to supply and the market trading price.
Producer behaviour and the supply curve depend heavily on two factors: production costs and the number and size of companies competing in the same market. An understanding of the supply curve calls for an analysis of optimal producer behaviour. When companies offer their products on the market, they seek the highest possible profit, which means that they must compare the cost of producing one additional unit to the revenues from the sale of that unit.

However, the electricity supply curve is usually not continuous due to the simultaneous existence of various generation technologies. In particular, must-run power generators have to provide a minimum generation output when they are operated in working condition. This kind of generator is difficult to shut down for short intervals because controllable thermal plants are expected to maintain their operation status. These behaviours can be partly attributed to security reasons such as a minimum level of generation reserve, which is requested by network operators, or the provision of generation reserves by renewable energy resources (the output uncertainty of wind generation or solar photovoltaics). Typically, this kind of generator, which is normally regarded as a baseload generator, includes hydro generation, fossil-fuel-based generation and nuclear plants. These baseload power plants supply electricity with relatively low variable costs. The supply curve in this area shows significant elasticity. In particular, these generators tend to respond to increases in electricity demand with small changes in the electricity price.

Figure 3-2 Typical supply curve of electricity trading [162]
CCGTs and low-efficiency coal generators can be considered as power plants with middle price elasticity. These generators contribute to the middle shape of the supply curve.

The last shape of the supply curve is formed by various peaking plants. These generators supply energy with a relatively low price elasticity. Single-cycle gas turbines, oil-based generators and hydro storage plants are normally regarded as typical peak demand reserved generators with the highest electricity price. However, electricity customers only consider purchasing electricity from low elasticity generators during peak hours.

3.4.2 The law of supply and demand

The trading of electricity is operating in the competitive market after the electricity market deregulation process. The principle of demand and supply can be partly applied to analyse the relationship between electricity suppliers and the customers. Based on the supply curve and demand curve that discussed in section 3.3.1, the market equilibrium is reached at the point of intersection by these two curves. The price balance is achieved only at this point since electricity customers purchase all the energy with the price that is lower than their expectation and refuses to purchase the energy with the price higher than their expectation. The similar explanation can be applied to the electricity supplier at the same time.

Figure 3-3 indicates the typical market equilibrium in the short-term trading process. This equilibrium can be used to identify the surplus of electricity users. The customers surplus here is defined as the difference value between the total utility and the total electricity purchase costs. And, the precise customer surplus is located in the areas between the demand curve and the equilibrium price. On the other hand, the area to the right of the equilibrium point underneath the demand curve is the aggregate consumer utility that is not satisfied because the marginal utility is lower than the equilibrium price. The area under the supply curve represents producer costs, and therefore producer surplus is the area to the left of the equilibrium point above the supply curve.
The current electricity trading is normally operated in electricity pools or power exchange companies in their business areas. And, the electricity can be traded ranging from a small amount to a large amount on the short-term markets. However, most of the electricity trading between the power supplier and the power generators are finished typically one day-ahead. Thus, both suppliers and generators are required to precisely predict the electricity demand in the following day by half-hour time slot (or a 20 mins slot in several countries). And, the market equilibrium point can be theoretically achieved by the optimization algorithm and bidding process of the trading agents in the electricity pools. Then, the negotiated day ahead hourly electricity price is provided to the suppliers and generators with a different rate due to the commission fee and other required costs. Indeed, the actual demand is different from the predicted demand in most of the circumstances. The intraday trading process is applied to deal with the mismatch between the actual demand and predicted demand in the operation day.

The actual trading process and the optimization algorithm of the bidding process are complicated. However, the general rule of the electricity trading can be concluded as that all bids from the electricity purchase side with the price higher than the equilibrium prices are accepted and the selling price from the generator side is also accepted when this price is lower than the equilibrium price. On the contrary, the
electricity purchase bids are declined when the price of bids is lower than the clearing price and the selling price from the generator side are rejected when this price is higher than the clearing price [162].

3.4.3 Structure and competition of the electricity market

The electricity sector used to be designed as the monopolized industry. Thus, the electricity customers have to purchase the electrical energy from the unique sector or company. And, a utility that has the right to supply the electricity to certain areas is normally vertically integrated. Specifically, the utility owns the entire industry process of the electricity supply which includes the power generation, transmission, distribution and retail market of electricity trading. Indeed, the monopoly structure of the electricity industry encourages the application of electric energy since governments have sufficient financial and political resources. After the rapid development of the electricity industry in the last few decades, most countries in the world have established a tough and reliable power system. And, the electricity customers in those countries have access to the high-quality electricity service regardless of the remote areas or the urban areas. In particular, the development of the electricity industry significantly improved the reliability of the electricity supply to the end users, where the average time that consumer losses the power supply reduced to two minutes per year.

However, the electricity market lack of economic incentive when the power systems operate in the monopoly mechanism. Thus, electric utilities are difficult to operate efficiently with the help of the competitive market and may results in unnecessary investments in some circumstances. Relevant research and study indicated that the average electricity price could be lower when the electricity sector can be reformed to the competitive market. Thus, the electricity supply can follow economic principles rather than monopoly regulation. Under this background, the UK launched electricity deregulation in the early 1990s. And, the electricity market reform (EMR) is still ongoing in the UK.

In the rest part of this section, two typical structures of the electricity market that widely applied in the world are introduced to identify the difference between the competitive electricity market and traditional monopoly electricity utility [174].
• Monopoly

The basic structure of the traditional monopoly utility is shown in Figure 3-4. And, there are two typical models of the monopoly structure. In the first model (shown in Figure 3-4 (a)), the electricity utilities completely integrated whole power supply sectors includes the electricity generation, transmission and distribution. Thus, this unique utility responsible for electricity producing, power delivering and the retailer market. On the other hand, a half monopoly structure is shown in Figure 3-4 (b). Under this structure, the major monopoly utility owns the electricity sectors of generation and transmission. The electricity is sold to the local monopoly distribution companies and these local electricity sectors shoulder the responsibility to sell the electricity to the end users.

![Diagram of the basic structure of the traditional monopoly electricity utility](image)

Figure 3-4 The basic structure of the traditional monopoly electricity utility

• Retail competition

The electricity market finally reaches the fully competitive form in this stage, where all customers have the right their favour electricity suppliers. In this model,
the large consumers purchase the energy directly from the wholesale market and
the medium or normal household customers purchase the energy from the
retailers they prefer. More importantly, the function of electricity selling in the
retailer market is separated from the distribution companies in this model. Thus,
distribution companies no longer have a local monopoly for the supply of
electrical energy in the area covered by their network. And, the function of
distribution network operation and maintenance is succeeded by the local
distribution network operators (DNOs). For example, there are 14 licensed
distribution network operators (DNOs) in Britain and each is responsible for a
regional distribution services area. And, these DNOs shoulder the responsibility
to carry electricity from the high voltage transmission grid to industrial,
commercial and domestic users.

In this model, the only remaining monopoly functions are thus the provision and
operation of the transmission and distribution networks. However, governments
in different countries will establish some independent departments to supervise
the operation of the monopoly electricity utilities. For example, the UK
government established the Office of Gas and Electricity Markets (Ofgem) which
is a non-ministerial government department and an independent National
Regulatory Authority, recognised by EU Directives. The principal objective of the
Ofgem is to protect the interests of existing and future electricity and gas
consumers.

On the other hand, sufficiently competitive markets are established in this model.
There are no monopoly electricity utilities to set the fixed electricity retail price
and the end consumers such as the household customers and the small
commercial customer can easily change retailer. And, the electricity users are
usually price sensitive customers and tend to choose the retailers who can
provide the lower electricity price. Thus, the electricity retailers have to improve
their operation efficiency to decrease the electricity price they provide to their
customers. Therefore, the overall electricity market can achieve the optimum
operation condition. However, the cost of the transmission and distribution
networks is still charged to all their users. This is done on a regulated basis because these networks remain monopolies.

![Electricity market structure with retailer competition][1]

**Figure 3-5** Electricity market structure with retailer competition [174]

### 3.4.4 Dynamic electricity pricing

The optimal scheduling of loads in the demand side has gained considerable research interest with the introduction of dynamic pricing (DP) in the electricity sector. In particular, DP is being considered as a vital approach of demand side management (DSM) which could be crucial for connecting more renewable energy sources (RES) into the electric industry [175]. On the other hand, DP has the capability to reduce peak load by providing different electricity retailer prices at different times based on the relationship between energy supply and load demand. Peak demand in the load profiles results in the potential network congestion problem during the peak periods. Moreover, additional power transmission or distribution capacity are required to satisfy the peak load demand [176]. This reserved network capacity stays idle during off-peak periods resulting in a loss of opportunity cost and system efficiency. The application of DP has the capability to affect the electricity usage behaviours of customers by economic incentives, thus shifting the demand from peak to off-peak periods and defer large capital investments in power delivering facilities [177].
Electricity retailers in UK normally offer flat pricing or two/three rates pricing to their customers. In the charging approach of flat pricing, the electricity prices remain unchanged irrespective of demand. On the other hand, there are two or three fixed per unit rates of electricity can be provided to customers based on the time they consume the energy (peak or off-peak periods) [178]. However, the costs of generation to meet peak demands are high as compared to those for off-peak demand, since most peak time generating units have higher operating costs than base load units. The wide application of RES also decreases the generation costs during the off-peak periods due to the its characteristics of low O&M costs [179]. Thus, the above-mentioned electricity prices cannot reflect the true costs of generation and distribution. Although fixed electricity rates provide certainty and simple electricity bills to customers, this pricing mechanism results in costly capacity additions and cannot provide cost-reflective electricity rate to users. In addition to the function of reduction in peak demand, DP also offer individual electricity user with an opportunity to reduce his/her electricity bill at a constant consumption level, just by changing the consumption pattern by shifting their load demand [180].

3.5 Policy for renewable generation in the UK

The UK can be regarded as the pioneer of the electricity deregulation in the world, where it launched this revolution in the early 1990s. Several efforts have been made in the electricity deregulation such as the disintegration of the traditional monopoly electricity utilities and the permission of private electricity retailers. However, the UK renewables policy also play a vital role in the process of electricity deregulation due to the wide application of distributed generations and the environmental concerns in the last decade.

The governments in the world widely accept that climate change should be considered as one of the major threats to human beings. The first action that the UK government tried to encourage the application of renewable energies was launched
in 2002, where Renewable obligation certificates (ROCs) announced as a new policy by the government. In particular,

Electricity retailers were responsible for source the increasing share of their sales from the renewable energies. And, the retailers have to fill up the insufficient obligation by purchasing the renewable obligation certificates or paying a fixed buy-out charge of £30 per MWh. The renewable generators received all buy-out charges as part of the revenue to encourage the investment on renewable energies. However, the renewable generators undertake the responsibility to sell their available output in the electricity market and fill up the imbalance by themselves [181]. Thus, operators of the renewable generations were required to predict the wholesale prices, imbalance payments and renewable obligation certificates at the same time to ensure sufficient revenue can be captured. After the first attempt of the renewable policy, the UK government launched a wide range of new policies to encourage the development of renewable energies. The most recent action launched by the UK government to support the renewable resources are Contracts-for-Difference (CfD), Emission Performance Standard (EPS) and Carbon Price Floor (CPF). These three actions are parts of the package of electricity market reform (EMR) which was introduced by the UK government in 2013. The basic introduction of these three measures is indicated below [19, 46, 181-185].

- **Contracts-for-Difference (CfD)**

Contracts for Difference (CfD) was an innovated regulation that launched in 2014 by the UK government to replace the previous Renewable Obligation strategy. The large-scale renewable energy resources (typically more than 5 MW) are the major target that is supporting the CfD scheme. In particular, the electricity price in the power market and the predesigned strike price are two major components in the CfD project. Under this regulation, the owner of renewable generators can confidently participate in the electricity trading process. If the strike price is higher than a market price, the CfD counterparty must pay renewable generator the difference between the strike price and the market price. If the market price is higher than the agreed strike price, the renewable generator must pay back the
CfD Counterparty the difference between the market price and the strike price. UK government established an independent company named Low Carbon Contracts Company (LCCC) to shoulder the responsibility of making contracts to the owner of renewable generators. It is noted that the LCCC has to follow the regulations which are designed by the government to ensure the development of renewable energy resources. The typical CfD contracts between the LCCC and the renewable generators are awarded for 15 years. And, the renewable technologies that have the right to participate in this project can be summarized as follow: wind generation, solar photovoltaic, hydropower generation, ocean power generation and the biomass or gas based generations [19, 182, 183].

However, the UK is currently the only country that launch the CfD scheme and the regulators are expected to use this new project to replace the renewable obligation scheme which has been widely applied for almost two decades. Thus, the CfD scheme still requires a relatively long operation time to identify its advantages.

- The carbon price floor (CPF)

The Carbon Price Floor (CPF) was proposed by UK government in 2013 to provide a sufficient carbon price to the generators in the UK, thus encouraging the investment to the renewable energy resources (no carbon emission charge is required for RES). The carbon price in the EU emission trading system reduced to a relatively low rate since the oversupply in the market and other relevant reasons. The conventional carbon price strategy in the EU cannot restrict the fossil fuel based generator efficiently. Thus, the CPF scheme suggests an additional top-up tax to the generators that release the carbon emission. Based on the combination of this tax and EU ETS allowance prices, generators should always pay the minimum carbon price for their carbon emissions. Thus, the target of the CPF scheme is to underpin the price of carbon at a level that drives low carbon investment, which the EU ETS has not as yet achieved [46, 184, 185].

- Emissions Performance Standard (EPS)
The Emissions Performance Standard (EPS) is a regulatory limit on the amount of carbon a fossil fuel plant is permitted to emit. Whilst carbon pricing and other incentives will encourage a switch to cleaner forms of electricity generation, the EPS aims to provide an ultimate backstop limit which will prevent coal-fired power generation without carbon capture and storage (CCS). In particular, the EPS has been set at a level equivalent to emissions of 450gCO2/kWh for a plant operating at baseload. This is equivalent to around half the level of emissions of unabated coal generation and is fixed until end 2044. The EPS provides a regulatory reinforcement of the existing planning requirement that any new coal-fired power station can only be built if it is equipped with CSS. The EPS also applies to new gas plant, but the Emissions Limit is not expected to impact on the operation of modern gas plant. The EPS is the first of its kind to be introduced by any country in the European Union.

3.6 Chapter summary

This chapter reviewed the fundamentals of power economics and electricity market deregulation in the UK. Section 3.2 introduced the role of economics in power systems, and section 3.3 introduced the major components of electricity price. The fundamentals of the electricity market were introduced in section 3.4. Section 3.5 introduced the policies in the United Kingdom that encourage the application of renewable generation.

Innovative frameworks and approaches, such as the optimal day-ahead pricing mechanism and the selection of optimal conductor sizes in distribution network planning, are related to the economics and relevant principles of the electricity market. Thus, it is important to clarify and identify their basic principles. Distributed generation was considered and applied in this thesis, and thus, the relevant policies launched by the UK government to encourage the application of renewable energy resources were also introduced in this chapter. In particular, various economic incentives, such as the previous Renewable Obligation and the current Contact of Difference, were discussed as typical policies that have been applied to secure the economic benefits of distributed generation operators.
Chapter 4

Network reconfiguration in the distribution system

4.1 Introduction

Due to environmental concerns, renewable energy resources (RES) have been regarded as an efficient approach to relieving the concerns of global warming and carbon dioxide emissions that caused by conventional fossil fuel power plants [186]. In particular, the wide application of renewable DG units is considered as an appropriate alternative to conventional power plants. The total installed capacity from RES, globally, has increased from around 2000 GW in 2016 to 2167 GW in 2017 (i.e., 8.3% increase in one year) [187]. However, the specific characters of distributed generation sources such as poor predictability and variability of output affect the stability and efficiency of the distribution system. On the other hand, power losses on transmission and sub-transmission lines made up 30% of the total power losses, while losses in a distribution network system accounted for 70% of the total losses in power system network. Power loss directly affects the operational cost of a power system. In order to minimize the power losses among the distribution system, various approaches are considered and applied by network operators and designers. In particular, these approaches include re-conducting, capacitor bank installation,
network voltage raising and distribution network reconfiguration [188, 189]. Among the mentioned approaches above, the distribution network reconfiguration is considered as the one that requires less investment for the distribution network operators, since this technology can be applied by existed infrastructures in the networks. However, the distribution network reconfiguration and the wide application of DGs are usually studied separately. Thus, the integration of these two sub-problems together can bring more benefits to the whole distribution system [190].

The majority of distribution networks operate with a radial topology and design with loop structure, thus the topological of those distribution network is convertible [191]. The topological structure of the distribution network is, therefore, reconfigured to improve the efficiency of the network operate or reduce the active power losses based on the requirement. The network reconfiguration is achieved by changing the on/off status of the sectionalizing and tie line switches [192]. In particular, the distribution network reconfiguration can be defined as a process that handles the open/close status of sectionalizing switches and tie-switches in order to find the best network configuration that optimizes different criteria while satisfying operational constraints [193].

It is mentioned above that the increasing application of the distributed generations challenges the common algorithm of the distribution network reconfiguration approach [193-195]. Thus, it is important to explore new methodologies for achieving the balance between network multiple objectives and constraints (including load balance, voltage performance, system losses) when applying the network reconfiguration technologies and considering the high penetration of the distributed generation. A genetic algorithm based network reconfiguration technology was introduced in this Chapter. The objective of the approach is to explore the optimum topology in advance at each hour by analysing the predicted data of load demand and distributed generation. The algorithm is tested in IEEE 37-bus feeder network with distributed generations.

The rest of the Chapter is organized as follows: the definition of distribution network reconfiguration technologies is introduced in section 4.2. A Genetic algorithm based
optimum distribution network reconfiguration technology is introduced in section 4.3. And, the numerical results are summarized in section 4.4. in the end, the main conclusions of the study are discussed in Section 4.5.

4.2 Definition of distribution network reconfiguration technologies

Network reconfiguration technologies for the reduction of power losses were initially suggested by Merlin and Back [196]. The first attempt to implement a simple algorithm for the network reconfiguration was proposed by Civanlar et al. [197], where, the benefits of network reconfiguration for power losses reduction has been proven in the paper. Branch exchange technology was firstly developed by Baran et al. [193] for feeder reconfiguration and validating that network reconfiguration also has the capability to enhance the load balance. A heuristic search approach has been claimed by Morelato and Monticelli [198], where, the methodology was tested in a real distribution network with analytical operation status for calculating the optimal reconfiguration structure. Meanwhile, heuristic algorithms have been a core research area in the network reconfiguration, Goswami et al. [199] and Chin et al. [200] proposed different kinds of heuristic algorithms which were verified as the efficient approach to solving certain reconfiguration problems. Since network reconfiguration is a typical optimisation question, plenty of optimisation algorithms such as artificial algorithm [201] and fuzzy controlled evolutionary programming [202] have been implemented by various researchers. Considering the increasing number of distributed generations (DGs) which have been allocated in the distribution network, a new analysis approach that evaluates the impact of DGs with the network reconfiguration technology has been firstly suggested by Oliveira and Ochoa [203].

The methods mentioned above have significantly developed the theory of network reconfiguration technology. As an engineering approach the theory is expected to be implemented in practice. Hao et al. [204] taken time-varying load and distribution generation into consideration for establishing a dynamic network reconfiguration approach based on optimal economic benefits in the network. Song et al. [205] have combined reconfiguration technology into a design of a smart distribution
management system, where network reconfiguration was successfully integrated into the actual network.

Genetic algorithm (GA) was presented by Holland [206] and has been widely used in various research subjects. Choi et al. [207] have firstly applied GA technology into network reconfiguration and Radha et al. [208] has successfully implemented GA into an actual network.

The above literature has deeply explored network reconfiguration and related algorithms, however, most of them implemented the approach and algorithms by the conventional mathematic mechanisms which are operated by pure mathematic software C++ or MATLAB. In this paper, GA technology will be implemented into the simulation process by applying Common Object Model (COM) abilities of OpenDSS which is a typical distribution simulation software. MATLAB shoulders the responsibility of implementing GA technology and coordinates the algorithm with the simulation results which are conducted by OpenDSS. GA technology has the capability to dramatically improve simulation speed. As a consequence, a time-series optimal reconfiguration strategy for a certain network can be provided based on the predicted data of the load demand and the output of DGs. In the method, a daily load profile with 1hour time resolution is defined as the predicted data. The data are imported in genetic algorithms with the sequence of time series, then the simulation result provides the optimal reconfiguration strategy for each hour. When the approach is applied in a real distribution network, system operators can change the topology of the network by the real-time emulation output. The conventional binary traversal search approach is implemented first to provide a reference to compare the results of the genetic algorithms approach.
### 4.3 Optimum distribution network reconfiguration methodology

A real distribution network is an acceptable choice for testing the approach since the proposed technology will be applied to the practical networks. However, before implementing the method to the real network, conducting the investigation by a standard simulation network is able to provide a chance to compare the simulation result with other approaches. Distribution IEEE Test Feeder Working Group develops several standard networks for researchers to test their approaches or methodologies. In this paper, IEEE 37-bus test network is chosen as the analysis platform.

![Modified IEEE 37-bus test network](image)

The operating voltage of this distribution network is arranged as 4.8KV and the full power load is 2521 kW with an average power factor of 0.9. In order to test the performance of the approach for a network operating under high penetration of renewable resources, three PV distributed generation systems and two wind farms
are installed in the network, which is represented by a diamond shape in the Figure 4-1. Three PV generators are rated at 50kW are located in node 725, 731 and 729 respectively. Three wind generators also rated at 50kW and are placed at node 724, 735 and 741 respectively. Five normally open tie-switches points (NOP) are established at line 742-729, 704-722, 718-725, 732-736 and 731-740 which are represented by dashed lines the Figure 4-1. It is expected that the distribution network can still operate radially after reconfiguration, a corresponding normally closed point (NCP) is arranged for each NOPs. In a certain time, only one of them can be activated as a connection state in order to keep the radial structure of the distribution network. The detailed power flow and branch data of IEEE- 37 bus network are given in Appendix A.1 and Appendix A.2.

The initial task of applying GA technology is to define the key elements of the algorithm and determine the corresponding relation between the phenotype and genotype. The definition of a phenotype depends on its corresponding chromosome, while in this approach it represents the certain network structure. Five loops (each loop contains one NOP and one NCP) are defined and the detainted dispatch arrangement is indicated in Table 4-1.

<table>
<thead>
<tr>
<th>Table 4-1 Definition of loops used in proposed approach</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>contained nodes</strong></td>
</tr>
<tr>
<td>Loop 1</td>
</tr>
<tr>
<td>Loop 2</td>
</tr>
<tr>
<td>Loop 3</td>
</tr>
<tr>
<td>Loop 4</td>
</tr>
<tr>
<td>Loop 5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4-2 Relationship between status of loops and bit value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Loop 1</strong></td>
</tr>
<tr>
<td>NOP closed</td>
</tr>
<tr>
<td>NCP closed</td>
</tr>
</tbody>
</table>

The binary encoding method is applied in the method, where each single bit in the binary string represents a particular status of its related loop. The relationship between the connection situation of each loop and the bit value in the string is listed
in Table 4-2. For instance, the distribution network connection status in a certain time which is represented by chromosome string \textbf{11011} is shown in Table 4-3.

Table 4-3 distribution network reconfiguration status under certain chromosome string

<table>
<thead>
<tr>
<th>Loop 1</th>
<th>disable line 742-705</th>
<th>Enable line 742-729</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop 2</td>
<td>disable line 722-707</td>
<td>Enable line 722-704</td>
</tr>
<tr>
<td>Loop 3</td>
<td>disable line 706-725</td>
<td>Enable line 725-718</td>
</tr>
<tr>
<td>Loop 4</td>
<td>disable line 710-734</td>
<td>Enable line 732-736</td>
</tr>
<tr>
<td>Loop 5</td>
<td>disable line 737-738</td>
<td>Enable line 731-740</td>
</tr>
</tbody>
</table>

The genetic algorithm process which is applied in this paper consists of the following steps: encoding the chromosome string, randomly creating an initial population, breeding and mutation. The fitness value of each chromosome is calculated in equation 4-1. The following step is to define the probability of each corresponding calculated fitness value as formulated in equation 4-2. The next object is to decide the breed status of each chromosome (string) by calculating the expected count as formulated in equation 4-3.

Fitness value:

\[
\text{fitness value} = \text{power losses} \quad (4 - 1)
\]

where, power losses are the simulation result from OpenDSS as percentage.

\[
\text{Probability} = \frac{f(x)_i}{\sum_{i=1}^{n} f(x)_i} \quad (4 - 2)
\]

where, \( n \) is the number of chromosomes in the population

\[
\text{Expected count} = \frac{f(x)_i}{\frac{\sum_{i=1}^{n} f(x)_i}{n}} \quad (4 - 3)
\]

where, \( n \) is the number of chromosomes in the population.

Expected count appears as the capability of breeding for each chromosome:

1. If the expected count of a certain chromosome is calculated as 0, this chromosome has no chance to breed.
2, If the expected count of a certain chromosome is calculated as 1, this chromosome has one chance to breed.

3, If the expected count of a certain chromosome is calculated as 2, this chromosome has two chances to breed.

The main process of implementing the algorithm for network reconfiguration is illustrated in Figure 4-2 below. The first step is to randomly create the initial chromosomes, then the algorithm chooses optimal parents and eliminates the poor ones based on the basic principle of nature selection - ‘survival of the fittest’. The next step is to process the breeding and mutation, then choosing the optimal child.

Two possible cases may occur at this stage:

1, If the optimal child reaches the simulation destination, the result which corresponds to the child is defined as the optimal result and the simulation ends.

2, if the optimal child cannot reach the requirement, four children who have higher probability to breed are chosen for the next generation and the simulation loop will start again until the requirement is achieved.
In the early investigation stage of network reconfiguration, researchers prefer to explore the methodology based on the single load model due to computation limitations of computers. However, to apply the dynamic load profile in the simulation process can provide a more credible result. CREST Domestic electricity demand model which is designed by Loughborough University [18] can be utilized for simulating the normal electricity demand in the UK. The load profile applied in this paper is extracted from CREST demand model directly and reschedule to the needed time resolution.
The data of photovoltaic (PV) generation is obtained from another demand model which is also created by Loughborough University.

4.4 Numerical results

4.4.1 Data preparation

The proposed framework is tested on a modified IEEE-37 bus network. The detailed branch data and cable data that used in IEEE-37 bus network are given in Appendix A.1 and Appendix A.2 respectively. The hourly predicted load profiles of each node in the network is shown in Figure 4-5 and the detailed data is given in Appendix A.4.
The input data of renewable generation including PV and wind farm are shown in the Figure 4-6 and Figure 4-7. The data are extracted from the CREST Domestic electricity demand model which has been described in the section 4.3. The detailed data of PV generation and wind generation are given in Appendix A.5.

Figure 4-6 Predicted PV generation in the test system
4.4.2 case study

Binary traversal approach can search all the possible reconfiguration topologies in a certain time and calculates all the corresponding power losses. The results of the approach can provide key information such as the elapsed time of simulations and the optimal reconfiguration method for each simulation. The same load profiles and binary encoding methods applied in the following genetic algorithms are firstly implemented in binary traversal approach to keep the comparability. The simulation output is shown in Table 4-4. It is shown that network reconfiguration technology is able to reduce the power losses at each time point. The power losses reducing is between 0.1% and 0.2% (based on corresponding power delivery) in the daytime.

Table 4-4 Numeric results of binary traversal approach

<table>
<thead>
<tr>
<th>Time series</th>
<th>Optimal string</th>
<th>Optimal power losses (MW)</th>
<th>Original power losses (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1h</td>
<td>10000</td>
<td>0.094</td>
<td>0.096</td>
</tr>
<tr>
<td>2h</td>
<td>011111</td>
<td>0.068</td>
<td>0.070</td>
</tr>
<tr>
<td>3h</td>
<td>10000</td>
<td>0.073</td>
<td>0.075</td>
</tr>
<tr>
<td>4h</td>
<td>011111</td>
<td>0.071</td>
<td>0.073</td>
</tr>
<tr>
<td>5h</td>
<td>011111</td>
<td>0.072</td>
<td>0.074</td>
</tr>
<tr>
<td>6h</td>
<td>10000</td>
<td>0.061</td>
<td>0.063</td>
</tr>
</tbody>
</table>
The proposed genetic algorithm was implemented by MATLAB and OpenDSS for the simulation of network reconfiguration. The search termination in the simulation is limited by maximum generations. To make sure a sufficient time of breeding, the genetic algorithm is ended when the generation reached 5 times. The simulation result is shown in Table 4-5.

Table 4-5 Numeric result of the genetic algorithm approach

<table>
<thead>
<tr>
<th>Time series</th>
<th>Optimal string</th>
<th>Optimal power losses (MW)</th>
<th>Original power losses (MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1h</td>
<td>01110</td>
<td>0.094</td>
<td>0.096</td>
</tr>
<tr>
<td>2h</td>
<td>01111</td>
<td>0.068</td>
<td>0.070</td>
</tr>
<tr>
<td>3h</td>
<td>01110</td>
<td>0.073</td>
<td>0.075</td>
</tr>
<tr>
<td>4h</td>
<td>01111</td>
<td>0.071</td>
<td>0.073</td>
</tr>
<tr>
<td>5h</td>
<td>01111</td>
<td>0.072</td>
<td>0.074</td>
</tr>
</tbody>
</table>
It is seen from Table 5 that the genetic algorithm approach can provide the same optimal result comparing with the conventional binary traversal approach. However, the optimal string is not completely the same since the power losses in the network can reach the minimum value by the similar network topology. Elapsed time of two kinds of approaches listed in Table 4-6, were shown that the GA approach is faster than binary traversal approach with a 41% time-saving.

Table 4-6 Elapsed time of two different approaches

<table>
<thead>
<tr>
<th>Approach</th>
<th>Elapsed time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary traversal approach</td>
<td>26.23s</td>
</tr>
<tr>
<td>Genetic algorithm approach</td>
<td>15.54s (time-saving 41%)</td>
</tr>
</tbody>
</table>
4.5 Chapter summary

In this Chapter, a genetic algorithm based distribution network reconfiguration approach was introduced to explore the optimum topology in advance at each hour considering the predicted data of load demand and available output of the distributed generations. In particular, the definition of distribution network reconfiguration technologies is introduced in section 4.2 to clarify the feasibility of the proposed approach. Then, the proposed optimum distribution network reconfiguration approach is indicated in section 4.3. The genetic algorithm was applied in MATLAB and OpenDSS for determining the status of switches in each hour to achieve the minimum power losses. To verify the accuracy of the GA approach, numeric results are summarized in section 4.4. Binary traversal approach was tested in the network firstly to provide a standard result. Then the GA approach was tested in the same network with the same load profile and distributed generation profile. The numeric results indicated that GA approach provided the same solution for the network reconfiguration, where simulation elapsed time is dramatically decreased. Benefited by the decrease of the elapsed time, the methodology is expected to apply in the real distribution network.
5.1 Introduction

One of the most important processes in the distribution network planning is to assess the investment costs of the required system infrastructure and predict the relevant operation and management costs during the expected life span. In particular, the designers and planners are required not only to satisfy the fundamental regulation and standards of the power system operation such as the voltage constraints and frequency constraints, but also need to establish a financial analysis inducing the life-cycle costs of the systems during the distribution network design and planning process. Therefore, the efficient reliability, power quality and the investment costs are all significantly affect the process of the network planning and an optimum solution will be achieved by the relevant optimization models based on the required principles and targets [209]. Traditionally, the distribution networks are designed and
planned more than 10 years ahead of the construction. And, two significant principles are considered in the design and planning of a distribution system: 1) predicting the growth of the electricity users’ demand and planning the system upgrade and extension in advance; 2) choosing the optimum facilities and equipment for replacing the assets that have reached the maximum operation years. This conventional network design and planning framework is widely applied in the traditionally one-way distribution system, where the energy delivering path is only from a high-voltage transmission system to the low-voltage distribution feeders. However, the large-scale application of the distributed generation challenges the classic distribution network design and planning approaches [210]. In particular, the distributed generations that installed in the demand side results in the two-way power flows in the distribution network. Under this circumstance, the conductors and cables that selected based on the previous one-way power flow framework are difficult to satisfy the high penetration of distributed generations. Thus, many countries are currently preparing and planning to consider the distribution network reinforcement or upgrading issues due to the increasing penetration of the distributed generation. The report ‘The Cost of Distribution System Upgrades to Accommodate Increasing Penetrations of Distributed Photovoltaic Systems on Real Feeders in the United States’ which was published by the National Renewable Energy Laboratory (NREL) at 2018 indicates that the distribution network operators in the United State have initiated the plan for upgrading their networks. In this report, the NREL suggested that the distribution system was originally designed for one-way power flow from centralized generators to distributed loads, this increasing deployment of distributed generation can impact operations at the distribution level. In order to deal with these problems, the distribution system upgrades are required to mitigate them and maintain voltage, reliability, power quality. And the network upgrading incurs the relevant costs. One of the key insights from this report is:

“There is significant variability in hosting capacity and distribution upgrade costs versus penetration level depending on the feeder, spatial distribution of distributed photovoltaic systems (DPV), and the size of the DPV systems. While we have selected a set of feeders and analysis scenarios intended to capture a range of representative
cases, additional work is required to validate the extendibility of our results to other systems.”

Therefore, it is important to explore and investigate the potential conflict between distribution upgrade costs (life-cycle costs of the upgraded conductors are our major concern in this paper) and the costs of renewable resources curtailment when dealing with the distribution network reinforcement or upgrading problem. In this chapter, we would like to focus on the optimum conductor size selection (CSS) problem in the distribution network design and planning or upgrading process. Conductors or cables and the relevant auxiliary equipment are an important part of the design and planning of a certain distribution network. And, this problem has more and more difficult and challenging due to the deregulation of the electricity market and the increasing installation of renewable resources [211].

In this Chapter, the challenges for the current conductor size selection problem are introduced firstly in section 5.2. In order to comprehensively study the CCS problems, a new pricing approach is proposed for assessing the conductor life-cycle cost. The approach is applied to ensure a precise and practice numerical study results, where the approach is introduced in section 5.3. And, the hybrid optimization approach is also introduced in section 5.3 to deal with the current conductor size selection problem. The numerical results are summarized in section 5.4 and the main conclusions of the study are discussed in Section 5.5.

5.2 Challenges for current conductor size selection problem

The significantly increased the application of distributed generations and the rapid demand growth due to the urbanization and industrialization results in the new challenges for the design and planning of the distribution networks or the network upgrading projects. Power losses minimization is often considered as one of the most important key issues during network planning. Specifically, the relatively low resistance of the conductors and cable, reduced voltage levels and the high currents in the distribution network results in the significant power losses. Network designers are expected to select the optimum combination of the conductors to achieve the
economic balance between the capital investments and the life cycle power losses costs.

Indeed, the optimum distribution network planning problem has been studied for decades, where the main aim of this optimization is to minimize the total investments or energy losses. Traditionally, the distribution network operators concern the energy losses, power quality and voltage constraints when considering a short-term network expansion planning. Capacitor banks and voltage regulators are considered as the normal and economical way to deal with the problem. However, in a long-term perspective, replacing the conductors is an alternative solution to solve the network planning. More importantly, the large-scale installation of distribution generations (DGs) including wind farm and photovoltaic has significantly impacted the operation and planning of the low voltage networks. The international renewable energy agency (IRENA) reported that global renewable energy prices would be decreased to the cost range of traditional fossil fuels generation [212]. And most of the developed countries have launched their plans to support the development of renewable energies due to the consideration of environmental benefits. In the UK, for instance, a Contract for Difference (CfD) mechanism is introduced to improve the economic competitiveness of renewable resources in the electricity market [213]. Therefore, increasing investment on DGs provides the new challenge to the distribution network operators (DNOs) due to the natural characteristic of renewable resources such as poor predictability and variability of output. Power losses, voltage profiles and frequency of the power system are often considered as the major impacts and factors in the researches of distribution networks with high penetration DGs [214, 215]. But, the decrease in the cost of renewable technologies promoted the rapid integration of DGs at the distribution level. The maximum current carrying capacity of conductors are expected to satisfy the potential output of installed DGs and the increasing load demands. Meanwhile, the life-cycle cost of the chosen conductors is also a significant factor that needs to be assessed since the objective of the DNOs is to provide a cost-effective service in the competitive market. Therefore, a judicious choice is that the selected conductors can satisfy the long-term load growth in the networks and achieve the optimal economic balance between the infrastructure investment and
the energy procurement saving from consuming the installed DGs (the DGs are commonly considered as the zero marginal cost generation plants).

The common conductor size selection (CSS) problems have been widely researched and investigated in the past decades. Funkhouser and Huber [216] firstly introduced the approach for determining economical conductor sizes for distribution networks. The approach found the minimized investment of the conductor combination in a 13-kV distribution network and considered the voltage regulation and short-circuit current safety requirement. The economic model of conductors was carefully established in the approach, where the labour cost, material cost and installation cost were fully considered in the paper. However, most of the costs such as the annual costs of energy losses and energy price applied in the papers were fixed, which was failing to reflect the practice scenario in the real power system. In [209], a practical approach to the conductor size selection was proposed for utility engineers. The approach considered the maximum allowable voltage drop and load growth as the objective in the cable selection and can achieve the optimal results quickly by a heuristic method. However, the method ignored the economic objective and can only be applied in pure radial distribution networks due to the simplified power flow analysis strategy. In [217], the authors maximized the total financial saving in conductor material and energy losses. However, the proposed approach used the same conductor type for each branch in the networks. The judicious conductor size selection approach is expected to allocate the optimal conductor type to different branches in the networks since the various load profiles at each feeder results in different burdens to each branch. A Mixed-Integer LP Approach was applied to solve the CSS problems in [210] by Franco et al. The approach used a linearization method to simplify the optimization process and guaranteed the accuracy and conversancy speed. Recently, several studies [9-16] used heuristic and evolutive algorithm to solve the CSS problems. In [218, 219], particle swarm optimization (PSO) was introduced to minimize the overall cost of power losses and the investment of selected conductors and reference [220-223] applied Genetic Algorithm (GA). In [222], a novel approach based on crow search algorithm (CSA) was proposed for optimal CSS problems in low voltage networks. The harmony search algorithm with
a differential operator was applied in [224] to solve the optimal CSS problems and minimize the total capital investment on conductors and the energy losses cost.

However, the large-scale installation of DGs and the declined levelized cost of renewable generation challenge the traditional optimal CSS strategy. Installed DGs in the distribution systems are often considered as a zero marginal cost energy resources in the power operation analysis. In the distribution systems with high penetration renewable generations, DNOs need to allocate suitable conductor at different branches to consume the available output of DGs, thus maximizing the economic benefits from renewable resources. Therefore, the selected conductors are expected to have enough current carrying capacity to satisfy the peak output of the installed DGs. On the other hand, the investment of conductors is also an important economic factor need to be considered. Therefore, DNOs are difficult to identify the optimal conductor arrangement for the distribution system with high penetration DGs.

Thus, we explore an innovated conductor size selection framework which can be used to deal with the future distribution network design and planning projects. The proposed framework for the first time considers the potential cost conflict between the conductor life-cycle costs and the costs of renewable resources curtailment when dealing with the CSS problems at the distribution level, by using an improved adaptive genetic algorithm that specifically designs for the CSS problem. Moreover, a precise conductor investment and the O&M cost model is introduced in this framework to ensure the accuracy of the proposed framework. In particular, the following targets are addressed in this chapter to achieve an optimum conductor size selection problem in the distribution systems.

1) Comprehensive conductor investment and O&M cost model.

2) Instead of the fixed renewable generation output, the output of the renewable generations in this paper is based on the available output and system level economics at the same time.
3) The potential cost conflict between the conductor life-cycle costs and the costs of renewable resources curtailment are considered in the paper for the first time.

4) Major network constraints and power qualify indexes such as maximum or minimal voltage, power balance and conductor thermal limitation are considered in the paper.

5) Propose an improved adaptive genetic algorithm that specifically designs for the conductor size selection problem.

5.3 Algorithms developed for solving the current conductor size selection problems

The major concerns of the current conductor size selection problems in the distribution networks are the high penetration of distributed generations and its competitive marginal cost. The distribution network operators or power suppliers have an increasing interest in purchasing the energy from renewable resources since the consideration of global environment concern and economic concern. However, the distribution generations are normally connected to the demand side of the power systems. And the reserve of wind power or the valid amount of sunlight significantly affects the installation location of the new renewable infrastructures. Therefore, the distribution system operator cannot guarantee that connecting all renewable resources to the distribution feeders with sufficient revered capacity. The distribution network operators have two potential solutions to deal with this problem: 1) replace the low capacity underground cable or overhead line to high capacity power delivery infrastructures, thus fully satisfying the requirement of absorbing all available renewable resources by the connected distributed generations. 2) maintain the current network configuration and distribution circuits and curtail the capacity of the planned renewable generation to secure the network.
stability and power quality. However, distribution network operators may receive two opposite results: 1) excessive investment on the conductor selection and, 2) the selected conductors have insufficient capacity to consume available renewable resources, thus increasing the total energy procurement cost.

In this section, a hybrid optimization algorithm is proposed to solve the problems of current conductor size selection in distribution networks.

5.2.1 Objective function

The aim of the optimal conductor size selection problem is to allocate the suitable conductor type from the given inventories to each branch in the network, thus minimizing the sum of all conductor’s life-cycle costs, power losses costs and the total energy procurement costs during the expected operation years of the conductors. The optimal process is subject to common power system operation constraints such as voltage limits, thermal limits and power balance. Life-cycle cost of a certain conductor $LCC_i$ includes the investment cost, operation cost and maintenance cost. In particular, the investment cost includes the purchasing costs of fixed assets, purchasing costs of accessories (such as towers, wood poles and insulators), design and installation costs and other costs (such as land acquisition fee). The operation cost of a certain distribution line in this paper is considered as the total power losses costs of this feeder during its whole life cycle. The maintenance cost of a certain distribution line in this paper includes inspection cost and recondition cost.

In this paper, we propose a lump sum payment of total asset purchasing costs to simplify the formulation, where the annual discount rate is not applied in the objective function. The investment costs $IC_i$, operation cost $OC_i$ and maintenance cost $MC_i$ of a certain conductor $i$ can be expressed by (5-1) to (5-3), then the life-cycle cost of this conductor can be expressed by (5-4).

\[ IC_i = AP_i + AC_i + IN_i \]  \hspace{1cm} (5 - 1)

\[ OC_i = \sum_{t}^{T} PL_i^{t} \times EP_t \]  \hspace{1cm} (5 - 2)
\[ MC_l = (ISP_l \times IST + REC_l \times RET) \times T \] \hspace{1cm} (5 - 3)

\[ LCC_l = AP_l + AC_l + IN_l + \sum_{t} PL^l_t \times EP_t + (ISP_l \times IST + REC_l \times RET) \times T \] \hspace{1cm} (5 - 4)

where \( AP_l \) is the asset purchasing cost of the conductor \( l \), \( AC_l \) is the accessories purchasing cost of the conductor \( l \), \( IN_l \) is the installation cost of the conductor \( l \), \( PL^l_t \) is the total power losses of the conductor \( l \) in the operation year \( t \), \( OC_l \) is the operation cost of the conductor \( l \), \( PL^l_t \) is the power losses of the conductor \( l \) in the operation year \( t \), \( EP_t \) is the average energy procurement costs in operation year \( t \) and \( T \) is the expected life span of the conductor. \( MC_l \) represents the life-cycle maintenance cost of the conductor \( l \), \( ISP_l \) is the inspection cost of the conductor \( l \), \( ISP \) (times/year) is per year inspection times of the conductor \( l \), \( REC_l \) is the recondition cost of the conductor \( l \), \( RET \) (times/year) is the per year recondition times of the conductor \( l \).

Since we consider the full life span economic performance of the conductors, the existing loads in the networks are expected to have an accepted load growth rate \( lg \). Instead of the fixed energy price that applied in the majority of earlier research, we use a quadratic cost function to establish a dynamic energy price curve. The load at each bus \( i \) with load growth \( lg \) and the generator cost function are expressed by equation (5-5) to (5-7).

\[ P_{Di}^t = P_{Di} \times (1 + lg)^{(t-1)} \] \hspace{1cm} (5 - 5)

\[ Q_{Di}^t = Q_{Di} \times (1 + lg)^{(t-1)} \] \hspace{1cm} (5 - 6)

\[ GC_{gi} = \alpha_{gi} \times PG_{gi}^2 + \beta_{gi} \times PG_{gi} + \gamma_{gi} \] \hspace{1cm} (5 - 7)
where $P_{Di_i}^t$ and $Q_{Di_i}^t$ are active and reactive load at feeder $i$ in the operation year $t$. $P_i$ and $Q_i$ are active and reactive load at bus $i$ in the first operation year. $\alpha_{gi}$, $\beta_{gi}$ and $\gamma_{gi}$ are cost coefficients for generator $gi$. $GC_{gi}$ and $PG_{gi}$ are generator cost and corresponding power output of generator $gi$.

AC optimal power flow analysis can be employed to obtain the energy procurement costs and confirm the precise power losses when each branch of the network is allocated with a particular type of conductor. Therefore, the objective function of the proposed CSS problems can be expressed by equation (5-8).

$$\min \sum_{t} \sum_{g} GC_{gi}^t$$

$$+ \sum_{l} \left( AP_i + AC_i + IN_i + \sum_{t} PL_i^t \times EP_i + (ISP_i \times IST \times T) + RE_{gi} \times RET \right)$$

subject to:

$$P_i^t = V_i^t \sum_{j=1}^{n} V_j^t Y_{ij} \cos(\theta_{ij}^t + \delta_j^t - \delta_i^t)$$

$$Q_i^t = V_i^t \sum_{j=1}^{n} V_j^t Y_{ij} \sin(\theta_{ij}^t + \delta_j^t - \delta_i^t)$$

$$P_{gi}^t - P_{Di_i}^t = P_i^t$$

$$Q_{gi}^t - Q_{Di_i}^t = Q_i^t$$

$$\sum_{i} P_{gi}^t - \sum_{i} P_{Di_i}^t = P_{loss}^t$$
\[
\sum_i Q_{gi}^t - \sum_i Q_{bi}^t = Q_{loss}^t 
\]

\[
V_{min} \leq V_i^t \leq V_{max} 
\]

\[
P_{gi,\text{min}} \leq P_{gi}^t \leq P_{gi,\text{max}} 
\]

\[
Q_{gi,\text{min}} \leq Q_{gi}^t \leq Q_{gi,\text{max}} 
\]

\[
|\delta_i - \delta_j| \leq |\delta_i - \delta_j|_{\text{max}} 
\]

where, \(P_i^t\) and \(Q_i^t\) are the active and reactive power injected at bus \(i\) at operation year \(t\), \(Y_{ij}\) is the admittance parameter of the distribution line between bus \(i\) and bus \(j\). \(\theta_{ij}^t\), \(\delta_i^t\) and \(\delta_j^t\) are relevant phase angles. Expressions (5-15) to (5-18) indicate that voltage at each bus, power generation and phase angles are constrained by relevant limitations.

Genetic algorithms (GAs) is one of the most popular optimization algorithms that are applied to solve complex optimization and adaptation problems. The basic principles of the GA technique are based on nature selection and were initially introduced by Holland in [225]. Traditional GA approach includes the process of creating initial population, selection, crossover and mutation. The best fitness value and its corresponding individual are obtained when the maximum number of iterations is reached, or the convergence criterion is satisfied. However, the performance of GA largely depends on presupposed control parameters such as crossover rate and mutation rate, where a poor choice of parameters may result in a premature convergence solution or low convergence speed [226-228]. The adaptive genetic algorithm (AGA) with self-controlled parameters is widely researched and proved as one of the best solutions to deal with the problem of falling into the local optimum result or low convergence speed in common GA approach [208, 229, 230]. The proposed adaptive genetic algorithm in this paper is specifically designed for the aim of optimal conductor size selection in the distribution power systems. Similar to the
standard GA approach, a set of the initial population with \( N_p \) chromosomes are created at the beginning of the approach. Each chromosome can be represented as \( C_i = [c_1, c_2, c_3, ..., c_D] \), where \( D \) is the number of genes in the chromosome \( C_i \). In this study, we assume the number of branches in the network is \( N_b \) and the available types of conductors in the inventory is \( N_c \). In the proposed AGA approach, \( c_i \in [1, N_c] \) and the value of \( c_i \) represents the conductor size selection of branch \( i \). Therefore, each chromosome represents one solution of conductor size selection in the network, where each gene of chromosome related to the selection of its corresponding branch.

For example, in a CSS problem, it is assumed that the system has ten branches and four different available types of conductors in the inventory. Then, based on the previous definitions, the number of branches \( N_b \) equals to 10 and the number of available conductor types \( N_c \) equals to 4. For a random individual, it will have the chromosome like this ‘3 1 2 2 4 2 4 4 3 2 1’. And each gene in the chromosome represents a choice of conductor type for the corresponding branch. In particular, the first gene in this chromosome indicates that the branch \( c_1 \) will be allocated as the type 3 conductor.

Double adaptive crossover rates, hybrid fitness value and self-adaptive mutation operator are innovatively introduced in this approach. Instead of the normal single fitness value structure in the standard GA approach, a hybrid fitness value is designed for the SSC problems since the individual who has the optimal fitness value is also required to satisfy the network constraints at the same time. We assume \( f(C_i) \) is the fitness value of individual \( C_i \) and \( V(C_i) \) is the auxiliary fitness value of individual \( C_i \). If the individual \( C_i \) can satisfy the network constraints such as the voltage constraints and thermal constraints in the optimal power flow analysis, then \( V(C_i) = 1 \) otherwise \( V(C_i) = 0 \). The individuals that cannot survive in the network constraints test will be replaced by a new random individual that can satisfy the network constraints test. In the crossover operator, we assume two crossover rates: elite crossover rate \( c_{re}_{elite} \) and standard crossover rate \( c_{rsta} \). The individual who has the best fitness value in the iteration \( t \) is marked as \( C_{bf}(t) \), where this individual can generate offspring with other individuals in the population with the probability \( PC_{elite} \) prior. Then, the rest of the individuals will generate offspring following the
standard GA crossover process with the probability $P_{C_{sta}}$. In self-adaptive mutation operator, two adaptive factors $\sigma_n$ and $\sigma_m$ are introduced to achieve the function of self-adaptive GA, and the factors are expressed by equation (5-19) to (5-22).

$$\sigma_n(t) = \rho \times \left(1 - 10^{\frac{1}{\mu(t)}}\right)$$  

(5 – 19)

$$\mu(t) = \frac{\text{avefitness}(t) - \text{avefitness}(t - 1)}{\text{avefitness}(t - 1) - \text{avefitness}(t - 2)}$$  

(5 – 20)

$$\sigma_m(t) = \varepsilon \times 10^{\omega \frac{N_{t ole}(t)}{\mu(t)}}$$  

(5 – 21)

$$\begin{cases} N_{t ole}(t) = N_{t ole}(t - 1) + 1; & \text{if objective function maintain the same} \\
N_{t ole}(t) = 0; & \text{if objective function obtain better fitness value at iteration } t + 1 \end{cases}$$  

(5 – 22)

where, $\text{avefitness}(t)$ is the average fitness value of all population at iteration $t$, $N_{t ole}$ is the count number of iterations above which the GA process cannot achieve a better fitness value and $\omega, \varepsilon, \rho$ are auxiliary factors supporting the adaptive factors. $\sigma_n(t)$ represents the stability of overall population and the is applied to the adapt the number of genes that need to be mutated in next iteration. $\sigma_m(t)$ is used here to help the proposed GA approach to escape the local optimum point, where this factor is related to the mutation rate in next iteration. The genes that are required to mutated in iteration $t$ and the mutation rate in iteration $t$ are expressed by equation (5-23) and (5-24).

$$N_{mut}(t) = N_b \times \sigma_n(t)$$  

(5 – 23)

$$P_{mut}(t) = \sigma_m(t)$$  

(5 – 24)

The formulation (5-21) and (5-22) indicate that the mutation rate will continually increase when the proposed GA approach falls into a local optimum point and cannot generate better fitness value. However, the increased mutation rate will reach the presupposed auxiliary index $\varepsilon \ (\varepsilon \in (0, 1))$ to maintain the stability of the mutation operator. And, the index $\omega$ in the formulation (5-21) is designed as a presupposed index to control the variation speed of the mutation rate. Based on the formulation
(5-22), it is noted that the mutation rate will reset to the initial value when a better fitness value is captured. This function can efficiently secure the new best fitness value and allow the corresponding chromosome or genes to fully integrate to the population through the elite crossover process.

### 5.2.2 Hybrid CCS optimization

The proposed hybrid CCS optimization approach contains two main mechanisms: AC optimal power flow study and adaptive genetic algorithm. AGA is applied as the primary optimization mechanism which is responsible for collecting the simulation results from the AC-OPF, exploring the best individual and updating the evolution strategy of the approach. AC-OPF is responsible for accessing the minimum energy costs of each individual in the population of every iteration. The detailed flow chart of the approach is shown in Figure 5-1. In particular, the framework follows the steps below:

1) AGA module generates the initial population with the required number of the individuals.

2) AGA module decodes the individuals and applies the decoded information to allocate the conductor size selection. It is noted that each individual represents a unique conductor size selection plan for the chosen distribution network.

3) The conductor size selection of each individual is captured and loaded to the AC-OPF optimization module and the life-cycle cost assessment module.

4) The AC-OPF optimization module processes the power flow study of each individual by the relevant conductor size selection plan. In order to capture the change of power losses due to the increasing load demand, the power flow study is operated N times for each individual, where N represents the expected operation years of the conductors. It is noted that the individuals that cannot survive in the requirement of minimal voltage constraints or thermal constraints are eliminated immediately and replaced by the one who can satisfy the relevant constraints. This process is prior to the fitness value calculation. Finally, for each survived individual in
the current iteration, the sum of the power losses and the energy procurement costs during the expected operation years are obtained.

5) For each individual in the current iteration, the life-cycle cost assessment module evaluates the life-cycle cost of each conductor and provides a system level life-cycle costs data. The system level conductor life-cycle costs here represent the sum of each conductor’s life cycle cost in the network.

6) After the power flow analysis and calculation in the AC-OPF module and the life-cycle cost assessment module, the fitness value of each individual (sum of the system level conductor life-cycle cost, the total energy procurement costs and energy losses costs) is confirmed.

7) After all individuals in the current iteration are assessed, the selection module is expected to find the best fitness value in this iteration and compare it with the present best fitness value.

8) AGA module generates the adaptive crossover factor and adaptive mutation factor for the next iteration, where the factors are evaluated and decided by all individuals’ fitness value of current and last iteration (explained in section 2.2 already).

9) Move to the next iteration or stop the process since the maximum number of iterations is reached or the convergence criterion is satisfied
5.4 Numerical results

The proposed hybrid optimal CSS approach is tested on the 33-bus distribution network and a 69-bus distribution network in the numerical tests. In each test network, three distributed wind turbines with different available outputs are
allocated at selected branches. The relevant parameters of the adaptive genetic algorithm used in this numerical test are summarized in Table 5-1.

Table 5-1 Parameter of adaptive generic algorithm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial population</td>
<td>100</td>
</tr>
<tr>
<td>Length of chromosome</td>
<td>32</td>
</tr>
<tr>
<td>Initial elite crossover rate</td>
<td>3%</td>
</tr>
<tr>
<td>Initial standard crossover rate</td>
<td>85%</td>
</tr>
<tr>
<td>Initial mutation rate</td>
<td>5%</td>
</tr>
<tr>
<td>Initial mutation genes</td>
<td>1</td>
</tr>
<tr>
<td>Auxiliary factor $\rho$</td>
<td>6</td>
</tr>
<tr>
<td>Auxiliary factor $\varepsilon$</td>
<td>0.5</td>
</tr>
<tr>
<td>Auxiliary factor $\omega$</td>
<td>2.2</td>
</tr>
<tr>
<td>Maximum iterations</td>
<td>300</td>
</tr>
</tbody>
</table>

In order to identify the efficiency and the performance of the proposed AGA, the standard generic algorithm [231, 232] is applied in this paper for the aim of comparison. And the parameters used for the standard genetic algorithm are shown in Table 5-2.

Table 5-2 Parameter of the standard generic algorithm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossover rate</td>
<td>80%</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>5%</td>
</tr>
<tr>
<td>Mutation genes</td>
<td>1</td>
</tr>
<tr>
<td>Maximum iterations</td>
<td>300</td>
</tr>
</tbody>
</table>

The available conductor types in the inventory and the relevant specifications are listed in Table 5-3. It is noted that the data of the conductors are different between manufactories and the unit price of the conductors vary between different markets. We refer to several papers [217, 218, 224] to provide this data.

Table 5-3 Specifications of proposed ACSR Conductors

<table>
<thead>
<tr>
<th>Conductor type</th>
<th>$R$(Ω/km)</th>
<th>$X$(Ω/km)</th>
<th>$I_{max}$(A)</th>
<th>UP($/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mole</td>
<td>2.718</td>
<td>0.3740</td>
<td>70</td>
<td>90</td>
</tr>
<tr>
<td>Squirrel</td>
<td>1.376</td>
<td>0.3896</td>
<td>115</td>
<td>170</td>
</tr>
<tr>
<td>Gopher</td>
<td>1.098</td>
<td>0.3100</td>
<td>138</td>
<td>210</td>
</tr>
<tr>
<td>Weasel</td>
<td>0.9108</td>
<td>0.3797</td>
<td>150</td>
<td>260</td>
</tr>
<tr>
<td>Ferret</td>
<td>0.6795</td>
<td>0.2980</td>
<td>180</td>
<td>340</td>
</tr>
<tr>
<td>Rabbit</td>
<td>0.5441</td>
<td>0.3973</td>
<td>208</td>
<td>420</td>
</tr>
</tbody>
</table>
The assumed parameters that used to evaluate the life-cycle cost of the conductors are shown in Table 5-4. The relevant researches normally considered the life span horizon of the cable or conductor as 20 or 30 years [231-233]. Thus, we assumed that the expected operation year of the selected conductor is 20 years in the case study. It is difficult to identify the precise installation and accessories costs of each conductor. However, we link those relevant costs with the unit wire purchase cost of conductors with different sizes. In the case study, we assumed that the accessories cost is 4.5 times as compared with corresponding conductor purchase costs. It is assumed that the design and installation costs is equal to the corresponding conductor purchase costs. Moreover, the inspection cost and recondition costs are considered as 75% and 8% of the corresponding conductor purchase costs. Finally, it is assumed that the annual operation costs are equal to 5% of total project investment in this case study. The detailed evaluation approach has been explained in section 2.1. For example, if one of the branches in the network is allocated by the conductor with type Gopher, the life-cycle cost can be evaluated by express:210 ($/km) \times \text{length of conductor}(km) \times (450\% + 100\% + 50\%) \times [1 + (75\% + 8\% \times 12 + 5\%) \times \text{operation year}].

Table 5-4 Cost parameters of conductor investment [234]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planning operation period</td>
<td>20 years</td>
</tr>
<tr>
<td>Accessories cost</td>
<td>450% wire cost</td>
</tr>
<tr>
<td>Design and Installation cost</td>
<td>100% wire cost</td>
</tr>
<tr>
<td>Inspection cost</td>
<td>75% wire costs (per year)</td>
</tr>
<tr>
<td>Recondition costs</td>
<td>8% wire cost (per month)</td>
</tr>
<tr>
<td>Annual operation cost</td>
<td>5% of total investment</td>
</tr>
</tbody>
</table>

5.3.1 Case study of the 33-bus network

The proposed hybrid optimal CSS approach is tested on a 33-bus distribution network and there are three distributed wind turbines located at node 10, 18 and 26
respectively. The single line diagram of this 33-bus distribution network is shown in Figure 5-2. And the relevant operation data and network constraints are listed in Table 5-5. The detailed power flow and branch data of IEEE-33 bus network are given in Appendix B.1 and Appendix B.2.

![Figure 5-2 Single line diagram of the 33-bus distribution network](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum voltage</td>
<td>1.1 (p.u.)</td>
</tr>
<tr>
<td>Minimum voltage</td>
<td>0.94 (p.u.)</td>
</tr>
<tr>
<td>Initial total active demand</td>
<td>3.72 MW</td>
</tr>
<tr>
<td>Initial total reactive demand</td>
<td>1.16 MW</td>
</tr>
<tr>
<td>Load growth rate</td>
<td>5%/year</td>
</tr>
<tr>
<td>Operation year</td>
<td>20 years</td>
</tr>
<tr>
<td>Total branches</td>
<td>32</td>
</tr>
<tr>
<td>Maximum available output of the wind farm at node 9</td>
<td>1.2 MW</td>
</tr>
<tr>
<td>Maximum available output of the wind farm at node 18</td>
<td>1.0 MW</td>
</tr>
<tr>
<td>Maximum available output of the wind farm at node 26</td>
<td>0.6 MW</td>
</tr>
</tbody>
</table>

The quadratic generation cost function of the main generator connected at node 1 is expressed in equation (5-21) and it is noted that we consider the wind farm as a zero marginal cost generator in this approach.

\[
Gen_{\text{cost}}(\$/\text{MWh}) = 0.78 \times PG^2 - 2.1 \times PG + 10.4 \quad (5-21)
\]
where, \( PG \) is the power output of this generator and is within the limitation of its generation output (\( 0 \leq PG \leq 10MW \)).

The overall results of the proposed AGA optimal conductor size selection for the selected 33-bus distribution network are shown in Figure 5-3. It is observed that the best fitness can be achieved after approximately 150 iterations. The mutation rate is self-adaptive during the process of the AGA which is shown in Figure 5-4. It can be observed that the mutation rate is increased when the AGA cannot provide better fitness value and resets to zero when a better fitness value is achieved.

![Overall results of the best fitness value and average fitness value (case 33-bus network)](image)

Figure 5-3 Overall results of the best fitness value and average fitness value
Figure 5-4 Adaptive mutation rate in each iteration

The detailed optimum results of conductor size selection by two different approaches are shown in Table 5-6. After the decoding process, the best conductor type of each branch in the 33-bus networks can be checked in this table.

Table 5-6 Best conductor size selection for 33-bus distribution network

<table>
<thead>
<tr>
<th>branch</th>
<th>From node</th>
<th>To node</th>
<th>Initial demand at branch ending node (kW)</th>
<th>Selected conductor type via standard GA</th>
<th>Selected conductor type via AGA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>100</td>
<td>Rabbit</td>
<td>Raccoon</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>90</td>
<td>Mole</td>
<td>Mole</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>120</td>
<td>Ferret</td>
<td>Ferret</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>60</td>
<td>Mink</td>
<td>Raccoon</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>60</td>
<td>Gopher</td>
<td>Mole</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>200</td>
<td>Otter</td>
<td>Weasel</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>200</td>
<td>Otter</td>
<td>Gopher</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>60</td>
<td>Weasel</td>
<td>Mole</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>10</td>
<td>60</td>
<td>Weasel</td>
<td>Gopher</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>45</td>
<td>Otter</td>
<td>Gopher</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>12</td>
<td>60</td>
<td>Mole</td>
<td>Mole</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>13</td>
<td>60</td>
<td>Mole</td>
<td>Mole</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>14</td>
<td>120</td>
<td>Ferret</td>
<td>Gopher</td>
</tr>
</tbody>
</table>
Table 5-6 indicates that the expensive conductor has a relatively lower value of resistance, thus allowing lower energy losses when the system has the same load condition. Therefore, there is a potential conflict between the total life span energy losses costs and the total life-cycle costs of all conductors in the network. Figure 5-5 reveals this conflict and prove the proposed algorithm can successfully achieve the balance between these two contrary costs. On the other hand, even though the wind farm generation in the network is considered as a zero marginal cost generator, attempting to fully consume all available output of the renewable resources in the demand side may result in high conductor investment costs or the high energy losses costs. Figure 5-6 shows that the optimum power consumption of the wind farm generations in each iteration. From the results in Figure 5-6, it is observed that parts of the available capacity are curtailed for achieving the minimum total costs (including total energy losses costs, energy purchase costs and conductor’s investment costs). Based on the proposed approach, the conductor sizes that cannot satisfy the minimum and maximum voltage constraints are eliminated and replaced...
by the new ones that can satisfy the constraints. Figures 5-7 and 5-8 illustrate that the minimum and maximum voltage occur in each iteration and proves that the proposed approach can successfully ensure that all the conductors satisfy the voltage constraints (0.94 to 1.1 p.u.).

Figure 5-5 Conflict of the life cycle costs of conductors and energy losses costs (case 33-bus network)

Figure 5-6 Wind farm output at each iteration (case 33-bus network)
Figure 5-7 Minimum voltage at each iteration (case 33-bus network)

Figure 5-8 Maximum voltage in each iteration (case 33-bus network).
5.3.2 Case study of the 69-bus network

The proposed CCS optimization approach is tested on a 69-bus network in this section, where three wind generators are connected to the network at branch 6, branch 36 and branch 53. The single line diagram of this 69-bus distribution network is shown in Figure 5-9. And the relevant operation data and network constraints are listed in Table 5-7.

![Figure 5-9 Single line diagram of the 69-bus distribution network](image-url)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum voltage</td>
<td>1.1 (p.u.)</td>
</tr>
<tr>
<td>Minimum voltage</td>
<td>0.94 (p.u.)</td>
</tr>
<tr>
<td>Initial total active demand</td>
<td>3.22 MW</td>
</tr>
<tr>
<td>Initial total reactive demand</td>
<td>1.78 MW</td>
</tr>
<tr>
<td>Load growth rate</td>
<td>3%/year</td>
</tr>
<tr>
<td>Operation year</td>
<td>20 years</td>
</tr>
<tr>
<td>Total branches</td>
<td>68</td>
</tr>
<tr>
<td>Maximum available output of wind farm at node 6</td>
<td>1.2 MW</td>
</tr>
<tr>
<td>Maximum available output of wind farm at node 36</td>
<td>1.0 MW</td>
</tr>
<tr>
<td>Maximum available output of wind farm at node 53</td>
<td>0.6 MW</td>
</tr>
</tbody>
</table>
The detailed power flow and branch data of IEEE-69 bus network are given in Appendix B.1 and Appendix B.2. Same as the case of 33-bus network, the quadratic generation cost function of the main generator connected at node 1 is expressed in equation (5-21) and the wind farm is also considered as a zero marginal cost generator in the case of the 69-bus network.

The overall results of the proposed AGA optimal conductor size selection for the selected 69-bus distribution network are shown in Figure 5-10. It is observed that the best fitness can be achieved after approximately 160 iterations. The mutation rate is self-adaptive during the process of the AGA which is shown in Figure 5-11. It can be observed that the mutation rate is increased when the AGA cannot provide better fitness value and resets to zero when a better fitness value is achieved. And, it is noted that the best fitness value is captured after 250 iterations since the 69-bus system is more complicated than the 33-bus system.
Figure 5-10 Overall results of the best fitness value and average fitness value (case 69-bus network)

![Graph showing adaptive mutation rate in each iteration (case 69-bus network)]

Figure 5-11 Adaptive mutation rate in each iteration (case 69-bus network)

Similar to the results of the 33-bus system, Figure 5-12 reveals the conflict between total energy losses and the life cycle costs of all conductors in the 69-bus network, thus proving the proposed algorithm can successfully achieve the balance between these two contrary costs. And, Figure 5-13 indicates that the optimum power consumption of the wind farm generations in each iteration in the case of the 69-bus system. Similar to the results in the 33-bus system, parts of the available capacity are curtailed for achieving the minimum total costs (including total energy losses costs, energy purchase costs and conductor’s investment costs).

Similar to the results in the case study of the 33-bus network, the individuals that cannot satisfy the minimum and maximum voltage constraints are eliminated and replaced by the new individuals that can satisfy the constraints. Figures 5-14 and 5-15 illustrate that the minimum and maximum voltage occur in each iteration and...
proves that the proposed approach can successfully ensure all the individuals satisfy the voltage constraints (0.94 to 1.1 p.u.).

Figure 5-12 Conflict of the life cycle costs of conductors and energy losses costs (case 69-bus network)
Figure 5-13 Wind farm outputs at each iteration (case 69-bus network)

Figure 5-14 Minimum voltage at each iteration (case 69-bus network)
Figure 5-15 Maximum voltage in each iteration (case 69-bus network).

The detailed optimum results of conductor size selection by two different approaches are shown in Table 5-8. After the decoding process, the best conductor type of each branch in the 69-bus network can be checked in this table.

Table 5-8 Best conductor size selection for 69-bus distribution network

<table>
<thead>
<tr>
<th>Branch</th>
<th>from</th>
<th>to</th>
<th>Selected conductor type via standard GA</th>
<th>Selected conductor type via A GA</th>
<th>Branch</th>
<th>from</th>
<th>to</th>
<th>Selected conductor type via standard GA</th>
<th>Selected conductor type via A GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>Gopher</td>
<td>Mink</td>
<td>35</td>
<td>3</td>
<td>36</td>
<td>Squirrel</td>
<td>Squirrel</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>Weasel</td>
<td>Ferret</td>
<td>36</td>
<td>36</td>
<td>37</td>
<td>Squirrel</td>
<td>Otter</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>Mole</td>
<td>Otter</td>
<td>37</td>
<td>37</td>
<td>38</td>
<td>Gopher</td>
<td>Ferret</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>Ferret</td>
<td>Otter</td>
<td>38</td>
<td>38</td>
<td>39</td>
<td>Mole</td>
<td>Gopher</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>Gopher</td>
<td>Ferret</td>
<td>39</td>
<td>39</td>
<td>40</td>
<td>Beaver</td>
<td>Raccoon</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>Mole</td>
<td>Beaver</td>
<td>40</td>
<td>40</td>
<td>41</td>
<td>Gopher</td>
<td>Mole</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>Rabbit</td>
<td>Beaver</td>
<td>41</td>
<td>41</td>
<td>42</td>
<td>Squirrel</td>
<td>Ferret</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>Gopher</td>
<td>Otter</td>
<td>42</td>
<td>42</td>
<td>43</td>
<td>Ferret</td>
<td>Rabbit</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>10</td>
<td>Weasel</td>
<td>Mink</td>
<td>43</td>
<td>43</td>
<td>44</td>
<td>Rabbit</td>
<td>Mink</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>Mink</td>
<td>Otter</td>
<td>44</td>
<td>44</td>
<td>45</td>
<td>Gopher</td>
<td>Weasel</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>12</td>
<td>Gopher</td>
<td>Rabbit</td>
<td>45</td>
<td>45</td>
<td>46</td>
<td>Mink</td>
<td>Gopher</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>13</td>
<td>Mole</td>
<td>Beaver</td>
<td>46</td>
<td>4</td>
<td>47</td>
<td>Ferret</td>
<td>Ferret</td>
</tr>
</tbody>
</table>
The study results of the 33-bus network and the 69-bus network indicate that the proposed adaptive genetic algorithm has the capability to provide a more efficient and effective way to solve the new challenge in the CSS problem than the standard genetic algorithm. In particular, 25% and 29% total costs saving are achieved separately by the proposed approach in two different distribution networks. More important, the potential economic conflict between the investment of conductors and the renewable resources curtailment costs is firstly considered in the CCS problem. On the other hand, the proposed approach employs a comprehensive conductor investment and O&M pricing model to provide precise and practical study results.
5.5 Chapter summary

In this chapter, the challenges of the future distribution network design and planning are introduced in section 5.1 firstly. In the next part, the previous and relevant researches and studies which are focused on CCS problem are indicated in section 5.2. In the traditional CCS framework, the power losses and the demand growth are considered as the two major factors that affect the conductor selection during the network design and planning projects.

Thus, the large-scale installation of DGs and the declined levelized cost of renewable generation are generally not considered in the previous studies about the CCS problems. Installed DGs in the distribution systems are often considered as a zero marginal cost energy resources in the power operation analysis. In the distribution systems with high penetration renewable generations, DNOs need to allocate suitable conductor at different branches to consume the available output of DGs, thus maximizing the economic benefits from renewable resources. Therefore, the selected conductors are expected to have enough current carrying capacity to satisfy the peak output of the installed DGs. On the other hand, the investment of conductors is also an important economic factor need to be considered. Therefore, DNOs are difficult to identify the optimal conductor arrangement for the distribution system with high penetration DGs.

In order to deal with the potential conflict during the distribution network design and planning, a hybrid optimization algorithm is designed in this chapter to deal with the CSS problems in distribution systems with high penetration DGs. In particular, an adaptive genetic algorithm that has a dynamic mutation rate and a dynamic number of mutated genes are introduced as the main optimization mechanism. The proposed AGA mechanism is responsible for finding the optimal conductor size selection for the chosen network and the objective function is to minimize the sum of the lifecycle cost of selected conductors, the total energy procurement cost and energy losses costs. It is noted that the total energy procurement costs and energy losses costs of each individual are provided by the AC-OPF which is employed as the auxiliary optimization tool in the approach.
To test the efficiency and feasibility of the proposed framework, the proposed hybrid optimal CSS approach is tested on the 33-bus distribution network and a 69-bus distribution network in section 5.3. The numerical results have demonstrated an ability to provide accurate and feasible solutions for solving the optimal conductor size selection problem and ensured the results satisfy the network constraints. Different from the majority previous researches of the CSS problem, this approach comprehensively considers the economic dispatch problems of the traditional fossil fuel generator and the renewable resources. Instead of the objective function of minimum energy losses costs, the minimum system level costs are considered as the main target in this approach.

Although most of the important influence factors that may affect the conductor size selection have been considered in the proposed framework. There are still several potential influence factors are required to be addressed during the conductor size selection and distribution network planning. For instance, the high penetration of DGs will significantly change the short-circuit currents through the system. Indeed, this feature may affect the selection of conductors when the distribution network operators consider a network upgrading plan. But, there are still several approaches able to deal with this potential problem when the DNOs design or upgrade their distribution networks such as application of the superconducting fault current limiter (SFCL) or installing the second circuit break (CBs) at the right place. From the view of network protection, the potential conflict between the costs of second circuit break or superconducting fault current limiter and the costs of conductors upgrading needs to be investigated carefully. Indeed, the practical distribution network planning or upgrading is complicated and required to consider different influence factors and potential economic conflicts. The final design and planning of a distribution network should incorporate different economic benefits and satisfy the required power quality at the same time. The distribution network operators (DNOs) are expected to consider different aspects of comprehensively. Our research aims to provide the advice that focuses on the potential cost conflict between the conductor life-cycle costs and the costs of renewable resources curtailment with the consideration of detailed conductor investment and O&M costs model. The potential conflict
between the costs of second circuit break or superconducting fault current limiter and the costs of conductors upgrading can be considered as a new research area and worth to investigate. The DNOs can comprehensively consider the advice from 1) the research that focuses on the costs of protection devices and conductor upgrading costs and 2) our research that focus on the costs of DGs curtailment and conductor life-cycle costs, and finally decide the optimum design and planning by the relevant experts.

On the other hand, the development of the high capacity electric vehicle charging stations and electrical storage system also affect the planning of the distribution networks. In particular, several countries have launched the plan to eliminate the usage of fossil fuel-based vehicles and encourage citizens to purchase electricity vehicles. Under these circumstances, the normal household electricity demand will have a significant increase (especially during the peak demand periods such as 7:00 PM-12:00 PM) when electric vehicles dominate the market. The conductor size selection problem is expected to consider those technologies. Thus, the modern smart grid technologies and protection problems caused by the integration of distributed generations are considered in the future research regard of the conductor size selection and the distribution network planning.
Chapter 6
Dynamic Pricing Framework for Demand Response considering the thermal limitation

6.1 Introduction
Dynamic pricing framework or day-ahead pricing approach plays a key role in the revolution of the demand response (DR) programme. Plenty of frameworks and mechanism related to economic incentive and price response have been developed in earlier publications to improve the stability and efficiency of the entire power system by managing the power consumption at the demand side. On the other hand, the increasing installation of distributed generations has significantly affected the price structure of the current electricity bill. These new types of generations are mostly connected to the demand side, thus avoiding the application of long-range power transmission facilities. And, the international renewable energy agency (IRENA) reported that global renewable energy prices would be decreased to the cost range of traditional fossil fuels generation. Based on the background of the electricity market and breakdown of the energy bill that is introduced in Chapter 3, the use of transmission system charge and energy wholesale price are two major parts of the
total energy cost. Therefore, the customers are expected to pay less unit electricity price when they consume the energy from the renewable generations that have geographic advantages. However, the output of the renewable energy resources (DER) vary depending on the time of day and is difficult to have a precise prediction. Thus, only when the electricity customers match the energy consumption to the output of DER can the unit electricity price reach the optimum number. Under such circumstances, common flat electricity rates that used widely in current electricity retail market undermine the application of DERs and affect the optimum results of the economic dispatch of different generations. Current flat rates also provide the misleading information to the transmission system operators (TSO) and distribution network operators (DSO) since they continually receive the use of transmission system charge and use of distribution system charge respectively regardless of the actual power delivery route.

The new generation technologies and the concern of the global environmental problems have driven the revolution of the electricity pricing mechanism. Thanks to the development of the information communication technologies, power suppliers and their electricity consumers can achieve the real-time interaction, thus allowing the real-time demand-side management, day-ahead demand prediction, day-ahead electricity pricing predication and dynamic pricing. Based on these innovative pricing mechanisms, the dynamic electricity rates can reflect the time-varying output of DERs and the costs of electricity delivering. Plenty of current publications have identities that applying the flexible rates of electricity have wide benefits such as decreasing the retail electricity prices, reduce wholesale prices, decreasing the curtailment of DERs, avoiding or deferring the investment of transmission and distribution infrastructures. There are several different ways to allow the electricity prices to reflect the variation in energy procurement costs and electricity delivering costs. The common approaches include real-time pricing (PTR), time-of-use pricing (ToU), variable peak pricing (VPP), critical peak pricing (CPP) and critical peak rebate (CPR).

The different types of time-varying electricity mechanism can indeed affect the electricity users’ behaviours to some extent. However, majority of power suppliers
only provide several simple flexible electricity rates such as 1) two rates model: peak and off-peak price, 2) three-rates model: off-peak rate, peak rate and overnight rate. Indeed, plenty of publications have intensively researched the potential solution to launch the complicated time-varying electricity pricing mechanisms. It is noted that few efforts made to investigate the potential network constraints such as the thermal limitation of the electricity delivering facilities or the voltage limitation during the system operation. Even though almost all earlier researches have considered these constraints in their objectives or case studies, few of them applied the constraints as an economic incentive factor to participate in the electricity market bidding system. In this chapter, the distribution use of system charge (DUoS) and transmission use of system charge (TUoS) allocation approach are introduced firstly. And, electricity customers’ actual usage of each power delivering facilities will be identified through the proposed approach, thus allowing a precise and real usage based TUoS or DUoS charge.

The rest of the chapter is organised as follow, the definition of different time-varying electricity pricing mechanisms is reviewed in section 6.2. Typical Frameworks of time-varying pricing in the existing studies is illustrated in section 6.3. And, the motivation and target of the research in this chapter are also presented in this section. Then, the proposed models, which are designed for assessing the transmission and distribution use of system charges, are introduced in section 6.4. The framework of the electricity pricing elasticity matrix, which is designed to predict the customer’s response to the provided signals, are presented in section 6.5. Several case studies are addressed in section 6.6 and the numerical results verify the efficiency and feasibility of the proposed day-ahead pricing mechanism. In the end, the conclusion of this chapter is presented in section 6.7.

6.2 Concept of Time-Varying Electricity Pricing Mechanism

Traditionally, electricity customers include industry, commercial and residential electricity users are required to pay the fixed price for a single unit of the electricity service regardless of the time of the day or the seasons when they consume the
energy. The actual costs of system operation and maintenance which change depending on the geographical locations and the time of the day cannot be reflected by the common fixed electricity rates. Therefore, time-varying pricing mechanisms are designed and planning for providing the fluctuating and dynamic electricity pricing to the customers, thus achieving a more economical electricity market and efficient operation of power systems.

There is no clear and agreed definition for time-variant pricing mechanism. However, it usually has several typical forms such as time-of-use pricing (ToU), real-time pricing (PTR), variable peak pricing (VPP), critical peak pricing (CPP) and critical peak rebate (CPR).

In comparison with the conventional flat rate pricing strategy, TOU pricing scheme is designed to divide a day into two or three interval time periods with different electricity rate. Normally, the electricity rates are recognized as peak prices, interim prices and off-peak prices. However, each rate is still remaining fixed for each day during a certain season. This simple pricing mechanism is introduced and applied in plenty of countries already. The aim of the TOU pricing approach is to encourage electricity users to decrease their electricity usage during the peak demand time to avoid a relatively high rate and consume the energy during the off-peak period to enjoy a lower electricity price. Indeed, TOU pricing mechanism is a useful and simple method that can be widely applied in the current electricity market easily and have the potential capability to reduce the peak demand. But, TOU pricing approach cannot provide a response to the variable wholesale prices and the output of renewable energy resources since it remains the fixed rates for each interval day-to-day [18, 56]. Figure 6-1 illustrates the typical form of Time of Use Pricing.
Real-time pricing (RTP) mechanism is another useful approach designed to affect electricity customers’ behaviours of power consumption by economic incentive. Different to the TOU mechanism, electricity rate in PTR mechanism is changed frequently during the daytime. The daytime is divided into 24 or 48 intervals and electricity customers will be charged different rate at each interval. As a consequence, the real-time electricity pricing that provide to the end customers can reflect the variation of wholesale electricity price and the output of renewable energy resources. Normally, the price signal of PTR that delivers to consumers will be released one day ahead as an hourly or half hourly form. Indeed, RTP mechanism has the potential to improve the efficiency of the electricity trading system and can respond to the wholesale market prices quickly due to its high rate varying frequency. The application of sufficient and intensive information communication infrastructures is one of the key barriers for widely applying this pricing mechanism. On the other hand, each customer has its own behaviour to respond to the provided price signal and human behaviours are difficult to predict. Therefore, the PTR mechanism is currently widely applied for large industrial and commercial customers that have the capability to respond to the price signal by planned orders. Figure 6-2 illustrates the typical form of Real-Time Pricing.
Variable peak pricing (VPP) mechanism is a particular form of time-of-use pricing framework, where the peak electricity rate varies depending on the real-time system operation statues. However, the variable peak prices and the corresponding trigger conditions are still pre-determined, thus the performance of this mechanism largely depends on the planning and schedule made by the power suppliers. Indeed, the VPP mechanism is similar to the TOU mechanism that encouraging the customers to reduce the energy consumption during the peak periods by responding to the price signal. But, a higher peak electricity rate is applied by VPP mechanism during some extremely system operation conditions. Figure 6-3 illustrates the typical form of Variable Peak Pricing.

Critical peak pricing (CPP) mechanism provides electricity customers with a relatively high rate during selected days of the year. The selected days are normally identified based on some particular situations such as the extremely hot days of the year or cold days of the year. The price sensitive customers can avoid the high electricity rate during the critical peak periods of the year. Typically, the maximum price in the CPP tariffs may reach ten times as much as the standard rate, which results in an efficient load shape during the peak load time. Like the previous two schemes, However, the proposed method in their paper did not implement in a real power system. Moreover,
fully bidding electricity market will significantly raise the electricity price extremely in peak load period, which may affect some essential power usage. Figure 6-4 illustrates the typical form of Critical Peak Pricing.

![Sample of Time of Variable Peak Pricing (VPP)](image)

**Figure 6-3 Sample of Variable Peak Pricing (VPP)**

![Sample of Critical Peak Pricing (CPP)](image)

**Figure 6-4 Sample of Critical Peak Pricing (CPP)**
With critical peak rebate (CPR) mechanism, electricity customers receive financial support for reducing the electricity usage during the peak periods of the year. Baseline amounts of electricity usage are allocated to different types of customers. Figure 6-5 illustrates the typical form of Critical Peak Rebate Pricing.

![Sample of Critical Peak Rebate Pricing (CPRP)](image)

**Figure 6-5 Sample of Critical Peak Rebate Pricing**

### 6.3 Typical Frameworks of Time-Varying Pricing in the Existing Studies

Considerable efforts have been made for developing optimal and efficient time-varying pricing models. Majority of earlier researches have paid attention to improve the efficiency of the electricity trading process and provide economic benefit to both customers and power suppliers or other power system relevant utilities by using appropriate economic incentive tool. A day-ahead hourly pricing (DAHP) framework was proposed by Jia and Tong, where the framework is designed to adjust real-time consumptions of electricity customers and increase the economic benefits of each consumer. The framework also establishes a trade-off relationship between the
demand side and supply side by a Stackelberg game model, which can properly reflect the human behaviour and price elasticity [58]. Nguyen and Le presented an improved price-decision approach [60] that the power demand is subjectively divided as a flexible and inflexible load. In their research, a relatively low and stable electricity price is arranged to consumers’ basic requirement and a dynamic price tariff is provided to inflexible requirement. However, several market side factors such as wholesale price are not considered in their action models. A new centralised complex-bid market-clearing mechanism based on dynamic pricing schemes was introduced by Su and Kirschen, which consider different categories of market participants. The proposed mechanism accepts bids from both demand and supply sides with the consideration of network constraints to achieve maximum social welfare [235]. To simplify the simulation progress, the potential congestion problem and thermal limitation of the transmission network is neglected. In sum, most of the analysis and results in existing literature related to the design of dynamic pricing framework only consider the interactions between power retailer and its customers. Unfortunately, the profits and benefits of distribution network operators (DNOs) or transmission utilities are neglected in most of the related literature. Since the transmission prices account for approximately 40% of the retail prices in the UK, DNOs are encouraged to participate in the electricity pricing mechanism.

The proposed dynamic pricing framework allows the wholesale market, power suppliers and electricity customers to participate in the electricity market intensively. The comprehensive factors (including wholesale electricity price, transmission cost allocation and customers’ response to the electricity price variation) that act on the price signal are integrated into the framework. Therefore, the wholesale price will no longer be the dominant factor to affect and guide the variation of the price signal completely. In the simple time-varying electricity price structures, the relatively low wholesale price may directly result in a sharply increasing of energy utilisation during the corresponding period. Consequently, the increasing energy requirement during the low-price signal period leads to potential network congestion. On the other hand, part of the transmission system may take the risk of reaching the capacity limitation. In the proposed framework, the problems can be solved by the participation of DNOs.
More specific, transmission cost experiences an increase when transmission facilities face the congestion problems, thus countering the economic incentive of the low wholesale price. The main target of the proposed framework is to find out the optimum price signal at each time slot with the global consideration of wholesale market, benefits of power suppliers and customers’ behaviours.

In this chapter, a novel transmission cost allocation approach is designed to support the proposed dynamic pricing framework, where it persuades the efficient usage of the distribution network and postpone the further investment of distribution facilities, thus improving the performance of the operation in distribution systems. The approach is expected to consider the electricity users’ contributions to actual usage in each transmission facilities. The appropriate price signal reflects the usage of the transmission system can be achieved by the contributions of two independent pricing mechanisms: 1) cost allocation mechanism supported by power sensitivity analysis; 2) incremental transmission cost mechanism based on the asset of each transmission facility. On the other hand, the user’s response to the provided price signal is a matter of considerable concern since it significantly affects the performance of each dynamic pricing framework. In the proposed modelling, the electricity price elasticity matrix (EPEM) is intended to capture the system-level impact of demand response, rather than local effects on a single consumer. The value of elasticity in the matrix can be adjusted to simulate different kinds of energy consumers’ response behaviours.

6.4 Models for TUoS and DUoS allocation approach

A reasonable and well-designed transmission cost allocation (TCA) approach is expected to appropriately reflect the electricity customers’ contribution to the actual usage of corresponding transmission facilities. Proposed transmission cost allocation approach is designed to generate a relatively fair price signal to the customer side, which covers the investment of transmission assets and the operation cost. Therefore, to satisfy the benefits of both customers and power supplies, the proposed TCA scheme should have following characteristics: 1) the real-time usage
of each transmission line and the value of its assets should be considered in the final price signal that delivers to the customers; 2) the price signal that each customer received should be appropriately allocated by the user’s actual contribution to the power flow in each transmission facility. Several approaches have been proposed to calculate and allocate transmission cost in previous researches. The postage stamp and the simple contract-path methods were firstly introduced to implement the transmission cost allocation. However, both these two pricing approaches are unsuccessful to appropriately reflect the actual usage of transmission facilities [236]. MW-Miles and other power flow tracing based transmission cost allocation mythologies were applied to take into consideration of electricity customers’ contribution to the transmission systems. However, geographical distance cannot fully reflect the actual meshed network [21]. Consequently, current price tariffs are still unable to provide the appropriate congestion signal in most circumstances. The previous studies have proposed many transmission cost allocation methods, a more proper and suitable pricing approach is still required to be explored to reflect actual usage of each transmission facility and allocate the price signal to different customers appropriately.

The proposed transmission cost allocation approach is a combined application of the incremental transmission pricing model (ITP) and power flow tracing algorithm (PFT). The original methodology of incremental transmission pricing approach was firstly introduced by Li to predict optimum future investment in the transmission system based on the previous data of transmission facilities’ usage rate [61, 62, 237, 238]. In this paper, the real-time charging of each transmission line can be calculated by advanced ITP approach and the final price signal of transmission usage can be allocated by power transfer distribution factors (PTDFs) based power flow tracing algorithm. The incremental transmission pricing model is defined as a component in the network that is affected by a nodal injection, there will be a cost associated with it if the investment is accelerated or credit if it is deferred. Calculating the present value of the investment is one of the most important parts of the incremental transmission pricing approach. This value can be affected by the total investment, related discount rate and the lifespan of the project.
For a given load growth rate $r$, the current transmission usage $D$ of a single circuit will reach its maximum capacity $C$ by using an expected period $Y$. Therefore, the equation that represents the relationship above can be formulated in (6-1).

$$ C_l = D_l \times (1 + r)^{Y_l} \quad (6 - 1) $$

The equation can be rearranged to:

$$ (1 + r)^{Y_l} = \frac{C_l}{D_l} \quad (6 - 2) $$

Then taking the logarithm to two sides:

$$ Y_l \times \log(1 + r) = \log C_l - \log D_l \quad (6 - 3) $$

Therefore, the equation can be transferred to the form as equation (6-4).

$$ Y_l = \frac{\log C_l - \log D_l}{\log(1 + r)} \quad (6 - 4) $$

The investment on transmission assets can be calculated to its present value by the equation (6-5).

$$ PV_l = \frac{Asset_l}{(1 + d)^{Y_l}} \quad (6 - 5) $$

Based on the mechanism of incremental transmission pricing, the increasing power transaction request will raise the unit charging of power delivery. Therefore, it is necessary to explore the pricing response due to the variation of the power transaction.

The additional power flow $\Delta P_l$ is arranged in line $l$ will result in a new year index $Y'_{l_{\text{new}}}$ which can be reflected in the new equation (6-6).

$$ C_l = (D_l + \Delta P_l) \times (1 + r)^{Y'_{l_{\text{new}}}} \quad (6 - 6) $$
Based on the similar equation rearrange method, we will receive the equations (6-7) to (6-10).

\[(1 + r)^{Y_{\text{new}}} = \frac{C_l}{(D_l + \Delta P_l)} \quad (6 - 7)\]

\[Y_{\text{new}} \times \log(1 + r) = \log C_l - \log(D_l + \Delta P_l) \quad (6 - 8)\]

\[Y_{\text{new}} = \frac{\log C_l - \log(D_l + \Delta P_l)}{\log(1 + r)} \quad (6 - 9)\]

\[PV_{\text{new}} = \frac{\text{Asset}_l}{(1 + d)^{Y_{\text{new}}}} \quad (6 - 10)\]

Therefore, the variation of the present value due to the change of power flow through the line \(l\) can be formed in equation (6-11), where this variation also represents the marginal cost of the transmission line \(l\).

\[\Delta PV_l = PV_{\text{new}} - PV_l = \frac{\text{Asset}_l}{(1 + d)^{Y_{\text{new}}}} - \frac{\text{Asset}_l}{(1 + d)^{Y_l}} \quad (6 - 11)\]

With the sensitivity method, the equation (6-11) can be transferred to the form in equation (6-12) to reflect the sensitive relationship between transmission facility’s usage rate \(u\) and the transmission marginal cost \(TC\).

\[TC = \frac{\partial PV_l}{\partial D_l} = \frac{\partial PV_l}{\partial Y_l} \cdot \frac{\partial Y_l}{\partial D_l} = (- \text{Asset}_l \cdot \frac{\log(1 + d)}{(1 + d)^{Y_l}}) \cdot (- \frac{1}{P_l \times \log(1 + r)}) \quad (6 - 12)\]

\[= \frac{\text{Asset}_l \cdot \log(1 + d)}{P_l} \cdot \frac{1}{\log(1 + r)} \cdot u^{d (r-1)}\]

Based on the equation (6-12), the marginal cost \(TC_l\) of a given transmission line \(l\) can be calculated by its corresponding asset value, discount rate \(d\), load growth rate \(r\) and real-time usage rate \(u\).

\[TC_l \text{(hourly)} = \frac{\text{Asset}_l \cdot \log(1 + d)}{P_l} \cdot \frac{1}{\log(1 + r)} \cdot u^{d (r-1)} \cdot \mu \cdot \eta \quad (6 - 13)\]
In the equation (6-13) the annuity factor $\mu$ can be calculated by the equation (6-14) and hourly factor $\eta$ equals to $1/8760$.

$$\mu = \frac{1 - (1 + r)^{(-n)}}{r}$$ \hspace{1cm} (6 - 14)

where,

$r$ represents the rate per period

$n$ represents the number of periods

The real-time cost of transmission usage for each line can be calculated by the equation (6-13). However, the cost is still expected to be allocated to each final customer appropriately. To explore the variation of real power flows based on the change of power injection in a specific node, it is important to conduct the sensitivity analysis in power system. Therefore, Power transfer distribution factors (PTDFs) is employed to apply the power tracing approach in the transmission cost allocation process. PTDFs provide the sensitivity of the active power flow through line $n$ with respect to an additional power injection in node $i$ and withdrawal at node $j$, where the definition of power transfer distribution factors is shown in equation (6-15).

$$PTDF_{i,j,l} = \frac{\text{change in power flow through line } l \text{ due to the power transaction between node } i \text{ and } j}{\text{power transaction between node } i \text{ and } j}$$ \hspace{1cm} (6 - 15)

PTDFs can be conventionally calculated by the nodal matrix of selected power network via the equation (6-16) to (6-17).

$$PTDF_{i,j,l} = \frac{\Delta P_{i,j,l}}{\Delta P_{i,j}}$$ \hspace{1cm} (6 - 16)

$$PTDF_{i,j,l(m,n)} = \frac{(X_{mi} - X_{mj}) - (X_{ni} - X_{nj})}{X_l}$$ \hspace{1cm} (6 - 17)
Therefore, the final price signal that DNOs provide to customers at load point \( j \) in time slot \( t \) can be formulated in equation (18) by adding the wholesale price in time slot \( t \) (denoted as \( WP_t \)) and the integration of all cost charged by each transmission line based on the actual contribution of the consumers in load point \( j \).

\[
PS^t_j = WP_t + \sum TC^t_i
= WP_t + \sum_{l=1}^{L} \sum_{t=1}^{T} \frac{Asset_i}{P_t} \cdot \frac{\log(1 + d)}{\log(1 + r)} \cdot u \cdot \mu \cdot \eta \cdot \frac{(X_{mi} - X_{mj}) - (X_{ni} - X_{nj})}{X_i} (6 - 18)
\]

### 6.5 Electricity pricing elasticity matrix

Optimum time-varying electricity pricing signal can be generated by the proposed transmission cost allocation approach which has been introduced in the last section. The user’s response to the provided price signal is also a matter of considerable concern since it significantly affects the performance of the proposed dynamic pricing framework. However, most of the analysis and results in existing literature related to customers’ behaviours only consider the single optimization solution between the power supplier and the aggregated demand group. The elasticity of the demand in electricity price, which shows how elasticities can simulate the customers’ response to the price signal, has been introduced by Daniel S. Kirschen [235]. In the proposed modelling, the EPEMs are modified from Daniel’s achievement and intended to capture the system-level impact of demand response, rather than local effects on a single consumer. On the other hand, the value of elasticity in the matrix can be adjusted to simulate different kinds of energy consumers’ response behaviours.

Proposed dynamic pricing framework assumes that the demand of customers is fully elastic, where the users will adjust their power usage in response to the variation of electricity price. Due to the price sensitivity of the demand side, a tiny amount of price increases by the supply side may result in a decrease in demand. However, it is important to understand the extent of the decrease of the demand when the price increases. Typically, the price response of the demand side is not a fixed number
corresponding to the change of supply. Therefore, the price elasticity is introduced, where it is defined as the ratio of the corresponding variation in demand amount to the relevant variation of price \( [239, 240] \).

\[
\epsilon = \frac{\Delta q / q}{\Delta \pi / \pi} = \frac{\pi \Delta q}{q \Delta \pi}
\]  

(6-19)

The definition of electricity price elasticity (EPE) has been mentioned in equation 6-19. However, to introduce the electricity price elasticity matrix, the time index is expected to add in the idea of EPE. For a day-ahead market of designed time intervals, each unit in the EPEM indicates the consumption deviation from its scheduled amount at certain interval \( t \) as a reaction to price change either at the same interval \( t \) or another interval \( \tau \). Thus, the formulation of electricity price elasticity can be enhanced to equation (6-20).

\[
\epsilon_{t\tau} = \frac{\Delta P_t}{\Delta p_{\tau}}
\]  

(6 – 20)

On the other hand, it is assumed that all the electricity prices and power demand can be normalised with respect to a chosen reference point \( (\pi_0 \text{ and } q_0) \) to simplify the calculation and formulation of price elasticity in the electricity price elasticity matrix, Therefore, the typical elasticity expression can be transferred to the equation (6-21).

\[
\epsilon = \frac{\pi_0}{q_0} \times \frac{\Delta q}{\Delta \pi}
\]  

(6 – 21)

Based on the idea of standard price elasticity above, the elasticity in the matrix can be transferred to the expression (6-22).

\[
\text{standard } \epsilon_{t\tau} = \frac{\Delta P_t}{P_{t,\text{ref}}} \times 100\% = \frac{P_{t,\text{act}} - P_{t,\text{ref}}}{P_{t,\text{act}} - P_{t,\text{exp}}} \times \frac{P_{t,\text{exp}}}{P_{t,\text{ref}}}
\]  

(6 – 22)

where:

\[
\Delta P_t = P_{t,\text{act}} - P_{t,\text{ref}}
\]  

(6 – 23)

\[
\Delta p_{\tau} = p_{t,\text{act}} - p_{t,\text{exp}}
\]  

(6 – 24)
Thus, the fundamental element $\epsilon_{t\tau}$ can be calculated by equation (6-25).

\[
\epsilon_{t\tau} = \text{standard } \epsilon_{t\tau} \times \frac{p_{t,\text{ref}}}{p_{t,\text{exp}}} = \frac{p_{t,\text{act}} - p_{t,\text{ref}}}{p_{t,\text{act}} - p_{t,\text{exp}}}
\]  

(6 - 25)

A typical illustration of the electricity price elasticity matrix is shown in the form below. In the matrix, each element represents the elasticity that the demand variation at a time slot $t$ when the electricity price changes at corresponding time interval $\tau$.

\[
\begin{pmatrix}
\epsilon_{11} & \epsilon_{11} & \epsilon_{13} & \cdots & \epsilon_{1\tau} \\
\epsilon_{21} & \epsilon_{22} & \epsilon_{23} & \cdots & \epsilon_{2\tau} \\
\epsilon_{31} & \epsilon_{32} & \epsilon_{33} & \cdots & \epsilon_{3\tau} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\epsilon_{t1} & \epsilon_{t2} & \epsilon_{t3} & \cdots & \epsilon_{t\tau}
\end{pmatrix}
\]

The function of each element in the matrix is based on its corresponding location. The main diagonal elements (when $t=\tau$) represent the self-elasticity, where this type of elasticity indicates the demand variation which is depended on price change at the same time interval. The other elements in the matrix are named as cross-elasticity which are the off-diagonal (where $t \neq \tau$) elements in the matrix. Those elements represent the demand variation at time slot $t$ by the influence of the price change in another time slot $\tau$. It is indicated that the important index $T$ in the electricity price elasticity matrix can be calculated by the formulation (6-26). Moreover, both $t$ and $\tau$ in the matrix vary in their value within $T$.

\[
T = t = \tau = \frac{24}{\text{Interval}}
\]  

(6 - 26)

Due to the increase of electricity price at time slot $t$ will result in a confirmed demand decrease at its time interval, the value of on-diagonal units in the electricity price elasticity matrix must be negative or zero (inelasticity model). By contrast, the value of off-diagonal elements must be positive or zero since the price growth in time slot $\tau$ will lead a confirmed increased demand at interval $t$ [241]. It is assumed that the proposed EPEM are operated in a lossless feature to ensure the total energy usage of each customer maintains in the same amount. More specific, a lossless shifting of any interval’s scheduled consumption happens when customers curtail some of their consumption at that interval but redistribute the exact amount of such curtailed
consumption over all or some other intervals. If the overall consumption throughout
the day is to stay lossless (i.e., EPEM is lossless), the previous statement should hold
for all intervals throughout the day describe the mathematical condition for a lossless
EPEM as equation (6-27).

\[
\sum_{t=1}^{T} \text{standard } \epsilon_{t,t} = 0 \quad \forall t \tag{6-27}
\]

Thus, the demand response of each customer at every time slot can be calculated by
EPEM with the different value between customers’ expected price and the price
signal that provided by DNOs. Each row in the electricity price elasticity matrix
indicates the variation of power demand at a selected time slot \( t \) based on the
change of the price at the same time slot \( t \) or any other time slot \( \tau \). Each value of
elasticity in the row is required to multiply the differential between current price
signal and the expected price to calculate the modified power demand [242]. In the
proposed framework, it is assumed that the customer’s expected electricity price is
affected by the real-time wholesale price via a sensitive factor \( \theta \), where this factor
can be experimentally calculated by the historical data of the electricity retailer price
and the wholesale price. Therefore, the customers’ demand response (denoted as
the shifted demand at time slot \( t : P_{sd,t} \)) can be carried out by the equation (6-28) to
(6-31).

\[
[\Delta P] = [EPEM][\Delta p] \tag{6-28}
\]
\[
\Delta p = PS_\tau - \theta \cdot WP_\tau \tag{6-29}
\]
\[
\Delta P = P_{sd,t} - P_{act,t} \tag{6-30}
\]
\[
[P_{sd,t}] = [EPEM][PS_\tau - \theta \cdot WP_\tau] + [P_{act,t}] \tag{6-31}
\]

6.6 Numerical results

In this section, the numerical results are presented to verify the proposed dynamic
pricing framework on the IEEE 6 bus test system. The operating voltage of this
distribution network is arranged as 11KV, and the full power load is 6000 kW with an
average power factor of 0.9. Three loads which are rated at 2000kW are located at
bus2, bus5 and bus6 respectively. The detailed power flow and branch data of IEEE-
6 bus network are given in Appendix D.1 and Appendix D.2. It is assumed that the load demand and generation buses are considered to be separate. Thus, the simulation results of load demand and the usage of transmission facilities are all positive number.

Figure 6-6 Proposed IEEE 6 bus test network

In the proposed framework, the actual demand data of consumers is applied in the simulation process to ensure the high accuracy and precision of the numerical results. To reflect the real electricity demand in the UK, data from National Grid has been employed to represent the normal daily demand curve. Data on January 1, January 2 and January 3 in 2017 from National Grid is applied and has been rescheduled to the expected time resolution. Figure 6-7 shows the demand curve based on each load in the test network. Since the proposed transmission cost allocation approach requires the detailed power flow analysis results, the Newton-Raphson method is applied here for obtaining the required data. After the power flow analysis, the result of the usage rate of each transmission line in the 24 hours' time slot is illustrated in Figure
Then, the transmission cost can be carried out by its corresponding real-time usage rate via equation (6-12). It is assumed that the capacity of transmission lines in the test system equal to 2000kW. There is no specific data to provide an exact and precise number about the cost of transmission network investment. However, based on the experiential data, the value of the assets is assumed as £2,000,000. Meanwhile, the discount rate is assumed as 6.9% per annual and the expected lifespan of the transmission line is assumed as 35 years. After applying the index to the formulation (12), the transmission cost at each load point can be obtained by the corresponding usage rate and shows in Figure 6-9.

![Demand curve in each load](image-url)

**Figure 6-7 Demand curve in each load**
So far, we have obtained the result of cost at each transmission line. Therefore, the final electricity price signal can be carried out by equation $(6-18)$ by the participation.
of real wholesale price (shown in Figure 6-10) and the proposed transmission cost allocation. Based on equation (6-29), to carry out the shifted demand of consumers at different load point, the customer’s expected price should be obtained. In equation (6-29), the expected electricity price can be carried out by the real-time wholesale price via a sensitive factor $\theta$, where this factor equals to 0.4 which is calculated by the historical data of the electricity retailer price and the wholesale price. Now, the final price signal that DNO provides to the consumers at each load point and users’ expected electricity price can be obtained and illustrated in Figure 6-10.

![Figure 6-10 Hourly nodal price at each load point and customers expected price](image)

Figure 6-10 Hourly nodal price at each load point and customers expected price

The customer’s response to the provided price signal is another important study in this paper, where the response can be carried out by previous numerical result via equation (6-28).

Firstly, we need to prepare the electricity price elasticity matrix which is required to simulate the demand response. In the proposed framework, the value of main diagonal elements in the matrix is assumed as -0.2 and the value of off-diagonal elements in the matrix are assumed as 0.033. The electricity price elasticity matrix
applied in the framework is considered as a lossless matrix since the total energy requirement of customers is expected to maintain in the same amount.

**Fig. 6.** Initial demand curve and adjusted demand curve at load 2

**Fig. 7.** Comparison of electricity price signal and initial price at load 2
The following numerical results indicate that the proposed dynamic price signal can successfully curtail the load demand in the peak period. In the demand side, the economic benefits are obtained by the customers who participate in the load reshape process. Figure 6-11 shows the adjusted demand curve and the initial demand curve at load 2. It is indicated that the peak load (around 6 pm) experiences a significant decrease due to the corresponding high electricity price. Due to the lossless characteristic of the electricity price elasticity matrix, the decreased demand will rebound to other off-peak time periods such as 1 pm and 0 am to maintain the total daily energy requirement. Meanwhile, the adjusted electricity price which is illustrated in Fig.7 has significantly decreased in several peak load periods such as 17:00 to 20:00 (drops 1.645p/kWh, 1.964 p/kWh, 1.827 p/kWh and 1.311 p/kWh respectively).

![Initial demand curve and adjusted demand curve at load 5](image)

Figure 6-11 Initial demand curve and adjusted demand curve at load 5
Figure 6-12 Comparison of electricity price signal and initial price at load 5

Figure 6-13 Initial demand curve and adjusted demand curve at load 6
Like the numerical result in load point 2, Figure 6-12 shows the adjusted demand curve and the initial demand curve at load point 5. The adjusted electricity price which is illustrated in Figure 6-13 has significantly decreased in several peak load periods such as 17:00 to 20:00 (drops 2.684 p/kWh, 3.069 p/kWh, 2.331 p/kWh and 1.097 p/kWh respectively). Meanwhile, Figure 6-14 shows the adjusted demand curve and the initial demand curve at load point 6. The adjusted electricity price which is illustrated in Figure 6-15 has significantly decreased in several peak load periods such as 17:00 to 20:00 (drops 2.490 p/kWh, 3.078 p/kWh, 3.456 p/kWh and 3.079 p/kWh respectively).

6.7 Chapter summary

In this chapter, an innovative dynamic-pricing framework is introduced to find out the optimum price signal at each time slot with the global consideration of wholesale market, benefits of power suppliers and customers’ behaviours. Specifically, the definition of different time-vary pricing mechanisms is introduced in section 6.2 to indicate the motivation of the study in this chapter. In the next part, the typical
frameworks of time-varying pricing approach that widely applied in the current electricity market are introduced in section 6.3. The electricity pricing elasticity matrix is introduced in section 6.4 to simulate customers' response to the pricing signals by applying the mathematic approach. The methodology and formulation that used to develop the proposed day-ahead pricing mechanism are indicated in section 6.5. Then, the numerical results extracted from the case study are presented in section 6.6 to verify the efficiency and feasibility of the proposed framework.

Specifically, an innovated use of system charge allocation approach is designed to support the proposed dynamic pricing framework. The approach persuades the efficient usage of the transmission network and postpones the further investment of transmission facilities, thus improving the performance of the operation in distribution systems. The approach is expected to consider the electricity users' contributions of actual usage in each transmission facilities. The appropriate price signal reflects the usage of the transmission system can be achieved by the contributions of two independent pricing mechanisms: 1) cost allocation mechanism supported by power sensitivity analysis; 2) incremental transmission cost mechanism based on the asset of each transmission facility. On the other hand, the user's response to the provided price signal is a matter of considerable concern since it significantly affects the performance of each dynamic pricing framework. In the proposed modelling, the electricity price elasticity matrix (EPEM) is intended to capture the system-level impact of demand response, rather than local effects on a single consumer. The value of elasticity in the matrix can be adjusted to simulate different kinds of energy consumers' response behaviours. In the end, the numerical results successfully verify the proposed dynamic price framework has the capability to rearrange the daily load shape by providing the appropriate price signal to their customers. The numerical results also indicate that the electricity price signal obtained in the paper satisfies the real electricity price (around 0.12GBP/kWh) in current UK market.
Chapter 7
Investigation of the potential conflict between day-ahead distribution network use of system charges and renewable energy production

7.1 Introduction

In the light of the introduction in chapter 3, the traditional electricity retail market is criticized for its low efficiency of demand-side management, especially in improving the penetration of renewable resources and encouraging customers to change their electricity usage behaviour. The primary role of power suppliers in the UK is bridging the gap between the end customers and wholesale electricity markets. More specifically, suppliers purchase power in the wholesale electricity market with variable prices and selling it to their customers at a relatively fixed price [243]. In the UK electricity retail market, power suppliers usually provide their customers with fixed tariffs one or two years in advance. With the consideration of the electricity procurement price in the wholesale market and volatile power demand, the electricity bills of some customers who consume energy during the off-peak period could be significantly higher than the actual procurement price [244]. It is evident
that electricity bill minimization can not only encourage power suppliers to attract more potential customers in the competitive market, but also improve the trade efficiency of the retail electricity market. Many reports have already indicated sustainable power generation costs are already very competitive and fall into the price range of current fossil fuels generation technologies [245]. The European Council has launched the EU’s 2030 projects for reducing the production of greenhouse gases and increasing the penetration of sustainable resources in total energy production. In the UK electricity market, an ambitious environment target also has been initiated to achieve its 2020 renewable energy supply projections through several renewable obligation policies [246]. On the other hand, the development of information technologies triggers the wide application of controllable appliances at the electricity end-user level [24].

However, electricity customers specifically household users are required to pay the fixed price for a single unit of the electricity service regardless of the time of the day or the seasons when they consume the energy. Indeed, several countries have prepared to launch the simple time-varying electricity pricing mechanism in their electricity market. But, the most popular electricity charging models in the market can be generally concluded as two fixed or three fixed-price framework. For instance, the electricity price for a certain customer can be divided by the peak periods rate and off-peak periods rate. The increasing of the peak demand can be decelerated by this variable electricity rates, thus deferring the investment of the new generators and the investment on the network capacity upgrading. It is noted that simple variable electricity rates can be regarded as an efficient approach to affect the customer’s behaviours and achieve an optimum network operation condition when majority electricity consumed in the network is generated by the conventional fossil fuel generators. Due to the environment concerns and the economic incentive from the government policies, renewable energy resources (particular small-scale distributed generations) experience a significant increase in the last decade. The feature characteristic of the renewable energies is difficult to dispatch and predict the output, thus cannot response the varying demand. On the other hand, full capacity generation periods of wind farms or photovoltaics cannot be guaranteed to
match the peak demand of the electricity customers. Under this circumstance, the pre-designed electricity price (such as fixed two rates or three rates) structure cannot fully reflect the real-time relationship between the electricity demand and the generation, particularly from the renewable resources. Therefore, real-time pricing mechanisms are designed and planning for providing the fluctuating and dynamic electricity pricing to the customers, thus achieving a more economic electricity market and efficient operation of power systems. The detailed introduction of a different kind of varying-time pricing mechanism including real-time pricing has been presented in section 6.1 of Chapter 6.

In Chapter 6, the customer response to the day-ahead dynamic pricing scheme is investigated when considering the thermal limitation of the conductors in the distribution networks. In particular, the thermal limitation in chapter 6 is transferred and presented as the dynamic transmission or distribution network usage charges. For example, the high usage of electricity delivering facilities during a certain period incur the relatively high use of system charges at the same time. But, these charges are assessed by each independent transmission or distribution lines. Thus, they are still required to be allocated to each final customer appropriately. To explore the variation of real power flows based on the change of power injection in a specific node, it is important to conduct the sensitivity analysis in power system. Therefore, power transfer distribution factors (PTDFs) is employed in the chapter 6 to apply the power tracing approach in the transmission cost allocation process.

However, the use of system charges is assessed by the expected day ahead customer demand and customer response to the provided price signal is assessed by the fixed electricity price elasticity. Thus, the final trading electricity pricing cannot guarantee system level optimization. In this chapter, a new day-ahead pricing approach is introduced to the optimal design of a day-ahead pricing mechanism for managing distribution network congestion caused by renewable generation. The proposed framework of the day-ahead pricing is designed to minimize customer electricity bills taking account of line thermal constraints resulting from increased penetration of renewable generation. It is assumed that each user is equipped with controllable appliances and a smart meter enabling two-way communications between suppliers
and their customers. Suppliers employ an hourly demand-side management strategy which considers the price signal from distribution network operators (DNOs), distributed generations (DGs) and wholesale market. A weighted average DUoS charge approach is applied in this framework, allowing DNOs to send a cost reflective use of system charge to electricity users in different locations based on their hourly predicted day-ahead power consumption. An optimum day-ahead pricing mechanism has been developed for DGs to manage their renewable resources to achieve revenue reconciliation and maximize generation output. Finally, power suppliers can optimally manage the controllable appliances installed in each end user and balance the energy consumption from the main grid and DGs to minimize the electricity price. Several case studies have been conducted with a modified IEEE-33 bus distribution network, where a large-scale nonlinear optimization programming algorithm is applied to solve the problem.

The remainder of this chapter is organized as follow: Section 7.2 introduces the current challenges for day ahead electricity pricing mechanism and highlight the targets and objectives of the proposed framework. Then, a framework developed for the proposed day-ahead pricing mechanism is presented in 7.3. And, section 7.4 illustrates the numeric results of the proposed day-ahead pricing mechanism. In the end, section 7.5 summaries the chapter.

### 7.2 Current challenges for the day ahead electricity pricing mechanism

In the current electricity market, different incentive-based demand response frameworks are considered as the popular approaches to achieve the target of peak load reduction and increasing the load factor of renewable resources. These frameworks rely on day-ahead pricing scheme which includes for example time of use pricing (ToU), critical peak time pricing (CPP), real-time pricing (RTP). However, those schemes are classified as active demand management method that has failed to meet the new challenges of the increasing application of sustainable energies and customers’ satisfaction [17, 57, 247]. In response to the technology gap, a wide range of literature is dedicated to the implementation of the novel day-ahead tariffs or
dynamic pricing scheme to accomplish the target of customer participating in
demand-side management and improve the economic performance of the power
system. In [24], the trading relationship between customer surplus and supplier
revenue is considered in day-ahead hourly pricing. The proposed mechanism allows
the suppliers to achieve global optimization of their benefits and relieve the effects
of incorporated sustainable variable output sources. A short-term planning
framework was introduced in [248] to provide the optimum bidding strategies for
maximizing the benefits of electricity suppliers. In [249] a two-stage based robust
optimization method to determine the optimum bidding strategy for power suppliers
is proposed. An economic bidding optimization strategy was also addressed in [250]
to achieve the optimum price signal in both day-ahead and real-time markets. Many
authors [23, 24, 248-250] all focused on the optimum electricity price optimization
in the day ahead or intraday market. The effect of different renewable sources and
the application of demand deferral or controllable appliances are also included in
these publications. However, they only considered the economic performance in a
simplified power system and electricity market model. Transmission and distribution
network constraints (e.g. thermal constraints and voltage constraints) and
procurement cost are also expected to be considered in the current deregulated and
complex electricity market. In contrast, a pool-based day ahead pricing mechanism
aims to maximise social welfare as reported in [251]. Power flow constraints and
security constraints are considered in this mechanism, thus the assumption in the
paper is close to the practical situations of real power systems. In [63], the author
focused on the day-ahead electricity clearing market in distribution networks level
since the increasing installation of distributed generations. A distribution locational
marginal pricing (DLMP) was designed in this paper to encourage renewable
resources to participate in the congestion management by the system Volt/VAR
control. Comprehensive research and numerical analysis of the day-ahead market
clearing problem was solved by a two-paper series [252] and [26]. Both producer
revenues and network constraint were considered in a practical day-ahead auction
model established in these papers. IEEE-118 bus and IEEE-300 bus system were
applied to prove the proposed approach can operate in relatively large networks. In
[253], a congestion fund that is received from the electricity customers and used to
compensate for the basic financial transmission right. Similar to [253], a distribution congestion price (DCP) was built in [254] to reflect the real congestion cost and affect the demand response program in the power networks. Many previous works on the day-ahead pricing optimization problem have considered the effect of renewable energy resources (e.g. wind generation and solar energy), demand responses and network constraints thought various mathematical algorithms (e.g. robust optimization approach, mixed-integer nonlinear bilevel program and mixed-integer linear programming). However, few papers consider the distribution network use of system charges as a price signal in the day ahead-market, thus failing to establish a trade-off between the DUoS charge and the energy procurement costs. In addition, the network operation and management costs account for approximately 40% of the retail prices in the current UK electricity market [158]. Therefore, distribution network operators are encouraged to participate in the electricity trading market through a day-ahead network use pricing approach.

Thus, an innovated day-ahead pricing mechanism is presented in this chapter to deal with the mentioned challenges for the day-ahead pricing strategy. The proposed mechanism considers the distribution network use of system (DUoS) charges as a price signal in the day ahead-market, thus establishing a trade-off between the DUoS charges and the energy procurement costs. The proposed concept of day-ahead pricing is designed to minimize customer electricity bills taking account of line thermal constraints resulting from increased penetration of renewable generation.

In particular, the main objectives and aims of this chapter are summarised as follows:

1) A novel usage-based charging mechanism which is designed to account for the day-ahead DUoS charges at each node in the distribution networks is proposed. The approach recognizes the detailed distribution farcicalities usage information at each node to establish an economically efficient DUoS charge allocation.

2) A day-ahead pricing mechanism for the small size distributed generations is introduced. In the UK, policies such as renewable obligation (RO) and non-competitive contracts of differences (CfDs) protect the economic benefits of low carbon electricity generators by determining the strike prices [158]. However, it is
noticed that the strike price of renewable generations is still higher than the wholesale price in most of the trading period. In response to this problem, a day-ahead charge model for pricing the output of distributed renewable generations is introduced. The proposed model is designed to provide the competitive day-ahead price signal in the market, thus not only encouraging the suppliers to voluntarily consume more renewable energy but also ensuring their revenue can cover the investment and operation cost of DGs.

3) It is proposed, for the first time, to consider both feeder thermal constraints and renewable generation as the economic variable factors in the optimization programming by the proposed models which are mentioned in 1) and 2). On the other hand, the electricity usage of all the end-users will be attributed as the generic aggregated domestic load profiles to simplify the simulation.

7.3 Framework developed for the proposed day-ahead pricing mechanism

In the future power system, it is expected that many DGs will be installed in the distribution networks. IRENA reported that the renewable power generation would fall into the price range of current fossil fuel concentrated generations by 2020. Therefore, we can expect that the suppliers voluntarily consume more renewable energy when renewable energy becomes cheaper than fossil fuels in the electricity market. However, the generation of renewable resources is naturally non-shifted due to their special characteristics.

It is difficult to entirely allocate all available capacity of renewable resources in the distribution networks to match the predicted load profiles. The relatively low capacity factor (around 30% in the UK) operation status of DGs results in high procurement cost of renewable resources since the requirement of investment recovery [255]. In this paper, we introduce a novel day-ahead pricing mechanism to consider the benefits of four major participants in the electricity market including the wholesale market, distributed generations, distribution network operators and aggregated demand response of the domestic customers. In the framework, the potential problem of network congestion and distributed generation pricing strategy
are both formulated mathematically. The detailed framework of the proposed mechanism is shown in Figure 7-1. The load profiles and wind speed are extracted from UK historical data taking account of uncertainty and all the data are prepared in the data input module. The proposed day-ahead pricing is formulated within a constrained DC power flow framework. Even though the formulation of DC power flow analysis is linear, both the DUoS charges and renewable energy procurement cost are formulated by nonlinear expressions in this paper. Therefore, nonlinear optimization programming is applied in the framework to achieve the minimized total cost of the combination of DUoS charge and energy procurement costs.

Figure 7-1 Framework for the proposed day-ahead pricing mechanism
Based on the proposed day-ahead DGs pricing mechanism, the low unit procurement cost of power generation from renewable energy sources is achieved when a large amount of the available capacity can be consumed. In response to this situation, we assume that part of the domestic loads such as electric vehicle charging, wash machines and air conditioners are combined as aggregated controllable demand. This allows the suppliers to automatically and optimally reschedule part of the customers’ daily load to match the predicated renewable generation, thus achieving the target of energy procurement cost minimization. To do so, the concept of Levelized Cost of Electricity (LOCE) is employed in the mathematical formulation of the problem [256]. We assume that a generation asset requires the total investment expenditures of $I_0$, where it is designed to functionally operate with $T_l$ years. The main components of investment expenditures are pre-development cost $c^p$, construction cost $c^t$ and infrastructure cost $c^i$, where all three components are described in unit £/kW to adopt the generation asset with different capacity $c_p$. In the operation year $t \in T_l$, the total annual operation and management cost is expressed as $A^t$. And $M_{t,lf}$ represents the produced quantity of electricity in the respective year $t$ in kWh with an average load factor $lf^t$. Then, the function of $I_0$, $M_{t,lf}$ and LOCE can be expressed as show in equation (7-1) to (7-3).

\[
I_0 = (the \ c^p + c^t) \times c_p + c^i \tag{7-1}
\]

\[
M_{t,lf} = lf^t \times c_p \tag{7-2}
\]

\[
\text{LCOE} = \frac{I_0 + \sum_{t=1}^{n} \frac{A_t}{(1 + d)^t}}{\sum_{t=1}^{n} \frac{M_{t,lf}}{(1 + d)^t}} \tag{7-3}
\]

It is indicated in (3) that, for a given generation facility $g$, the real-time price of this renewable generator $LCOE_g$ has a linear relationship with the corresponding usage rate $ur_g$ which is the ratio of real-time generation to its maximum capacity. This relationship is summarised as equation (7-4) for the reason of simplified expression and capacity factor are expressed by (7-5).
\[ LCOE_g = f_{LCOE}(ur_g) \quad (7-4) \]

\[ ur_g(\%) = \left( \frac{p_g}{CP_g} \right) \times 100\% \quad (7-5) \]

The detailed DUoS charges, for the first time, are considered as the economic variables affecting the mechanism of the optimum day-ahead electricity pricing. Firstly, the day-ahead DUoS charging approach which is based on the principle of the incremental transmission pricing model is introduced [61, 62, 237, 238]. The investment cost \( IC \) and the use of system charge are linked by the present value \( PV \) of the certain assets by two economic participants: lifespan of the project \( Y \) and discount rate \( d \). It is assumed that, for a given load growth rate \( r \), the usage of a certain distribution facility \( l \) is \( D \) and the usage rate will reach its maximum capacity \( C \) by the period \( y_l \). Then we will have the equation (7-6) to represent the relationship between them.

\[ C_l = D_l \times (1 + r)^{Y_l} \quad (7-6) \]

Since the capacity of the distribution line and the power flow at a given time are both provided in the scenario, we transfer the formulation to equation (7-7) for future analysis.

\[ Y_l = \frac{\log C_l - \log D_l}{\log(1 + r)} \quad (7-7) \]

The day-ahead DUoS charge is formulated by the variation of the present value of the distribution line \( l \). We assume the benchmark value of current power flow is \( D_{l,B} \), maximum thermal capacity of line \( l \) is \( C_l \) and investment cost of line \( l \) is \( IC_l \). Therefore, the benchmark present value \( PV_{l,B} \) of the facility can be addressed by equation (7-8) and (7-9), then leading to (7-10).

\[ Y_{l,B} = \frac{\log C_l - \log D_{l,B}}{\log(1 + r)} \quad (7-8) \]

\[ PV_{l,B} = \frac{IC_l}{(1 + d)^{Y_{l,B}}} \quad (7-9) \]
\[ PV_{l,B} = \frac{IC_i}{(1 + d) \log \frac{C_l}{D_{LB}}} \]  
\[ (7 - 10) \]

However, the actual present value \( PV_{l,A} \) determined by the real-time usage of the distribution system in a certain time slot \( t \) is normally different from the benchmark present value \( PV_{l,B} \). Like the equation (7-8) to (7-10), the actual usage based present value can be addressed by (7-11).

\[ PV_{l,A} = \frac{IC_i}{(1 + d) \log \frac{C_l}{D_{LA}}} \]  
\[ (7 - 11) \]

Then, the difference between the actual present value \( PV_{l,A} \) and benchmark present value \( PV_{l,B} \) can be formulated in (7-12) to represents the additional charge that is incurred by the network congestion or unexpected heavy load.

\[ \Delta PV_t = PV_{l,A} - PV_{l,B} \]  
\[ (7 - 12) \]

To formulate the proposed day-ahead DUoS charge mechanism, annuity factor and hour factor are considered to covert the \( \Delta PV_t \) to the hourly day-ahead price signal. Therefore, the hourly distribution use of system charge of the distribution line \( l \) at time-slot \( t \) can be expressed in the equation (7-13). We introduce \( UR_t^l(\%) \) in the equation (7-14) to represent the ratio of real-time \( (t) \) usage of distribution line \( l \) to its maximum capacity \( cp_l \). Apparently, the \( DUoS_t^l \) will be only affected by the variation of the usage rate of the chosen distribution line. Therefore, we summarize the mathematical relationship between the day-ahead DUoS charge and its related usage rate by (7-15).

\[ DUoS_t^l = \Delta PV_t \times \text{annuity}_{factor} \times \text{hour}_{factor} \]
\[ (7 - 13) \]
\[ UR_l^f (\%) = \left( \frac{D_{l,A}}{c_p_l} \right) \times 100\% \quad (7-14) \]

\[ DUoS_l^f = f_{DUoS}(UR_l^f) \quad (7-15) \]

\[ annuity_{factor} = \frac{(1 - (1 + d)^{-Y_{l,B}})}{d} \quad (7-16) \]

where annuity factor can be calculated by the corresponding data by (7-16). Since the benchmark time slot in this paper is suggested as one hour, the annuitized DUoS charge will be reduced to the hourly value through multiplying it by hourly factor.

The proposed day-ahead DUoS charge approach can provide an accurate price signal by the real-time power flow in the distribution lines and ensure the corresponding charge can fairly cover the investment cost. However, each distribution line in the power system will provide its unique price signal determined by its real-time usage rate. And, each aggregated load point only needs to pay the DUoS charges for the distribution lines that are used to deliver energies. Therefore, each price signal of the DUoS charge is only allocated to the related load points for cost-reflective pricing.

The power flow tracing algorithm (PFT) and power transfer distribution factors (PTDFs) are employed to achieve the proposed fair DUoS charge allocation approach. PTDFs provide the sensitivity of the active power flow through line \( l \) with respect to an additional power injection in node \( i \) and withdrawal at node \( j \), where the definition of PTDFs is shown in (7-17).

\[ PTDF_{i-j}^l = \frac{\Delta P_{i,j}^l}{\Delta P_{i,j}} \quad (7-17) \]

In (17), \( \Delta P_{i,j}^l \) represents the change in power flow through line \( l \) due to the power transaction between node \( i \) and \( j \) and \( \Delta P_{i,j} \) represents power transaction between node \( i \) and \( j \). Therefore, the power flow of a chosen distribution line \( k \) can be expressed by (7-18) through the PTF and PTDFs respectively.
\[ L_k = \sum_{g}^{G} \sum_{n}^{N} PTDF_{g-n}^k \times (P_g - D_n) \quad (7-18) \]

where \( P_g \) represents the power generation from the main grid or DGs and \( D_n \) represents the demand in node \( n \).

\[ DUoS_n^t = \sum_{t}^{T} \sum_{n}^{N} f_{DUoS} \left( \frac{PTDF_{g-n}^l \times (P_g - D_n)}{\sum_{g}^{G} \sum_{l}^{L} PTDF_{g-n}^l \times (P_g - D_n)} \right) \quad (7-19) \]

The objective of this work is to minimize the global electricity bills of all customers. Therefore, the target of the power suppliers is to minimize the total energy procurement cost and distribution network use of system charge. The objective function is expressed in (7-20).

\[ \text{Minimize } TC = \sum_{t=1}^{T} \left[ (P_{wg}^t \times c_{wg}^t) + \sum_{rg}^{RG} (P_{rg}^t \times p_{rg}^t) + \sum_{n=1}^{N} DUoS_n^t \right] \quad (7-20) \]

In (7-20), \( P_{wg}^t \) represents the amount of energy purchased from the wholesale market with the corresponding price \( c_{wg}^t \) and \( P_{rg}^t \) represents the amount of energy purchased from DGs with the corresponding price \( p_{rg}^t \). Then, the (7-13) to (7-20) can be reorganized together and expressed as (21) of the proposed objective.

\[ \text{Minimize } TC = \sum_{t=1}^{T} \left[ (P_{wg}^t \times c_{wg}^t) + \sum_{rg}^{RG} (P_{rg}^t \times p_{rg}^t) + \sum_{n=1}^{N} DUoS_n^t \right] \]

\[ = \sum_{t=1}^{T} (P_{wg}^t \times c_{wg}^t) + \sum_{rg}^{RG} \left( P_{rg}^t \times f_{LCOE} \left( \frac{P_{rg}^t}{C_{rg}^t} \right) \right) \]

\[ + \sum_{n=1}^{N} \sum_{l=1}^{L} f_{DUoS} \left( \frac{PTDF_{wg-n}^{l-i} \times (P_{wg}^t - D_{n})}{\sum_{wg}^{WG} \sum_{l=1}^{L} PTDF_{wg-n}^{l} \times (P_{wg}^t - D_{n})} \right) \]

\[ + \sum_{n=1}^{N} \sum_{l=1}^{L} \sum_{i=1}^{I} f_{DUoS} \left( \frac{PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n})}{\sum_{rg}^{RG} \sum_{l=1}^{L} PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n})} \right) \]

\[ + \epsilon_{rg}^t \sum_{rg}^{RG} \sum_{l=1}^{L} PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n}) \]

\[ = \sum_{t=1}^{T} \left[ (P_{wg}^t \times c_{wg}^t) + \sum_{rg}^{RG} \left( P_{rg}^t \times f_{LCOE} \left( \frac{P_{rg}^t}{C_{rg}^t} \right) \right) \right] \]

\[ + \sum_{n=1}^{N} \sum_{l=1}^{L} \sum_{i=1}^{I} f_{DUoS} \left( \frac{PTDF_{wg-n}^{l-i} \times (P_{wg}^t - D_{n})}{\sum_{wg}^{WG} \sum_{l=1}^{L} PTDF_{wg-n}^{l} \times (P_{wg}^t - D_{n})} \right) \]

\[ + \sum_{n=1}^{N} \sum_{l=1}^{L} \sum_{i=1}^{I} f_{DUoS} \left( \frac{PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n})}{\sum_{rg}^{RG} \sum_{l=1}^{L} PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n})} \right) \]

\[ + \epsilon_{rg}^t \sum_{rg}^{RG} \sum_{l=1}^{L} PTDF_{rg-i}^{l} \times (P_{rg}^t - D_{n}) \]
\[
\sum_{g=1}^{G} \sum_{n=1}^{N} PTDF_{g-n}^k \times (P_g - D_n) < \text{Limit}_k
\]  \hspace{1cm} (7-21a)

\[
\mu \times D_{n,\text{exp}}^t \leq D_n^t \leq D_{n,\text{exp}}^t
\]  \hspace{1cm} (7-21b)

\[
P_{rg}^t \leq CP_{rg}^t
\]  \hspace{1cm} (7-21c)

\[
\sum_{t=1}^{T} D_n^t = \sum_{t=1}^{T} D_{n,\text{exp}}^t
\]  \hspace{1cm} (7-21d)

\[
\sum_{n=1}^{N} D_n^t = \sum_{wg} P_{wg}^t + \sum_{rg} P_{rg}^t ; \quad t \in \forall T
\]  \hspace{1cm} (7-21e)

Since we assume the benchmark power flow direction refers to the main grid, a correction factor \( \varepsilon_{rg}^t \) is introduced in (7-21) to revise the potential opposite direction issues. In the constraints (7-21b) \( \mu \) represents the ratio of the aggregated controllable demand to the total predicted load demand.

**7.4 Case study**

The single line diagram of the IEEE 33-node distribution network shown Figure 7-2 is used in the case study. An 8 MW wind turbine is connected to the distribution network at node 30. The detailed power flow and branch data of IEEE-33 bus distribution system are given in Appendix B.1 and Appendix B.2.
We consider two types of domestic customers in the case study to implement sensitive load analysis. The first type of customers is dual bill customers who consume gas to support their heating appliance. The second type customers are electricity bill only, who use electricity for space heating and located in nodes 19 to 22. Both types of customers will have a baseload profile which is suggested by the average electricity usage profiles from the UK [257-259]. The baseload profile is shown in Figure 7-3. The detailed baseload profile is given in Appendix B.3.

A random factor $\sigma$ is introduced to implement the uncertainty of load profiles and random factor $\omega$, an integer, is used to reflect the energy requirement for heating.
fluctuation of different customers is within 40% and the averaged electricity usage for supplement heating requirement by a typical household is within 2.5 kW. Therefore, for a certain customer $c$, the $\sigma_c$ is randomly chosen from -0.2 to 0.2 and assigned to corresponding customer $c$. Like $\sigma_c$, $\omega_c$ is randomly chosen from 0 to 5 and base heating level $hl$ is assumed as 0.5kW. Mathematical formulation of two types customer are expressed in (7-23) and (7-24).

$$\text{load (type 1)} = \sum_{c=1}^{c} \text{baseload} \times (1 + \sigma_c) \quad (7 - 23)$$

$$\text{load (type 2)} = \sum_{c=1}^{c} \text{baseload} \times (1 + \sigma_c) + hl \times \omega_c \quad (7 - 24)$$

We assume each node has 1000 domestic customers and each customer has its unique load profiles that can be sequentially produced by (23) and (24). Therefore, the predicted load profile of each node can be accumulated and shown in Figure 7-4. To take account of the investment and related O&M costs in the proposed day-ahead renewable generation pricing mechanism, the data sourced from the UK government is applied to ensure accuracy and precision.

<table>
<thead>
<tr>
<th>Investment and O&amp;M cost list of wind turbine</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maximum capacity</strong></td>
</tr>
<tr>
<td><strong>Infrastructure cost</strong></td>
</tr>
<tr>
<td><strong>Unit pre-development cost</strong></td>
</tr>
<tr>
<td><strong>Unit construction cost</strong></td>
</tr>
<tr>
<td><strong>Fixed O&amp;M cost</strong></td>
</tr>
<tr>
<td><strong>Variable O&amp;M cost</strong></td>
</tr>
<tr>
<td><strong>Discount rate</strong></td>
</tr>
<tr>
<td><strong>Expected operation year</strong></td>
</tr>
</tbody>
</table>
The department for business, energy & industrial Strategy (BEIS) published the electricity generation costs reported and divided the levelized cost of generation into different kinds of renewable resources. And each resource has three potential installation cost levels. The data referred to in this paper is for onshore wind farm model with the medium installation cost level. The detailed numbers are shown in Table 7-1.

The proposed function $f_{\text{LCOE}}(u_{r_d})$ can be obtained by inserting detailed economic data of the wind turbine that is described above into (1) to (5). The relationship between the real-time usage rate of the wind turbine and the corresponding price signal is shown in Figure 7-5.

![Figure 7-4 Predicted load profiles](image-url)
The relationship between unit generation price and real-time usage rate of the wind turbine

Non-linear optimization programming is applied to process the proposed simulation in MATLAB. Two different scenarios are considered in the simulation: 1) neglecting the network constraints and the DUoS charge in the day-ahead electricity market and 2) considering the proposed day-ahead DUoS charge in the day-ahead electricity market. The first scenario can provide information of the potential network congestion problems since network constraints and day-ahead DUoS are neglected in this case. However, in scenario 2, both factors are considered to prove high price signal of DUoS produced by the proposed mechanism to relieve and manage the congestion issues in scenario 1.

7.4.1 Case study 1 (neglecting network constraints)

In this scenario, the system performance neglecting network constraints is investigated. Figure 7-6 indicates that the peak demand which occurs between 18:00 and 22:00 is successfully shifted to the off-peak period. Due to the low wholesale price and low base load during the period from 2:00 to 6:00, the shifted loads are concentrated in this period.

Figure 7-5 The relationship between unit generation price and real-time usage rate of the wind turbine
Suppliers choose to consume all available renewable energy since no high DUoS charge will be triggered during this scenario and a relatively low unit generation price signal will be provided by DGs when they implement the proposed day-ahead renewable generation pricing approach. However, the full consumption of the available renewable resources results in a high line usage rate in some circumstances. Figure 7-7 demonstrates the potential network congestion issues in scenario 1. It is indicated that some distribution facilities including line 5 to line 15, line 23 and line 29 exceed or reach their thermal limit.

The optimization programme in scenario 1 neglects network constraints and DUoS charge. In this scenario the nodal DUoS charges are calculated using the proposed economically efficient DUoS allocation approach. It can be observed from Figure 7-8 that domestic customers in several nodes suffer relatively high DUoS charges. In some extreme circumstances the unit DUoS charge will exceed 10p/kWh.
usage rate of each line by time-series (scenario 1)

![Chart showing usage rate of each line by time-series.](chart1.png)

Figure 7-7 Usage rate of each line by time-series in scenario 1.

DUoS charge of each node by weighted average approach (scenario 1)

![Chart showing DUoS charge of each node.](chart2.png)

Figure 7-8 DUoS charge of each node in scenario 1.

From Figure 7-9 it is noted that the unit electricity generation price of the wind farm (line with cross) is lower than the wholesale electricity price (line with circle) when it
operates on full capacity. However, the high usage rate of lines in the distribution network leads to high DUoS charge (line with asterisk).

On the other hand, the blue line represents the sum of the weighted average energy procurement cost and DUoS charge and the red line represents the sum of wholesale market energy procurement cost and DUoS charge. From the comparison of these two lines, we can observe that the high DUoS charge counteracts the promotion of low renewable energy procurement cost and results in weak performance of electricity bill reduction.

7.4.2 Case study 2 (considering network constraints)
All proposed mechanisms and approaches are implemented in this scenario. It is clear that the day-ahead DUoS charge approach has successfully limited the consumption of renewable resources when high consumption leads to the high network congestion charge. Figure 7-10 demonstrates that the system still has the motivation to consume more renewable resources due to its low unit electricity price. However, the optimization result shows that the system is also encouraged to achieve a balance

![Figure 7-9 The performance of different price signal in scenario 1.](image)
between the high-price signal from the DUoS charge and the low-price signal from the renewable generations.

Figure 7-10 Energy consume from two sources and the variation of load profile (scenario 2)

In Figure 7-11 and Figure 7-12, it is observed that the usage rate of each distribution line and the weighted average DUoS charge at each node is relieved in this scenario.

Figure 7-11 Usage rate of each line by time-series in scenario 2.
Figure 7-12 DUoS charge of each node in scenario 2.

The maximum usage rate reduces to 75% and most of the lines have a fair usage rate from 30% to 50%. On the other hand, the maximum DUoS charge reduces to 5p/kWh, and most of the DUoS charges at different nodes reduce to a relatively low number. In scenario 2, the proposed day ahead pricing mechanism has successfully optimized the load profiles.

Figure 7-13 The performance of different price signal in scenario 2.
From Figure 7-13 it is noted that the average DUoS charges are limited to a low level. The optimized price signal (the sum of weighted average energy procurement cost and DUoS charge) is significantly lower than the sum of wholesale market energy procurement cost and the DUoS charge.

### 7.4.3 Discuss of the numerical results

In this section, both the system-level and local-level results comparison are demonstrated to highlight the benefits and achievements of the proposed day-ahead pricing mechanism.

![Average daily DUoS charge at each node](image.png)

Figure 7-14 Average daily DUoS charge at each node
Figure 7-15 Comparison of optimized price signal of two scenarios

Firstly, the focus is on the system-level performance of the two scenarios, where the weighted average DUoS charge of all nodes in the system is calculated. In Figure 7-14, it is indicated that the average DUoS charges of each node are significantly reduced by the implementation of the proposed day-ahead day ahead pricing mechanism compared to scenario 1.

Figure 7-16 Time varying usage rate at line 7
Figure 7-17 Time varying usage rate at line 19

Figure 7-18 Time varying usage rate at line 22
On the other hand, Figure 7-15 shows that scenario 2 also provides a better performance of the final price signal that represents the sum of the energy procurement costs and the DUoS charges. The performance of the proposed approach at the local level is also investigated. Four nodes located in different areas in the system are selected to demonstrate the detailed performance at local level. Figure 7-16 to Figure 7-19 indicate that the line usage rates of these four nodes also experience a significant decrease by the implementation of the new approach. Figure 7-20 to Figure 7-23 indicate that domestic customers at nodes 7, 17, 22 and 29 all receive lower electricity signal compared to scenario 1.
Figure 7-20 Time varying price signal at node 7

Figure 7-21 Time varying price signal at node 17
Figure 7-22 Time varying price signal at node 22

Figure 7-23 Time varying price signal at node 29
7.5 Chapter summary

In this chapter, an innovated day-ahead pricing mechanism is proposed to deal with the potential conflict between the distribution use of system charges and renewable energy production. Based on the study in Chapter 6, the proposed framework in this chapter is designed to minimize customer electricity bills taking account of line thermal constraints resulting from increased penetration of renewable generation. Specifically, the challenges of current day-ahead pricing mechanism are introduced in section 7.2 to highlight the motivation of the study in this chapter. In the next part, the methodology and formulation that used to develop the proposed day-ahead pricing mechanism are indicated in section 7.3. Then, the numerical results extracted from the case study are presented in section 7.4 to verify the efficiency and feasibility of the proposed framework.

The study in this chapter has investigated the potential conflict between the price signals provided by renewable resources and the DUoS charge. The problem has formulated as a large-scale nonlinear optimisation problem. The results of the case study prove that the proposed day-ahead pricing mechanism has the capability to relieve the peak demand and provide domestic customers with a lower electricity price signal. Also, the framework ensures each customer receives an economically efficient cost reflective price signal at each time slot. Specifically, for a given time, the utilisation of each facility in the distribution network can be determined by power flow analysis. Based on the proposed day-ahead DUoS charge approach, each facility will provide its unique price signal that is determined by its real-time usage rate. Since different nodes share the total usage of a given facility, the price signal will be assigned to each node based on their contribution to the utilisation of the facility. Finally, for each node, the various price signals provided by various facilities are combined to produce a single tariff by a weighted average approach. The proposed mechanism provides hourly a day-ahead use of system charge signal to each node based on predicted demand. The total revenue of the DUoS charges covers the infrastructure investment and operation cost of distribution networks. In contrast to fixed or two-rates (peak and off-peak) DUoS charge approaches which are applied in the current electricity market, the proposed day-ahead charging method could
provide more accurate and precise time-varying price signals of the network usage. On the other hand, the mechanism can also encourage the consumption of more renewable resources while taking account of the potential of exceeding thermal limits of distribution network facilities. Since voltage constraints in the distribution network are also a vital index that is should be considered in the system operation, this work will be expanded to explore this aspect using an AC model in the future research.
Chapter 8

Conclusions and Future Work

The aim of the research in this thesis is the optimal design and planning of distribution systems by using innovative mechanisms and technologies such as active demand-side participation tools, network reconfiguration technologies, dynamic pricing mechanisms and day-ahead pricing mechanisms.

This chapter provides an overview of the research work in this thesis, and a summary of the main objectives that achieved in this thesis is listed in section 8.1. Then, the main contributions of this thesis are summarized in section 8.2. In addition, the potential of research directions and future work are also suggested in section 8.3.
8.1 Main objectives accomplished

Two main targets have been addressed in the research work of this thesis. First, an innovative pricing mechanism and an innovative day-ahead pricing mechanism have been established to systematically address the impact of high penetration of DERs and network congestion problems by considering dynamic DUoS charges and dynamic renewable prices. Then, an optimization framework has been designed to deal with the optimal CSS problem. To this end, the following objectives have been accomplished in accordance with the aims and objectives of the research:

1. Development of a dynamic DUoS charging mechanism

The proposed DUoS charging mechanism has the capability to provide a precise price signal based on the real-time power flow in distribution lines and to ensure that the corresponding charges can completely cover the network investment and O&M costs. In particular, each distribution line or cable in a power system will provide its unique price signal based on its real-time usage rate. Customers located in the same feeder only need to pay the DUoS charges for the distribution lines that are used to provide their electricity delivery service. Therefore, each price signal of the DUoS charge is only allocated to the related load points, thus allowing cost-reflective pricing. The power flow tracing (PFT) algorithm and the power transfer distribution factors (PTDFs) are employed to achieve the proposed DUoS charging mechanism.

2. Development of a dynamic charging model for pricing the output of distributed renewable generations

A dynamic charging model for pricing the output of distributed renewable generators has been developed to provide dynamic tariffs for RESs based on their real-time generation output. Moreover, the tariffs provided by this model have the capability to cover the investment costs of the generators and the relevant O&M costs. In particular, the tariffs decrease when the distribution system can consume more available generation from the DERs, and the tariffs increase when the distribution system decides to curtail the
generation of DERs. Thus, based on this model, attempting to consume all available generation during a wind blowing or sunshine period can produce relative electricity tariffs for DERs.

3. **Development of an electricity price elasticity matrix to capture the system-level customer response to a provided price signal**

An electricity price elasticity matrix (EPEM) has been developed to capture the system-level impact of demand response rather than the local effects on a single consumer. The value of elasticity in the matrix can be adjusted to simulate different kinds of response behaviours by energy consumers. In the end, the numerical results successfully verify that the proposed dynamic price framework has the capability to rearrange the daily load shape by providing appropriate price signals to customers.

4. **Carried out general numerical studies.**

The above mechanisms, algorithms and frameworks have been applied to general scenarios and cases that were created based on the IEEE Test System, with considerations of the constraints of power system operation.

### 8.2 Main contributions

According to the aim and objectives proposed for the research work at the beginning of thesis, the main contributions are summarised and reiterated as follows. Together with the main objectives accomplished in the research work and the key conclusion inferred from the numerical analysis, this thesis has made some innovations and bridged certain research gaps. These include optimization algorithm to deal with the CSS problem in distribution systems with a high penetration of distributed generation, innovative dynamic pricing framework for demand response considering the thermal limitation, GA-based network reconfiguration technology to determine the optimal topology considering the integration of DERs, novel day-ahead pricing mechanism for managing distribution network congestion caused by the increasing application of renewable generation. In addition, the performance of the approaches and
mechanisms have been assessed and illustrated by thorough numerical case studies. Ultimately, this thesis has established a comprehensive framework for optimal designing and planning an intelligent distribution network. The main contributions of this thesis are listed below.

- **Development of a GA-based network reconfiguration technology to determine the optimal topology considering the integration of DERs**

  A genetic-algorithm-based distribution network reconfiguration approach has been developed to determine the optimal topology in advance at each hour considering the predicted data of load demand and available output of the distributed generators. The numeric results suggest that the developed GA approach has the capability to determine the optimal network topology to achieve the minimization of power losses while considering varying DER generation and demand-side participation.

- **Development of an optimization algorithm to deal with the CSS problem in distribution systems with a high penetration of distributed generation**

  A hybrid optimization algorithm has been developed to deal with the CSS problem in distribution systems with a high penetration of distributed generation. In particular, the proposed algorithm contains two main mechanisms: an AC optimal power flow study and an adaptive genetic algorithm (AGA). The AGA is applied as the primary optimization mechanism that is responsible for collecting the simulation results from the AC-OPF, exploring the best individual and updating the evolution strategy of the approach. Double adaptive crossover rates, hybrid fitness values and self-adaptive mutation operators are innovatively applied in the AGA. Instead of the normal single fitness value structure in the standard GA approach, a hybrid fitness value is designed for the SSC problem because the individual with the optimal fitness value also must satisfy the network constraints at the same time. In the end, the AC-OPF is responsible for accessing the minimum energy costs of each individual in the population of every iteration.
The numerical results demonstrated that the proposed optimum CSS approach has the capability to allocate the suitable conductor type from the given inventories to each branch in the network, thus minimizing the sum of all conductor life-cycle costs, power losses costs and the total energy procurement costs. In particular, the study results of the 33-bus network and the 69-bus network indicate that the proposed adaptive genetic algorithm has the capability to provide a more efficient and effective way to solve the new challenge in the CSS problem than the standard genetic algorithm. In particular, 25% and 29% total costs saving are achieved separately by the proposed approach in two different distribution networks. More important, the potential economic conflict between the investment of conductors and the renewable recourses curtailment costs is firstly considered in the CCS problem. On the other hand, the proposed approach employs a comprehensive conductor investment and O&M pricing model to provide precise and practical study results.

- **Development of an innovative dynamic pricing framework for demand response considering the thermal limitation**

An innovative dynamic-pricing framework has been developed to determine the optimal price signal at each time slot with considerations of the wholesale market, the economic benefits of power suppliers and the behaviours of customers. Specifically, an innovative use of system charge allocation approach was introduced to support the proposed dynamic pricing framework. The electricity price elasticity matrix and the dynamic DUoS charging mechanism were incorporated into this framework to capture the response of customers to price signals and to provide the dynamic price signals caused by potential network congestion.

In the end, the numerical results successfully verify the proposed dynamic price framework has the capability to rearrange the daily load shape by providing the appropriate price signal to their customers. The numerical results also indicate that the electricity price signal obtained in the paper satisfies the real electricity price (around 0.12GBP/kWh) in current UK market.
• Development of an innovative day-ahead pricing mechanism for managing distribution network congestion caused by the increasing application of renewable generation

An innovative day-ahead pricing mechanism has been applied to the optimal design of a day-ahead pricing mechanism for managing distribution network congestion caused by renewable generation. The proposed framework of day-ahead pricing has the capability to minimize the electricity bills of customers by considering line thermal constraints resulting from the increased penetration of renewable generation. The proposed optimum day-ahead pricing mechanism has been validated through the IEEE-33 bus Test System by a large-scale nonlinear optimization programming algorithm (sequential quadratic programming).

The numerical results demonstrated that the proposed optimum day-ahead pricing mechanism efficiently reduce the mismatch between the RES generation and demand profiles and relieve the network congestion problems during both peak demand or peak generation periods. Moreover, DNOs are able to use the proposed framework to provide the optimized time-based electricity price to their customers for changing the time and amount that customers consume the electricity, thus avoiding the curtailment of RES or high DUoS charge.

8.3 Future Work

In spite of the best efforts undertaken in this work to make innovations and bridge some research gaps through, an exhaustive exploration has not by any means been done for the constantly developing topic of this thesis. There is always great room for future work, such as improvements for the research work that has been done and
parallel projects on similar research topics that are inspired by the research work. Potential future work is therefore suggested as follows.

1. **To incorporate concerns about short-circuit currents into the proposed CSS framework**

   The high penetration of DGs will significantly change the short-circuit currents through distribution systems. Thus, the potential cost conflict between conductor life-cycle costs and the costs of renewable resource curtailment is not the only optimization problem in the CSS process. From the view of network protection, the potential conflict between the costs of second circuit breaks and the costs of upgrading conductors is worth being investigated. Finally, DNOs can comprehensively consider the optimization results from 1) the research that focuses on the costs of protection devices and conductor upgrading costs and 2) our research that focus on the costs of DG curtailment and conductor life-cycle costs and decide on the optimal design and planning strategy for a distribution network.

2. **To incorporate EVs and ESSs into distribution network design and planning**

   The development of high-capacity electric vehicle charging stations and electrical storage systems also affects the planning of distribution networks. In particular, several countries have launched plans to eliminate the usage of fossil-fuel-based vehicles and encourage citizens to purchase electric vehicles. If electric vehicles dominate the market, normal household electricity demands will significantly increase, especially during peak demand periods such as 7:00 PM-12:00 PM. The conductor size selection problem is expected to consider those technologies.

3. **To consider voltage constraints as a new price signal to relieve network congestion problems**

   The dynamic DUoS charging mechanism designed in this thesis has the capability to provide precise price signals that reflect the real-time usage of distribution systems. Dynamic DUoS charges are determined by the actual
usage, with considerations of the network investment costs and the O&M costs. Thus, network thermal limitation concerns can be relieved by increasing the DUoS charge. Then, customers are expected to reduce energy consumption during peak demand periods due to the high DUoS charge. However, a high penetration of DERs in a distribution system may increase the voltage at the connection points during peak generation periods. Moreover, customers may increase their energy consumption during low electricity tariff periods, for example, by applying dynamic DER pricing mechanisms during periods of wind blowing or sunshine, thus resulting in a potential problem voltage drop among some feeders. Indeed, various voltage regulation tools and mechanisms can be applied to relieve the potential voltage increase and drop problem. Similar to the proposed dynamic DUoS charging mechanism, voltage constraints can also be developed as a price signal to affect the energy consumption behaviours of customers.
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A. Power flow data and branch data for 37 bus distribution system

A.1 Branch data for 37 bus distribution system

<table>
<thead>
<tr>
<th>Node A</th>
<th>Node B</th>
<th>Length(ft.)</th>
<th>Config.</th>
</tr>
</thead>
<tbody>
<tr>
<td>701</td>
<td>702</td>
<td>960</td>
<td>722</td>
</tr>
<tr>
<td>702</td>
<td>705</td>
<td>400</td>
<td>724</td>
</tr>
<tr>
<td>702</td>
<td>713</td>
<td>360</td>
<td>723</td>
</tr>
<tr>
<td>702</td>
<td>703</td>
<td>1320</td>
<td>722</td>
</tr>
<tr>
<td>703</td>
<td>727</td>
<td>240</td>
<td>724</td>
</tr>
<tr>
<td>703</td>
<td>730</td>
<td>600</td>
<td>723</td>
</tr>
<tr>
<td>704</td>
<td>714</td>
<td>80</td>
<td>724</td>
</tr>
<tr>
<td>704</td>
<td>720</td>
<td>800</td>
<td>723</td>
</tr>
<tr>
<td>705</td>
<td>742</td>
<td>320</td>
<td>724</td>
</tr>
<tr>
<td>705</td>
<td>712</td>
<td>240</td>
<td>724</td>
</tr>
<tr>
<td>706</td>
<td>725</td>
<td>280</td>
<td>724</td>
</tr>
<tr>
<td>707</td>
<td>724</td>
<td>760</td>
<td>724</td>
</tr>
<tr>
<td>707</td>
<td>722</td>
<td>120</td>
<td>724</td>
</tr>
<tr>
<td>708</td>
<td>733</td>
<td>320</td>
<td>723</td>
</tr>
<tr>
<td>708</td>
<td>732</td>
<td>320</td>
<td>724</td>
</tr>
<tr>
<td>709</td>
<td>731</td>
<td>600</td>
<td>723</td>
</tr>
<tr>
<td>709</td>
<td>708</td>
<td>320</td>
<td>723</td>
</tr>
<tr>
<td>710</td>
<td>735</td>
<td>200</td>
<td>724</td>
</tr>
<tr>
<td>710</td>
<td>736</td>
<td>1280</td>
<td>724</td>
</tr>
<tr>
<td>711</td>
<td>741</td>
<td>400</td>
<td>723</td>
</tr>
<tr>
<td>711</td>
<td>740</td>
<td>200</td>
<td>724</td>
</tr>
<tr>
<td>713</td>
<td>704</td>
<td>520</td>
<td>723</td>
</tr>
<tr>
<td>714</td>
<td>718</td>
<td>520</td>
<td>724</td>
</tr>
<tr>
<td>720</td>
<td>707</td>
<td>920</td>
<td>724</td>
</tr>
<tr>
<td>720</td>
<td>706</td>
<td>600</td>
<td>723</td>
</tr>
<tr>
<td>727</td>
<td>744</td>
<td>280</td>
<td>723</td>
</tr>
<tr>
<td>730</td>
<td>709</td>
<td>200</td>
<td>723</td>
</tr>
<tr>
<td>733</td>
<td>734</td>
<td>560</td>
<td>723</td>
</tr>
<tr>
<td>734</td>
<td>737</td>
<td>640</td>
<td>723</td>
</tr>
<tr>
<td>734</td>
<td>710</td>
<td>520</td>
<td>724</td>
</tr>
<tr>
<td>737</td>
<td>738</td>
<td>400</td>
<td>723</td>
</tr>
<tr>
<td>738</td>
<td>711</td>
<td>400</td>
<td>723</td>
</tr>
<tr>
<td>744</td>
<td>728</td>
<td>200</td>
<td>724</td>
</tr>
<tr>
<td>744</td>
<td>729</td>
<td>280</td>
<td>724</td>
</tr>
<tr>
<td>775</td>
<td>709</td>
<td>0</td>
<td>XFM-1</td>
</tr>
<tr>
<td>799</td>
<td>701</td>
<td>1850</td>
<td>721</td>
</tr>
</tbody>
</table>
A.2 Underground cable data used for 37 bus distribution system

<table>
<thead>
<tr>
<th>Config.</th>
<th>Phasing</th>
<th>Cable</th>
<th>Spacing ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>721</td>
<td>A B C</td>
<td>1,000,000 AA, CN</td>
<td>515</td>
</tr>
<tr>
<td>722</td>
<td>A B C</td>
<td>500,000 AA, CN</td>
<td>515</td>
</tr>
<tr>
<td>723</td>
<td>A B C</td>
<td>2/0 AA, CN</td>
<td>515</td>
</tr>
<tr>
<td>724</td>
<td>A B C</td>
<td>#2 AA, CN</td>
<td>515</td>
</tr>
</tbody>
</table>

A.3 Loads data for 37 bus distribution system

<table>
<thead>
<tr>
<th>Node</th>
<th>Load</th>
<th>Ph-1 Model</th>
<th>Ph-1 kW</th>
<th>Ph-1 kVar</th>
<th>Ph-2 kW</th>
<th>Ph-2 kVar</th>
<th>Ph-3 kW</th>
<th>Ph-3 kVar</th>
<th>Ph-4 kW</th>
<th>Ph-4 kVar</th>
</tr>
</thead>
<tbody>
<tr>
<td>701</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>140</td>
<td>70</td>
<td>140</td>
<td>70</td>
<td>350</td>
<td>175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>712</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>713</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>714</td>
<td>D-I</td>
<td>D-I</td>
<td>17</td>
<td>8</td>
<td>21</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>718</td>
<td>D-Z</td>
<td>D-Z</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>720</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>722</td>
<td>D-I</td>
<td>D-I</td>
<td>0</td>
<td>0</td>
<td>140</td>
<td>70</td>
<td>21</td>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>724</td>
<td>D-Z</td>
<td>D-Z</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>725</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>727</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>728</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>42</td>
<td>21</td>
<td>42</td>
<td>21</td>
<td>42</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>729</td>
<td>D-I</td>
<td>D-I</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>730</td>
<td>D-Z</td>
<td>D-Z</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>731</td>
<td>D-Z</td>
<td>D-Z</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>732</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>733</td>
<td>D-I</td>
<td>D-I</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>734</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>735</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>736</td>
<td>D-Z</td>
<td>D-Z</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>737</td>
<td>D-I</td>
<td>D-I</td>
<td>140</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>738</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>126</td>
<td>62</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>740</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>741</td>
<td>D-I</td>
<td>D-I</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>742</td>
<td>D-Z</td>
<td>D-Z</td>
<td>8</td>
<td>4</td>
<td>85</td>
<td>40</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>744</td>
<td>D-PQ</td>
<td>D-PQ</td>
<td>42</td>
<td>21</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Total |         | 727      | 357      | 639      | 314      | 1091     | 530      | 0         | 0         |
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A.4 Predicted load profiles for 37 bus distribution system

1) PART 1

<table>
<thead>
<tr>
<th>Node</th>
<th>00:00</th>
<th>1:00</th>
<th>2:00</th>
<th>3:00</th>
<th>4:00</th>
<th>5:00</th>
<th>6:00</th>
<th>7:00</th>
<th>8:00</th>
<th>9:00</th>
<th>10:00</th>
<th>11:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.054</td>
<td>0.275</td>
<td>0.168</td>
<td>0.197</td>
<td>0.238</td>
<td>0.259</td>
<td>0.158</td>
<td>0.186</td>
<td>0.232</td>
<td>0.159</td>
<td>0.212</td>
<td>0.168</td>
</tr>
<tr>
<td>2</td>
<td>0.051</td>
<td>0.050</td>
<td>0.087</td>
<td>0.050</td>
<td>0.087</td>
<td>0.085</td>
<td>0.060</td>
<td>0.211</td>
<td>0.116</td>
<td>0.082</td>
<td>0.115</td>
<td>0.081</td>
</tr>
<tr>
<td>3</td>
<td>0.154</td>
<td>0.193</td>
<td>0.042</td>
<td>0.093</td>
<td>0.095</td>
<td>0.114</td>
<td>0.329</td>
<td>0.336</td>
<td>0.269</td>
<td>0.520</td>
<td>0.358</td>
<td>0.115</td>
</tr>
<tr>
<td>4</td>
<td>0.025</td>
<td>0.057</td>
<td>0.086</td>
<td>0.083</td>
<td>0.079</td>
<td>0.055</td>
<td>0.069</td>
<td>0.107</td>
<td>0.094</td>
<td>0.402</td>
<td>0.487</td>
<td>0.728</td>
</tr>
<tr>
<td>5</td>
<td>0.145</td>
<td>0.131</td>
<td>0.056</td>
<td>0.132</td>
<td>0.119</td>
<td>0.113</td>
<td>0.444</td>
<td>0.568</td>
<td>0.350</td>
<td>0.209</td>
<td>0.321</td>
<td>0.294</td>
</tr>
<tr>
<td>6</td>
<td>0.044</td>
<td>0.083</td>
<td>0.082</td>
<td>0.051</td>
<td>0.061</td>
<td>0.083</td>
<td>0.066</td>
<td>0.595</td>
<td>0.180</td>
<td>0.352</td>
<td>0.176</td>
<td>1.000</td>
</tr>
<tr>
<td>7</td>
<td>0.057</td>
<td>0.053</td>
<td>0.065</td>
<td>0.045</td>
<td>0.077</td>
<td>0.071</td>
<td>0.038</td>
<td>0.077</td>
<td>0.084</td>
<td>0.075</td>
<td>0.077</td>
<td>0.077</td>
</tr>
<tr>
<td>8</td>
<td>0.047</td>
<td>0.198</td>
<td>0.192</td>
<td>0.096</td>
<td>0.161</td>
<td>0.084</td>
<td>0.198</td>
<td>0.252</td>
<td>0.192</td>
<td>0.097</td>
<td>0.351</td>
<td>0.154</td>
</tr>
<tr>
<td>9</td>
<td>0.028</td>
<td>0.127</td>
<td>0.064</td>
<td>0.113</td>
<td>0.127</td>
<td>0.073</td>
<td>0.122</td>
<td>0.103</td>
<td>0.078</td>
<td>0.143</td>
<td>0.677</td>
<td>0.072</td>
</tr>
<tr>
<td>10</td>
<td>0.069</td>
<td>0.125</td>
<td>0.108</td>
<td>0.173</td>
<td>0.173</td>
<td>0.149</td>
<td>0.107</td>
<td>0.965</td>
<td>0.356</td>
<td>0.233</td>
<td>0.325</td>
<td>1.000</td>
</tr>
<tr>
<td>11</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.061</td>
<td>0.274</td>
<td>0.023</td>
<td>0.625</td>
<td>0.404</td>
<td>0.581</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.126</td>
<td>0.126</td>
<td>0.126</td>
<td>0.126</td>
<td>0.074</td>
<td>0.126</td>
<td>0.097</td>
<td>0.103</td>
<td>0.074</td>
<td>0.126</td>
<td>0.129</td>
<td>0.098</td>
</tr>
<tr>
<td>13</td>
<td>0.073</td>
<td>0.083</td>
<td>0.080</td>
<td>0.058</td>
<td>0.073</td>
<td>0.094</td>
<td>0.075</td>
<td>0.051</td>
<td>0.350</td>
<td>0.555</td>
<td>1.000</td>
<td>0.730</td>
</tr>
<tr>
<td>14</td>
<td>0.067</td>
<td>0.067</td>
<td>0.104</td>
<td>0.104</td>
<td>0.045</td>
<td>0.067</td>
<td>0.097</td>
<td>0.076</td>
<td>0.311</td>
<td>0.840</td>
<td>0.289</td>
<td>1.000</td>
</tr>
<tr>
<td>15</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.020</td>
<td>0.212</td>
<td>0.238</td>
<td>0.420</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.029</td>
<td>0.431</td>
<td>0.096</td>
<td>0.200</td>
<td>0.190</td>
</tr>
<tr>
<td>17</td>
<td>0.030</td>
<td>0.019</td>
<td>0.019</td>
<td>0.019</td>
<td>0.019</td>
<td>0.019</td>
<td>0.019</td>
<td>0.019</td>
<td>0.052</td>
<td>0.065</td>
<td>0.019</td>
<td>0.019</td>
</tr>
<tr>
<td>18</td>
<td>0.052</td>
<td>0.023</td>
<td>0.023</td>
<td>0.023</td>
<td>0.042</td>
<td>0.252</td>
<td>0.023</td>
<td>0.427</td>
<td>0.023</td>
<td>0.798</td>
<td>0.777</td>
<td>0.999</td>
</tr>
<tr>
<td>19</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.026</td>
<td>0.815</td>
<td>0.914</td>
<td>0.883</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.105</td>
<td>0.076</td>
<td>0.138</td>
<td>0.141</td>
<td>0.046</td>
<td>0.133</td>
<td>0.158</td>
<td>0.047</td>
<td>0.142</td>
<td>0.137</td>
<td>0.230</td>
<td>0.178</td>
</tr>
<tr>
<td>21</td>
<td>0.107</td>
<td>0.099</td>
<td>0.190</td>
<td>0.121</td>
<td>0.145</td>
<td>0.090</td>
<td>0.179</td>
<td>0.197</td>
<td>0.180</td>
<td>0.194</td>
<td>0.150</td>
<td>0.254</td>
</tr>
<tr>
<td>22</td>
<td>0.061</td>
<td>0.068</td>
<td>0.060</td>
<td>0.095</td>
<td>0.032</td>
<td>0.082</td>
<td>0.096</td>
<td>0.625</td>
<td>0.382</td>
<td>0.371</td>
<td>0.172</td>
<td>0.098</td>
</tr>
<tr>
<td>23</td>
<td>0.055</td>
<td>0.082</td>
<td>0.069</td>
<td>0.089</td>
<td>0.104</td>
<td>0.102</td>
<td>0.058</td>
<td>0.080</td>
<td>0.042</td>
<td>1.000</td>
<td>0.641</td>
<td>0.188</td>
</tr>
<tr>
<td>24</td>
<td>0.035</td>
<td>0.071</td>
<td>0.065</td>
<td>0.057</td>
<td>0.079</td>
<td>0.035</td>
<td>0.152</td>
<td>0.130</td>
<td>0.061</td>
<td>0.067</td>
<td>0.077</td>
<td>0.746</td>
</tr>
<tr>
<td>25</td>
<td>0.235</td>
<td>0.412</td>
<td>0.359</td>
<td>0.433</td>
<td>0.526</td>
<td>0.401</td>
<td>0.307</td>
<td>0.490</td>
<td>0.367</td>
<td>0.335</td>
<td>0.526</td>
<td>0.502</td>
</tr>
</tbody>
</table>

1) PART 2

<table>
<thead>
<tr>
<th>Node</th>
<th>13:00</th>
<th>14:00</th>
<th>15:00</th>
<th>16:00</th>
<th>17:00</th>
<th>18:00</th>
<th>19:00</th>
<th>20:00</th>
<th>21:00</th>
<th>22:00</th>
<th>23:00</th>
<th>24:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.275</td>
<td>0.233</td>
<td>0.095</td>
<td>0.275</td>
<td>0.168</td>
<td>0.264</td>
<td>0.186</td>
<td>0.282</td>
<td>0.592</td>
<td>1.000</td>
<td>0.269</td>
<td>0.116</td>
</tr>
<tr>
<td>2</td>
<td>0.256</td>
<td>0.188</td>
<td>0.075</td>
<td>0.097</td>
<td>0.189</td>
<td>0.112</td>
<td>0.087</td>
<td>0.087</td>
<td>0.171</td>
<td>1.000</td>
<td>0.214</td>
<td>0.212</td>
</tr>
<tr>
<td>3</td>
<td>1.000</td>
<td>0.409</td>
<td>0.133</td>
<td>0.113</td>
<td>0.110</td>
<td>0.082</td>
<td>0.072</td>
<td>0.149</td>
<td>0.111</td>
<td>0.478</td>
<td>0.281</td>
<td>0.192</td>
</tr>
<tr>
<td>4</td>
<td>0.137</td>
<td>0.079</td>
<td>0.049</td>
<td>0.136</td>
<td>1.000</td>
<td>0.132</td>
<td>0.626</td>
<td>0.663</td>
<td>0.684</td>
<td>0.730</td>
<td>0.243</td>
<td>0.077</td>
</tr>
<tr>
<td>5</td>
<td>0.152</td>
<td>0.147</td>
<td>0.766</td>
<td>0.306</td>
<td>0.617</td>
<td>1.000</td>
<td>0.394</td>
<td>0.310</td>
<td>0.380</td>
<td>0.418</td>
<td>0.125</td>
<td>0.087</td>
</tr>
</tbody>
</table>
### Predicted hourly wind generation for 37 bus distribution system

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>0:00</th>
<th>1:00</th>
<th>2:00</th>
<th>3:00</th>
<th>4:00</th>
<th>5:00</th>
<th>6:00</th>
<th>7:00</th>
<th>8:00</th>
<th>9:00</th>
<th>10:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity factor</td>
<td>0.90</td>
<td>0.90</td>
<td>0.88</td>
<td>0.96</td>
<td>1.00</td>
<td>0.93</td>
<td>0.94</td>
<td>0.82</td>
<td>0.66</td>
<td>0.60</td>
<td>0.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>13:00</th>
<th>14:00</th>
<th>15:00</th>
<th>16:00</th>
<th>17:00</th>
<th>18:00</th>
<th>19:00</th>
<th>20:00</th>
<th>21:00</th>
<th>22:00</th>
<th>23:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity factor</td>
<td>0.68</td>
<td>0.92</td>
<td>0.97</td>
<td>1.00</td>
<td>1.00</td>
<td>0.81</td>
<td>0.37</td>
<td>0.32</td>
<td>0.30</td>
<td>0.34</td>
<td></td>
</tr>
</tbody>
</table>

### Predicted hourly PV generation

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>0:00</th>
<th>1:00</th>
<th>2:00</th>
<th>3:00</th>
<th>4:00</th>
<th>5:00</th>
<th>6:00</th>
<th>7:00</th>
<th>8:00</th>
<th>9:00</th>
<th>10:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity factor</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.18</td>
<td>0.34</td>
<td>0.39</td>
<td>0.61</td>
<td>0.85</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>13:00</th>
<th>14:00</th>
<th>15:00</th>
<th>16:00</th>
<th>17:00</th>
<th>18:00</th>
<th>19:00</th>
<th>20:00</th>
<th>21:00</th>
<th>22:00</th>
<th>23:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capacity factor</td>
<td>0.72</td>
<td>0.56</td>
<td>1.00</td>
<td>0.84</td>
<td>0.63</td>
<td>0.64</td>
<td>0.61</td>
<td>0.16</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
### B. Power flow data and branch data for 33 bus distribution system

#### B.1 Power flow data for 33 bus distribution system

<table>
<thead>
<tr>
<th>Bus</th>
<th>Bus type</th>
<th>P_demand</th>
<th>Q_demand</th>
<th>baseKV</th>
<th>Vmax</th>
<th>Vmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>12.66</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>100</td>
<td>60</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>120</td>
<td>80</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>60</td>
<td>30</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>200</td>
<td>100</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>200</td>
<td>100</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>45</td>
<td>30</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>60</td>
<td>35</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>60</td>
<td>35</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>120</td>
<td>80</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>60</td>
<td>10</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>90</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>90</td>
<td>50</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>420</td>
<td>200</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>420</td>
<td>200</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>60</td>
<td>25</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>60</td>
<td>25</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>60</td>
<td>20</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>120</td>
<td>70</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>200</td>
<td>600</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>150</td>
<td>70</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>210</td>
<td>100</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>60</td>
<td>40</td>
<td>12.66</td>
<td>1.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### B.2 Branch data for 33 bus distribution system

<table>
<thead>
<tr>
<th>Branch</th>
<th>From bus</th>
<th>To bus</th>
<th>R (Ω)</th>
<th>X (Ω)</th>
<th>angmin</th>
<th>angmax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.0922</td>
<td>0.0470</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0.4930</td>
<td>0.2511</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0.3660</td>
<td>0.1864</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>0.3811</td>
<td>0.1941</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>0.8190</td>
<td>0.7070</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>0.1872</td>
<td>0.6188</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>0.7114</td>
<td>0.2351</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>1.0300</td>
<td>0.7400</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>10</td>
<td>1.0440</td>
<td>0.7400</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>0.1966</td>
<td>0.0650</td>
<td>-360</td>
<td>360</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>12</td>
<td>0.3744</td>
<td>0.1238</td>
<td>-360</td>
<td>360</td>
</tr>
</tbody>
</table>
B.3 Baseload profiles

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>0:00</th>
<th>1:00</th>
<th>2:00</th>
<th>3:00</th>
<th>4:00</th>
<th>5:00</th>
<th>6:00</th>
<th>7:00</th>
<th>8:00</th>
<th>9:00</th>
<th>10:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load demand (W)</td>
<td>574.6</td>
<td>563.7</td>
<td>543</td>
<td>524.4</td>
<td>512.9</td>
<td>523.7</td>
<td>568.3</td>
<td>607.7</td>
<td>656.7</td>
<td>709.3</td>
<td>730.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Time (h)</th>
<th>13:00</th>
<th>14:00</th>
<th>15:00</th>
<th>16:00</th>
<th>17:00</th>
<th>18:00</th>
<th>19:00</th>
<th>20:00</th>
<th>21:00</th>
<th>22:00</th>
<th>23:00</th>
</tr>
</thead>
<tbody>
<tr>
<td>Load demand (W)</td>
<td>737.2</td>
<td>744.8</td>
<td>767.3</td>
<td>817.2</td>
<td>920</td>
<td>989.3</td>
<td>967.2</td>
<td>926.2</td>
<td>869</td>
<td>796.6</td>
<td>716</td>
</tr>
</tbody>
</table>

C. Power flow data and branch data for 69 bus distribution system

C.1 Power flow data for 69 bus distribution system

<table>
<thead>
<tr>
<th>Bus</th>
<th>Type</th>
<th>Pd (kW)</th>
<th>Qd(kVar)</th>
<th>Base_KV</th>
<th>Vmax</th>
<th>Vmin</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2.6</td>
<td>2.2</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>40.4</td>
<td>10</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>75</td>
<td>14</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>30</td>
<td>12</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>28</td>
<td>19</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>145</td>
<td>54</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>145</td>
<td>54</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>13</td>
<td>1</td>
<td>8</td>
<td>5.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>8</td>
<td>5.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>45.5</td>
<td>30</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>17</td>
<td>1</td>
<td>60</td>
<td>35</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>60</td>
<td>35</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>19</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>21</td>
<td>1</td>
<td>114</td>
<td>81</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>22</td>
<td>1</td>
<td>5.3</td>
<td>3.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>23</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>24</td>
<td>1</td>
<td>28</td>
<td>20</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>26</td>
<td>1</td>
<td>14</td>
<td>10</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>14</td>
<td>10</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>28</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>29</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>31</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>14</td>
<td>10</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>33</td>
<td>1</td>
<td>14</td>
<td>10</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>34</td>
<td>1</td>
<td>19.5</td>
<td>14</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>36</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>37</td>
<td>1</td>
<td>26</td>
<td>18.6</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>38</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>39</td>
<td>1</td>
<td>24</td>
<td>17</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>40</td>
<td>1</td>
<td>24</td>
<td>17</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>41</td>
<td>1</td>
<td>1.2</td>
<td>1</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>42</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>43</td>
<td>1</td>
<td>6</td>
<td>4.3</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>44</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>45</td>
<td>1</td>
<td>39.2</td>
<td>26.3</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>46</td>
<td>1</td>
<td>39.2</td>
<td>26.3</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>47</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>48</td>
<td>1</td>
<td>79</td>
<td>56.4</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>49</td>
<td>1</td>
<td>384.7</td>
<td>174.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>384.7</td>
<td>174.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>51</td>
<td>1</td>
<td>40.5</td>
<td>28.3</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>52</td>
<td>1</td>
<td>3.6</td>
<td>2.7</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>53</td>
<td>1</td>
<td>4.3</td>
<td>3.5</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
<tr>
<td>54</td>
<td>1</td>
<td>26.4</td>
<td>19</td>
<td>12.7</td>
<td>1.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>
### C.2 Branch data for 69 bus distribution system

<table>
<thead>
<tr>
<th>Br. no. (i)</th>
<th>Send. end IS (i)</th>
<th>Recv. end IR (i)</th>
<th>R (Ω)</th>
<th>X (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.0005</td>
<td>0.0012</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0.0005</td>
<td>0.0012</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0.0015</td>
<td>0.0036</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>0.0251</td>
<td>0.0294</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>0.366</td>
<td>0.1864</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>7</td>
<td>0.381</td>
<td>0.1941</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>8</td>
<td>0.0922</td>
<td>0.047</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>9</td>
<td>0.0493</td>
<td>0.0251</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>10</td>
<td>0.819</td>
<td>0.2707</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11</td>
<td>0.1872</td>
<td>0.0619</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>12</td>
<td>0.7114</td>
<td>0.2351</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>13</td>
<td>1.03</td>
<td>0.34</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>14</td>
<td>1.044</td>
<td>0.34</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>15</td>
<td>1.058</td>
<td>0.3496</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>16</td>
<td>0.1966</td>
<td>0.065</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>17</td>
<td>0.3744</td>
<td>0.1238</td>
</tr>
<tr>
<td>17</td>
<td>17</td>
<td>18</td>
<td>0.0047</td>
<td>0.0016</td>
</tr>
<tr>
<td>18</td>
<td>18</td>
<td>19</td>
<td>0.3276</td>
<td>0.1083</td>
</tr>
<tr>
<td>19</td>
<td>19</td>
<td>20</td>
<td>0.2106</td>
<td>0.069</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>21</td>
<td>0.3416</td>
<td>0.1129</td>
</tr>
<tr>
<td>21</td>
<td>21</td>
<td>22</td>
<td>0.014</td>
<td>0.0046</td>
</tr>
<tr>
<td>22</td>
<td>22</td>
<td>23</td>
<td>0.1591</td>
<td>0.0526</td>
</tr>
<tr>
<td>23</td>
<td>23</td>
<td>24</td>
<td>0.3463</td>
<td>0.1145</td>
</tr>
<tr>
<td>24</td>
<td>24</td>
<td>25</td>
<td>0.7488</td>
<td>0.2475</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>26</td>
<td>0.3089</td>
<td>0.1021</td>
</tr>
<tr>
<td>26</td>
<td>26</td>
<td>27</td>
<td>0.1732</td>
<td>0.0572</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>27</td>
<td>3</td>
<td>28</td>
<td>0.0044</td>
<td>0.0108</td>
</tr>
<tr>
<td>28</td>
<td>28</td>
<td>29</td>
<td>0.064</td>
<td>0.1565</td>
</tr>
<tr>
<td>29</td>
<td>29</td>
<td>30</td>
<td>0.3978</td>
<td>0.1315</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>31</td>
<td>0.0702</td>
<td>0.0232</td>
</tr>
<tr>
<td>31</td>
<td>31</td>
<td>32</td>
<td>0.351</td>
<td>0.116</td>
</tr>
<tr>
<td>32</td>
<td>32</td>
<td>33</td>
<td>0.839</td>
<td>0.2816</td>
</tr>
<tr>
<td>33</td>
<td>33</td>
<td>34</td>
<td>1.708</td>
<td>0.5646</td>
</tr>
<tr>
<td>34</td>
<td>34</td>
<td>35</td>
<td>1.474</td>
<td>0.4873</td>
</tr>
<tr>
<td>35</td>
<td>3</td>
<td>36</td>
<td>0.0044</td>
<td>0.0108</td>
</tr>
<tr>
<td>36</td>
<td>36</td>
<td>37</td>
<td>0.064</td>
<td>0.1565</td>
</tr>
<tr>
<td>37</td>
<td>37</td>
<td>38</td>
<td>0.1053</td>
<td>0.123</td>
</tr>
<tr>
<td>38</td>
<td>38</td>
<td>39</td>
<td>0.0304</td>
<td>0.0355</td>
</tr>
<tr>
<td>39</td>
<td>39</td>
<td>40</td>
<td>0.0018</td>
<td>0.0021</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>41</td>
<td>0.7283</td>
<td>0.8509</td>
</tr>
<tr>
<td>41</td>
<td>41</td>
<td>42</td>
<td>0.31</td>
<td>0.3623</td>
</tr>
<tr>
<td>42</td>
<td>42</td>
<td>43</td>
<td>0.041</td>
<td>0.0478</td>
</tr>
<tr>
<td>43</td>
<td>43</td>
<td>44</td>
<td>0.0092</td>
<td>0.0116</td>
</tr>
<tr>
<td>44</td>
<td>44</td>
<td>45</td>
<td>0.1089</td>
<td>0.1373</td>
</tr>
<tr>
<td>45</td>
<td>45</td>
<td>46</td>
<td>0.0009</td>
<td>0.0012</td>
</tr>
<tr>
<td>46</td>
<td>4</td>
<td>47</td>
<td>0.0034</td>
<td>0.0084</td>
</tr>
<tr>
<td>47</td>
<td>47</td>
<td>48</td>
<td>0.0851</td>
<td>0.2083</td>
</tr>
<tr>
<td>48</td>
<td>48</td>
<td>49</td>
<td>0.2898</td>
<td>0.7091</td>
</tr>
<tr>
<td>49</td>
<td>49</td>
<td>50</td>
<td>0.0822</td>
<td>0.2011</td>
</tr>
<tr>
<td>50</td>
<td>8</td>
<td>51</td>
<td>0.0928</td>
<td>0.0473</td>
</tr>
<tr>
<td>51</td>
<td>51</td>
<td>52</td>
<td>0.3319</td>
<td>0.114</td>
</tr>
<tr>
<td>52</td>
<td>9</td>
<td>53</td>
<td>0.174</td>
<td>0.0886</td>
</tr>
<tr>
<td>53</td>
<td>53</td>
<td>54</td>
<td>0.203</td>
<td>0.1034</td>
</tr>
<tr>
<td>54</td>
<td>54</td>
<td>55</td>
<td>0.2842</td>
<td>0.1447</td>
</tr>
<tr>
<td>55</td>
<td>55</td>
<td>56</td>
<td>0.2813</td>
<td>0.1433</td>
</tr>
<tr>
<td>56</td>
<td>56</td>
<td>57</td>
<td>1.59</td>
<td>0.5337</td>
</tr>
<tr>
<td>57</td>
<td>57</td>
<td>58</td>
<td>0.7837</td>
<td>0.263</td>
</tr>
<tr>
<td>58</td>
<td>58</td>
<td>59</td>
<td>0.3042</td>
<td>0.1006</td>
</tr>
<tr>
<td>59</td>
<td>59</td>
<td>60</td>
<td>0.3861</td>
<td>0.1172</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>61</td>
<td>0.5075</td>
<td>0.2585</td>
</tr>
<tr>
<td>61</td>
<td>61</td>
<td>62</td>
<td>0.0974</td>
<td>0.0496</td>
</tr>
<tr>
<td>62</td>
<td>62</td>
<td>63</td>
<td>0.145</td>
<td>0.0738</td>
</tr>
<tr>
<td>63</td>
<td>63</td>
<td>64</td>
<td>0.7105</td>
<td>0.3619</td>
</tr>
<tr>
<td>64</td>
<td>64</td>
<td>65</td>
<td>1.041</td>
<td>0.5302</td>
</tr>
<tr>
<td>65</td>
<td>11</td>
<td>66</td>
<td>0.2012</td>
<td>0.0611</td>
</tr>
<tr>
<td>66</td>
<td>66</td>
<td>67</td>
<td>0.0047</td>
<td>0.0014</td>
</tr>
<tr>
<td>67</td>
<td>12</td>
<td>68</td>
<td>0.7394</td>
<td>0.2444</td>
</tr>
<tr>
<td>68</td>
<td>68</td>
<td>69</td>
<td>0.0047</td>
<td>0.0016</td>
</tr>
</tbody>
</table>
D. Power flow data and branch data for 6 bus distribution system

D.1 Power flow data for 6 bus distribution system

<table>
<thead>
<tr>
<th>Buses No</th>
<th>Generation</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>V p.u.</td>
<td>MVA</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>1.04</td>
<td>15</td>
</tr>
<tr>
<td>3</td>
<td>1.04</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>1.07</td>
<td>30</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>30</td>
</tr>
</tbody>
</table>

D.2 Branch data for 6 bus distribution system

<table>
<thead>
<tr>
<th>Lines</th>
<th>From bus</th>
<th>To bus</th>
<th>Resistance p.u.</th>
<th>Reactance p.u.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0.05</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>4</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>5</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>6</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>1</td>
<td>0.1</td>
<td>0.15</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>5</td>
<td>0.2</td>
<td>0.5</td>
</tr>
</tbody>
</table>