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Managers in complex organisations often have to make quick decisions on whether new information sharing developments are worth undertaking or not. Such decisions are hard to make, especially at an enterprise level. Both costs and risks are regularly underestimated. Existing approaches to managing risk and estimating cost are principally focused on creating detailed predictions based on substantial models of the planned development. They aim to support project managers throughout the development process itself, rather than giving a low-cost indicator for use in early-stage decision making. Our objective is to help managers and stakeholders of large, complex organisations, such as the National Health Service (NHS) in the UK, make better informed decisions on points of cost and risk of new software systems that will reuse or extend their existing information infrastructure, before any implementation is undertaken.

We analysed 18 case studies describing recent software developments introduced by providers of health care services, looking for common points of high cost and risk. From the case studies analysis, we found that the movement of data within and between organisations was a key indicator of high cost and risk. Data movement can be hindered by numerous technical barriers, but also by other challenges arising from social aspects of an organisation. Hence, we devised a catalogue of socio-technical data movement anti-patterns that under certain conditions can introduce high cost and risk to the organisation.

In this thesis, we propose a new method aiming to identify places of high cost and risk when existing data needs to move to a new development. The method is low-cost
and combines both technical and social aspects, but relies only on information that is likely to be already known to key stakeholders, or will be cheap to acquire. The method is based on the data journey model, a new lightweight technique that captures movements of data within or between organisations. The data journey model describes an abstraction of large, complex eco-systems focusing on the high-level journeys data take through networks of people and systems.

To assess the effectiveness of our method and the accuracy of our predictions, we applied the method in real world settings in the NHS domain. We worked with clinicians to model the movements of data in five NHS studies from different Foundation Trusts across the UK. The results of the evaluation showed that our method was able to cheaply and quickly identify most of the points of high cost/risk that the hospital staff had identified, along with several other possible directions that the staff did not identify for themselves, but agreed could be promising.

Finally, the results of the evaluation showed that the data journey modelling method can be completed in less than a couple of hours (including training). Also, the simplicity of our modelling technique can empower domain experts with no particular modelling expertise to quickly identify opportunities for cost savings in new developments, as well as existing ones.
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Chapter 1

Introduction

“Nothing is more simple than greatness; indeed, to be simple is to be great.”

Ralph Waldo Emerson

1.1 Research Context and Motivation

Technological advances and business change drive organisations to develop new, more advanced information systems (IS) to either replace or add new functionality to the existing systems in place. However, realising value from these new ISs requires hard decisions to be taken. Is the new system development or re-design worth undertaking? Is the value to be gained more than the costs of developing and maintaining the new development? How can we make a good decision, and avoid wasting time and money in developing an IS that will not realise the planned benefits?

Managers and stakeholders of large, complex organisations have to take such decisions quickly and cheaply in the early-stages of the system’s development. But, the costs of developing new IS are often underestimated. Costs far outweigh the value the new software developments propose to create and end up wasting immense amounts of money and resources.

An indicative example of cost underestimation in a large organisation, is the National Programme for Information Technology (NPfIT), an initiative by the Department of Health in the United Kingdom (UK). The NPfIT aimed to use modern information technologies to improve the delivery of health services and the quality of patient care [73, 126, 151]. Numerous information sharing and integration solutions were introduced under NPfIT, but after 12 years and a total forecasted cost of 9.8 billion GBP
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Figure 1.1: Newspaper headlines of failed IT developments.

(Great Britain Pound), the planned central, integrated system has yet to be established [15, 58, 89].

The review by the Cabinet Offices Major Projects Authority (MPA) on the NHS National Programme for Information Technology (IT) reported that although there have been substantial achievements which are now firmly established (i.e. Spine and N3 Network), the programme has not and cannot deliver to its original intent [136].

Looking through newspaper headlines or the Risks Digest List\(^1\) we can see numerous other examples of large, complex Information Technology (IT) projects failing to deliver their planned benefits. Figure 1.1 shows some newspaper headlines on the failure of the Borders system, the pension system, and the NPfIT in the UK indicating the amounts of money wasted. Similarly, the Chaos Reports conducted by the Standish Group over the years show that although the percentage of IT systems that failed to realise the planned benefits is decreasing, it is still significantly high [70, 99]. In 2004, the Standish Group reported a shocking 29% project success rate, while 53% of the projects had overruns of costs, time or missing functionality, and 18% of the projects failed outright. Subsequent reports show similar figures [70]. The high percentage of challenged\(^2\) and failed projects highlight the need for better understanding of potential

---

1\(^{\text{www.risks.org}}\)

2\(^{\text{According to the Chaos reports, a project is considered as failed if it was cancelled at some point during the development cycle, whereas a project is assessed as challenged in case it is completed and operational but over budget, over the initial time forecast, and if it offers fewer features and functions than originally specified. On the contrary, a project is successful if it is completed on time, within budget, and with all features and functions as initially specified.}}\)
points of cost and risk of a new IT development early in the decision making process.

Underestimating the costs may result in managers and stakeholders of the organisations to approve proposed systems that then exceed their budgets and fail to complete on time. The systems can end up with underdeveloped functions and poor quality, which can lead to the project to be cancelled, wasting resources and ultimately the loss of jobs [128]. This kind of IT failure, can ruin an organisation’s reputation, as well as having a negative impact on the everyday lives of people who depend on the organisations’ services. But most importantly, in the healthcare domain, time, money, and other resources wasted on developing unsuccessful software, can ultimately cause the loss of patients’ lives.

Current approaches to estimating costs and managing risks of software developments are principally focused on creating detailed predictions based on substantial models of the planned developments [26, 98, 132, 171, 172]. They are aimed at supporting project managers throughout the development process itself, rather than giving a low-cost indicator for use in early-stage decision making.

Managers and stakeholders need better tools for identifying potential points of high cost and risk in order to make a well informed go / no go decision on new IT developments, especially in large, complex systems, such as national health and social care providers. A project should ideally proceed only if it will deliver the benefits expected of it, for roughly the planned implementation costs. It should not proceed if the costs will be much higher than planned, and will exceed the value to be gained from it.

The Medical Research Council (MRC) guidelines for complex interventions provide guidance on the process for developing and evaluating health technology interventions, such as decision support systems [57]. The aim of the framework is to ensure that interventions are empirically and theoretically founded, and that considerations are given both to the effectiveness of the intervention and how it works. Although the MRC guidelines are helpful in ensuring medical research, they do not provide us with the tools to identify points of high cost and risk in a planned new development. They are, however, an important set of guidelines to follow for later on in the go / no go decision making process.

1.2 Research Problem

In this thesis we describe our efforts looking for an approach to better identify high cost and risk early in the process to help managers and stakeholders of large, complex
organisations make good decisions on whether is worth developing a new IT system, or not. The approach must be able to be used by low-level managers and stakeholders when some IT development is planned to happen usually to save costs or to allow some new functionality that was not supportable before. Clearly, any decision-making aid must be capable of modelling the effects of a range of factors (both technical and social), in a lightweight way that is suitable for use before much (or ideally any) development work has taken place.

The approach must be low-cost that can be completed in the course of a small number of days to be suitable for early-stage decision making. Also, the approach must give reliable predictions of potential places of high cost and risk in the new development.

1.3 Proposed Solution

In this thesis we propose a new low-cost method for identifying points of high cost and risk in future IT developments [67]. A fundamental part of our method is the data journey model, a novel lightweight modelling technique that captures the movement of data through complex networks of people and systems [65].

The method and the data journey model are created by analysing a collection of 18 case studies written by staff working for the National Health Service (NHS) in the UK, looking for factors that contributed to the failure or success of a recent IT development in which the case study authors had been involved in. Of the 18 case studies, only three were described by their authors as having been successful. The remaining 15 were categorised by the study authors as having (completely or partly) failed to deliver the expected benefits. The results of our analysis show that IT projects failed due to a mixture of human and technical factors, with the human factors being by far the most dominant.

A common feature of the case studies where the new software was deemed to have been unsuccessful was the movement of data. Whenever data were moved to new contexts, and used for purposes other than those for which it was originally designed, the system owners and end-users faced a host of additional challenges, be they organisational, technical, human, governance oriented or political in nature. These challenges lead to unforeseen costs and sometimes dramatic reductions in the benefits expected from the new software. We therefore hypothesise that identifying the need for movement of data in a new development can provide early warning signal for failure. We devised a method that firstly maps the journey a set of data make through complex
networks of people and systems, using the data journey model. The second step in our method overlays on the data journey model socio-technical (social, people, organisation and technical-oriented) information that can help us identify the places in the journey where data move a boundary and can introduce high cost and risk to the organisation.

To test our hypothesis, we applied our method to real world studies in the healthcare domain. We worked with clinicians from five NHS Foundation Trusts (FT) across the UK to model the movements of data of recently introduced IT systems and identified points of high cost and risk. The results of the evaluation showed that our method was able to cheaply and quickly identify most of the points of high cost/risk that the hospital staff had identified, along with several other possible directions that the staff did not identify for themselves, but agreed could be promising [66].

1.4 Research Questions

In this thesis, we are investigating the primary research question of whether we can quickly and cheaply identify potential points of cost and risk in new large, complex IT developments to assist the early stage decision making process. We begin addressing this question by breaking it down into seven smaller tangible research questions (RQ):

- **RQ 1: What factors contribute to the failure of a new IT development that can impose high cost and risk to the organisation?**
  We have seen several cases where cost and risk of developing large complex IT systems have been underestimated, or sometimes not even properly identified beforehand. To predict whether a new development is likely (or not) to fail realising the expected benefits we first have to identify the factors contributing to the failure of such systems. Are those factors coming from the technical nature of large IT systems, or from the environment they are placed in? What are the characteristics of an IT system that, if present, can increase the likelihood of significant cost/risk?

- **RQ 2: Are there any early warning signs of high cost and risk when developing a new IT system?**
  Are there any indicators that can indicate the existence of high cost and risk in a new IT system? How can these indicators be used to provide early warning signs of potential system failure?
• **RQ 3:** How can we abstract away from the complexity of large organisational IT systems, to quickly and cheaply identify the aforementioned warning signs?

In early stage decision making process, we must be able to quickly and cheaply identify warning signs. We can not spend a long time and resources on analysing and planning a system that we might not pursue. To achieve this, we need a conceptual model that abstracts away from the inherent complexity of large IT systems. How can we quickly model a system and the environment in which it will be consolidated in? How can we abstract away from the complex details of business processes, and environmental interactions of the IT eco-system and mainly focus on identifying warning signs of failure?

• **RQ 4:** How can we quickly identify the warning signs of high cost/risk in the aforementioned abstract model of the new system?

We need a lightweight approach to overlay on the conceptual model of the planned new system the indicators of system failure in order to reveal the early warning signs. Is the approach quick and cheap to be suitable for the early stage decision making process?

• **RQ 5:** Can the warning signs accurately and cheaply identify points of high cost and risk in a planned new system?

How useful are the warning signs in predicting cost/risk places in the development? Can they really help managers and stakeholders make better informed decisions on the cost and risk of developing new functionality? Is the method of identifying the warning signs truly lightweight, so that it can be used in early stage decision making?

• **RQ 6:** Can the warning signs identify points of high cost and risk of new systems, across domains?

Can we apply the warning signs in a variety of settings, or will each setting require domain-specific warning signs to be found? We must have a set of signs that are stable across domains for the approach to be lightweight.

• **RQ 7:** Do the warning signs identify all the significant points of high cost and risk of a new system?

Are all the important places of cost and risk identified, or do we need additional
signs when applied in other domains? There is the possibility that some particular organisation, or context might have highly specific requirements that should be taken into account in the identification of cost and risk. Is there a low cost way to determine whether such a setting has specific requirements?

1.5 Research Contributions

Attempting to answer the above research questions we produced the following research contributions:

1. A set of IT failure factors in healthcare.
   Analysing the case studies from the NHS domain, we extracted a set of 32 factors that contributed to the failure of the IT systems recently introduced in a variety of settings in the NHS. We found a mixture of technical, human and organisational factors that according to NHS staff were responsible for the failure of the systems.

   We devised a catalogue of data movement anti-patterns providing early warning indicators of problematic movements, that under certain criteria, may introduce high cost and risk in planned new developments.

3. A novel modelling technique that captures data movements in large complex IT systems, called data journey modelling.
   Large IT systems require movement of data between system components, but also between people and organisational structures. In order to capture these movements we propose a new modelling technique that provides an abstraction of large enterprises focusing on the journeys data make between collaborating systems of often different organisations.

Data journey models capture movements of data between complex networks of people, systems, and organisations. They are lightweight; they abstract away from the complexity of business processes. They focus on capturing socio-technical elements that can contribute as early warning signs of high cost and risk. The simplicity of the model enables domain experts to quickly, and cheaply design data journeys, without requiring extensive technical modelling knowledge.
4. **A lightweight method that identifies socio-technical points of cost and risk, called boundaries, in data journey models.**

Data movement boundaries are cheap socio-technical warning indicators of problematic movements that can potentially impose high cost and risk to the organisation and potentially cause the failure of the planned new IT system.

We found five types of boundaries, that are cheap to acquire and apply. The boundaries cover factors affecting the movement of data on an organisational level (i.e. data movement between systems of different organisational structures, and data movement between organisational structures with different governance frameworks), human level (i.e. data movement between systems used by different staff roles), and technical level (i.e. data movement between systems of different technical requirements, and movement of immense volume of data).

We devised a method that applies the above socio-technical boundaries onto a data journey model to identify the places in the journey of potential high cost and risk. The method is lightweight and low-cost. It can be completed in a couple of hours (depending on the scale and abstraction level of an IT project) and relies only on cheap-to-acquire and cheap-to-apply information.

5. **A low-cost method to identify boundaries in domain-specific settings.**

We propose an up-front and low-cost approach to identify socio-technical boundaries in settings where domain-specific requirements that might drive the need for additional boundaries.

6. **The application of the model and method in real-world case studies in the healthcare domain.**

We evaluated the accuracy, stability and completeness of our data journey modelling method in identifying places of high cost and risk in five case studies in the NHS domain.

### 1.6 Publications

All the novel contributions described in the previous section, have been published in conference and journal articles in both the computer science and health informatics domains. Below we give details of the publications, and list the contributions which each describes:

Contribution described: 1-3.


Contribution described: 4-5, and the accuracy part of 7.


Contribution described: 6-7.

1.7 Thesis Overview

The remainder of this thesis is organised as follows:

Chapter 2 provides background on existing cost estimation and risk identification techniques and describes the need for a lightweight and cheap approach in identifying points of cost/risk.

Chapter 3 reviews the literature on data movement and data interoperability and demonstrates the research gap that is being addressed in this thesis.

Chapter 4 explains and justifies the methodological approach we followed and why it is best suited in achieving the research questions.

Chapter 5 investigates factors contributing to the failure of recent IT developments in the healthcare domain (RQ 1). It also proposes a set of data movement anti-patterns as early warning signs of high cost/risk in future developments (RQ 2).

Chapter 6 proposes a new lightweight modelling technique that captures the movement of data through and across organisations, aiming to identify problematic data movements that can lead to high risk and cost (RQ 3).
Chapter 7 describes a low-cost method that identifies places in the journey of data that can impose high cost and risk to the organisation (RQ 4). The method uses cheap socio-technical boundaries to identify points of high cost/risk.

Chapter 8 evaluates the main contributions of the thesis in a variety of real-world case studies in the NHS. The first case study evaluates the accuracy and lightweight property of our modelling method in identifying potential high cost and risk in a new development in the radiology department of an NHS hospital (RQ 5). Then, we assess the stability and completeness of the method in four case studies in the domain of Clinical Genomics (RQ 6 and RQ 7).

Chapter 9 provides the research contributions presented in this thesis, discusses findings, their significance in the information systems community and strengths and weaknesses of the methodological approach. Finally, it provides future research directions.

Chapter 10 summarises the findings of this thesis.
Chapter 2

Background

2.1 Introduction

In this chapter, we provide a background on the key concepts we will explore in this thesis. We begin by providing a rationale for the research and explore the properties of large, complex IT systems that make implementation of go / no go decisions hard when adding new functionality in already crowded infrastructures (section 2.2). Then we investigate existing techniques and tools for identifying points of high cost and risk in large, complex organisations. We explore current software cost estimation tools and techniques and risk identification approaches demonstrating the need for a lightweight approach (section 2.3).

2.2 Research Rationale

Our economy and society is becoming increasingly dependent on large, complex IT systems that are often created by integrating and orchestrating independently managed software systems [165]. There is a constant need for new developments to be embedded into existing networks of systems to either optimise old ones, or to expand current functionality. In large IT systems, there is a complex mix of factors to be considered when deciding whether to proceed with a new development, or not. In this section we explore the factors that make decision making so hard in large, complex organisations, providing a rationale for the research in this thesis. While exploring the factors we define key concepts that will be used throughout the thesis.

A key characteristic of large IT systems is that systems are assembled from other existing and new systems, which can be independently controlled and managed by
different teams of a large organisation.

**Definition 2.2.1. Large IT system:** An Information Technology system of an organisation that consists of other smaller systems that have to interact together to accomplish the functionality needed to operate the organisation.

**Definition 2.2.2. IT development:** An Information Technology software system or software functionality that is planned to be integrated in the existing infrastructure of an organisation. In the rest of the thesis we refer to this term as a new development.

For example, the NHS is assembled from a myriad of Foundation Trusts, General Practitioners (GPs), health services, specialist services, regulation agencies, Clinical Commissioning Groups (CCGs), etc. Figure 2.1 shows a drawing created by The Kings Fund\(^1\) attempting to show the different organisations that assemble the NHS and how they fit together. Each bubble in the figure is an independent organisation with several other sub-organisations that have to work together to provide better health care. Each sub-organisation has its own independent but interdependent IT systems in place reflecting the guidelines, processes, and politics of the organisation.

\(^{1}\)The drawing was created in 2013 and does not fully represent the current NHS structure. An updated version reflecting recent changes is due to be published soon at [https://www.kingsfund.org.uk/](https://www.kingsfund.org.uk/)
This example broadly outlines the three big challenges of large, complex IT systems: complexity, information sharing, and socio-technical environment. We describe each of them in the following sections.

2.2.1 Complexity

According to Sommerville et al. the complexity of a large scale IT system stems from the number and type of relationships between the system components, but also between the system and the environment in which it runs [165]. In large scale organisations, it is rarely the case that top-down systems design is followed. Instead, a bottom-up approach is more common. Sub-organisations and departments each produce their own software developments that cover the requirements and needs of the department, or organisational team. If new regulations or requirements come in that need sharing or integration of information among these departments, then new functionality needs to be designed that integrates or shares the information stored in the various departmental systems. This is referred to in the systems engineering research, as a system of systems (SoS) [1, 94].

Maier mentions that the distinction between a system of systems and a complex monolithic system is that the elements of a SoS are operationally and managerially independent [125]. The need of these independent components of a SoS to collaborate significantly increases their complexity. In this thesis we use the term network of systems, as to include interdependent systems that often constitute large organisations.

**Definition 2.2.3. Network of systems:** A network of systems, or system of systems, is a set of operationally independent and/or interdependent IT systems that have to collaborate together to achieve some value.

Inherent complexity stems from the dynamic relationships between the components in a network of systems. The relationships between the components of such a network change since they are not independent of the ways that the constituent systems are used. It is very hard to analyse and predict inherent complexity during system development as it depends on the systems dynamic operating environment [103, 165].

However, even if the relationships between system components are simpler and static, the number of components can be so large that tracking and understanding the relationships between them can be hard. Rushby characterises this type of complexity as epistemic; stems from our lack of knowledge about the system rather than inherent system characteristics [157]. Epistemic complexity increases with the size of the
system coalition and the number of relationships between them becoming harder to understand, and making it even harder to identify potential cost and risk.

Introducing new functionality in an already crowded large coalition of systems increases both inherent and epistemic complexity. Understanding the system and the relationships between the existing and the new components becomes harder. Identifying potential cost and risk that the new development can impose on the network of systems and the organisation can be labour intensive and a very time consuming process.

### 2.2.2 Information Sharing

Large IT systems are complex; they consist of lots of independent sub-systems, each organised and run by different departments. This coalition of independent systems have to work together to deliver the expected organisational benefits. Information sharing across a network of systems is considered to be one of the key aspects to establishing organisational efficiency and performance.

However, information sharing can be a complex task. Identifying factors that influence information sharing is critical. In the literature, research in information sharing focuses on the interpersonal (i.e. face-to-face discussions, exchange of emails), intra-organisational (sharing of information between departments of an organisation), and inter-organisational (information sharing between organisations) levels.

**Definition 2.2.4. Information Sharing:** Information sharing is the exchange of information between sender and receiver points. Exchange points can be either people or electronic systems and the transfer of information is bidirectional.

Information sharing can be implemented by a myriad of open and proprietary protocols, coding, message and file formats. In the case of electronic information sharing, several initiatives were formed to standardise sharing protocols, such as Extensible Markup Language (XML), Simple Object Access Protocol (SOAP), and Web Services Description Language (WSDL).

Different industries have and use other protocols for sharing information. For example, in the healthcare domain a set of international standards, called Health Level 7 (HL7) has been formed by the Health Level Seven International, an international standards organisation. HL7\(^2\) overlooks the transfer of clinical and administrative data

\(^2\)The HL7 standards focus on the application layer, which is “layer 7” in the Open Systems Inteconnection (OSI) model.
between software applications used by various healthcare providers.

HL7 protocol specifies a number of flexible standards, guidelines, and methodologies by which various healthcare systems across the world can communicate with each other. Such guidelines or data standards are a set of rules that allow information to be shared and processed in a uniform and consistent manner. These data standards aim to allow healthcare organisations to easily share clinical information.

Another example of information sharing protocols in the business domain is the Electronic Data Interchange (EDI). EDI is the concept of businesses electronically communicating information that was traditionally communicated on paper, such as purchase orders and invoices.

Achieving information sharing within a large complex IT system that constitutes a network of systems brings several challenges. Different organisations have various types of hardware and software systems as part of their infrastructures and it is a challenge to integrate heterogeneous information systems of different platforms, data standards, data schemas, and data with various data quality issues.

2.2.3 Socio-Technical Environment

The complexity of a large coalition of systems also depends on the socio-technical environment in which it is running. Russel defines a system’s environment as:

“The environment of a system is a set of elements and their relevant properties, which elements are not part of the system but a change in any of which can produce a change in the state of the system. Thus a system’s environment consists of all variables which can affect its state.” [1]

Large, complex IT systems are affected by the environment in which they are formulated. People and technology need to work together to produce socio-technical systems facilitating the complex interactions in a workplace. Socio-technical systems (STS) in organisational development is an approach to complex organisational work design that recognises the interaction between people and technology in workplaces. The term also refers to the interaction between society’s complex infrastructures and human behaviour [154, 173].

A complex mix of factors come from socio-technical environments when deciding whether to proceed with a new development, or not. Technical difficulties arise when sharing or integrating information, often stemming from the diverse data sources involved. Other challenges stem from the social aspects of the organisation: its people,
policies, processes, governance, etc.

Examples can be found in the health care domain in which people are reluctant to change their current processes to use the new system in place, or user requirements are not met because of conflicting organisational policies and governance issues, and many more [8, 20, 87, 91, 180, 188]. In particular, Lann examines ‘resistance to change’ as a challenge in large-scale agency IT projects [175]. Lann reports that a dominant common problem with such large projects is the manifestations of resistance to the tools developed for the projects’ implementation. This resistance may occur inadvertently when new grammars of modern IT projects clash with more traditional grammars often found in the culture of public organisations [175]. In another example, Greenhalgh et al. show the importance of human factors affecting the integration of electronic patient record (EPR) systems [80]. They state that the lack of consideration of the human factors is detrimental when bridging the model-reality gap in EPR systems.

All these challenges have immediate effect on the cost and risk of developing a new IT system. Any decision making tool aiming to capture cost/risk of developing and maintaining an IT system must be able to identify both technical and social challenges stemming from the socio-technical environment in which the system will be embedded.

2.2.4 Summary

Having explored the three main challenges of developing large complex IT systems, we have seen the reasons why the decision making process of whether to proceed with a planned new development is hard. The big number of software project failures, where software is delivered late and over-budget, is a consequence of these challenges [48].

To help us address the big challenge of developing new large IT systems, we need to embrace inherent complexity and coalitions of IT systems. We also must consider people and organisations that constitute the systems’ socio-technical environment. We need to represent, analyse, and model the eco-system environments for such IT systems to help us understand the complex relationships between them.

2.3 Cost and Risk Estimation

In this section we provide a background on existing approaches on cost estimation and risk identification emphasising on their limitations and the reasons why we can not or can use them in our research project. We begin be defining a protocol by which we are
formulating our investigation based on a set of criteria that are needed to answer our hypothesis.

In particular, we are looking for techniques that allows managers of large, complex organisations to make good, low-cost go / no go decisions at an early stage in the project. We need a lightweight, low-cost approach suitable for early stage decisions that can estimate potential cost and risk of the planned development.

We need an approach with the following characteristics:

- **Complexity**: An approach that allows us to predict points of cost and risk of planned new IT developments that are often part of bigger, more complex ecosystems and need to share information from collaborating organisations.

- **Socio-technical environment**: The approach must give equal prominence to both social and technical factors affecting the cost and risk of developing a new IT development.

- **Lightweight**: The approach must be sufficiently lightweight and low-cost to be used as a decision-making aid in the early stages of a development cycle, ideally before any implementation is initiated.

### 2.4 Software Cost Estimation Models

Having established our criteria, in this section we describe existing software cost estimation models and techniques that cover some if not all of the above characteristics. Software cost estimation models are typically categorised into two broad clusters: algorithmic and non-algorithmic. Algorithmic models are based on mathematical formulas of a wide variety of complexity. Some of them are based on simple arithmetic formulas using statistic algorithms, such as means and standard deviations [64]. Others are based on regression models [178] and differential equations [149]. We begin by describing the metrics that these models use, we then present the algorithmic approaches and then outline the non-algorithmic techniques.

According to Lederer *et al.* the main factors that are typically estimated at the beginning of an IS development project are: cost, size, schedule, people resources, quality, effort, resources, maintenance costs, and complexity [113]. A plethora of cost estimation techniques has been proposed in the last few decades [26, 37, 100, 105]. Cost is usually estimated in terms of the time and effort needed to develop and maintain a new system, and the complexity of the new system.
**Definition 2.4.1. IT Cost:** In information technology, the term ‘cost’ is used as the cost associated with software development, acquisition, and maintenance. In this thesis we use cost in terms of the *time, effort and resources* needed to acquire, develop and maintain an IT development.

Software cost estimation models calculate complexity cost in terms of its size. The software size is one of the most important factors that affects the software cost [114]. The most popular software size metrics used in practice are described below:

**Lines of Code** commonly known as LOC, lines of code represents the number of lines of the delivered source code of the software [3, 155] Although LOC depends on the programming language chosen, it is the most widely used software size metric [155]. Most models use this to measure software cost. However, exact values of LOC can only be obtained after the project has been completed. Hence, any software cost models using this metric are not suitable for our criteria as estimating the code size of a program before it is actually built is almost as hard as estimating the cost of the program.

**Code length and volume** metrics have been proposed by Halstead [85]. Code length is used to measure the source code program length based on the number of operator and operand occurrences. Volume represents the amount of required storage space for the software and is based on the number of distinct operators and operands in a software program [85].

**Function points** express the amount of business functionality a software system provides to the users [3]. The method first identifies the functional user requirements of the software and categorises them into one of five types: outputs, inquiries, inputs, internal files, and external interfaces. Each requirement is then assessed based on its complexity and is assigned a number of function points [147].

**Feature points** extend the function point metric and estimates cost based on the main features of the software. Features can be identified based on the algorithms a software has [97]. However, as several features in a software can have different degrees of complexities, feature point is not a reliable technique to use [97].

**Object points** measure the size of a software system based on the number and complexity of the following objects: screens, reports and third-generation language (3GL) components [52, 88, 114, 134]. The method counts the instances of such
objects in the software and assigns a value ranging from one (simple screen) to 10 (3GL component). This method is lightweight and suitable for the early stages of designing a new software [114].

### 2.4.1 Algorithmic Methods

Algorithmic software cost estimation approaches are classified by Boehm et al. in 6 categories: model based approaches, regression based models, learning oriented models, expert based approaches, and finally composite bayesian methods [26]. In this section we present the most popular ones, and then we describe how they solve (part of) the problem.

**Constructive Cost Model (COCOMO)** is one of the most popular algorithmic cost estimation models developed by Barry Boehm and published in 1981 [28]. COCOMO predicts the effort and duration of developing a new software project, based on inputs relating to the size of the resulting systems and several cost driver parameters that according to Boehm affect productivity. The COCOMO Basic Model, a simplified version of the model, identifies effort ‘E’ as function of program size, using the following equation:

$$ \text{Effort} = a \times (\text{size})^b $$

(2.1)

where **effort** is calculated in number of man-months (e.g. 152 working hours), *a* and *b* are the set of values on the complexity of software (for organic projects *a*=2.4 while *b*=1.05, for semi-detached *a*=3.0 and *b*=1.12, and for embedded *a*=3.6 and *b*=1.2). Software size is represented in terms of delivered source instructions. In an effort to improve the models accuracy, Boehm refined the equation to include the effects of 15 cost drivers (attributes of the end product, the computer used, the personnel staffing, and the project environment) and proposed the intermediate COCOMO model [28].

Although Constructive Cost Models have evidences of high accuracy and are widely popular, they require the system and software requirements to be predefined and stable [26]. In the cases that the COCOMO model is used at the early stages of software development, it may lead to estimation failures [105].

**Software Life-cycle Model (SLIM)** was proposed by Putnam et al. in the late 1970s [150]. SLIM is based on the Rayleigh distribution of the project personnel level versus time. It uses the Rayleigh curve to estimate project effort, schedule and defect rate. The curve is formulated based on Manpower Buildup Index (MBI) and
Technology Constant or Productivity factor (PF). To get the values for the MBI and PF, SLIM uses data from previously completed projects or in the case that data are not available then a set of questions can be answered that can find out both values. Other techniques were later proposed that are based on the SLIM. These are: SLIM-Estimate a project planning tool, SLIM-Control a project tracking tool, and SLIM-Metrics a software metrics repository and benchmarking tool [26, 105, 150].

Checkpoint is a knowledge-based software project estimating tool developed from Capers Jones studies [26, 150]. It has a proprietary database of about 8000 software projects and it focuses on four areas that need to be managed to improve software quality and productivity. It uses function points (or feature points) as its primary input of size. Checkpoint is designed to support the entire software development life-cycle [26].

The PRICE model was first released in 1977 as a proprietary model and was used in National Aeronautics and Space Administration (NASA) and other government software projects [26, 142]. The model forecasts software costs and schedules, but also facilitates estimating the size of the software to be developed. Software sizing uses Source Lines of Code (SLOC), function points or Predictive Object Points (POPs). POPs is an approach for sizing object oriented development projects introduced by Minkiewicz [134].

Other model based algorithmic techniques are ESTIMACS, COBRA, SEER-SEM, COSMIC (Common Software Measurement International Consortium), and SELECT estimator. Overall, model based techniques have been used for budgeting, tradeoff analysis, planning and control, and investment analysis [26]. They use software size as a primary way to estimate cost. Software size can be estimated in SLOC, function points, and object points. These approaches have evidently showed high accuracy in certain cases [26, 37, 100, 147].

However, as they are calibrated to past experience, their primary difficulty is with unprecedented situations. These approaches need detailed plans of the future IT development, that requires days, often months to capture. Although they are evidently accurate in most of the cases, they are not suitable for early stage decision making early in the IT development process. They are aimed for supporting the entire software development life-cycle.

### 2.4.2 Non-algorithmic Estimation Methods

The non-algorithmic estimation approaches use data collected from past projects and/or experts knowledge on cost estimation. They are usually used in combination with an
Algorithmic model.

**Analogy costing** This method estimates costs through reasoning by analogy using the actual costs of similar previous projects [163]. Estimation by analogy can be done either for the full project or for a subsystem. Although this method’s estimates are based on actual project experience, new developments are rarely similar with each other. Additionally, the method does not explicitly recognise whether previous projects are representative of the constraints, environment and functions of the new system.

**Expert judgement** This method relies on one or more experts to provide estimates using their own methods and experience. In the event of inconsistencies, expert-consensus mechanisms, such as Delphi and PERT techniques can be used to reach consensus [93, 122]. The expert judgement approach must be used in combination with other methods.

**Parkinson** This method is based on the Parkinson’s principle “work expands to fill the available volume” [144]. Costs are not estimated, but determined based on the available resources of the project.

**Bottom-up** This method separately estimates the cost of each component of the software development. The estimates are then aggregates to estimate the cost of the overall development. This approach requires an initial design plan of the development that shows how the system is decomposed into different components.

**Top-down** This approach estimates an overall cost of the system typically using other algorithmic or non-algorithmic method. The overall cost is then divided among the various components.

### 2.4.3 Overview of Cost Estimation Techniques

Despite a plethora of cost estimation models has been proposed in the literature, none of the models cover the criteria we are looking for: abstract, socio-technical, and lightweight. Model based approaches and regression models are fine-grained and require significant time and effort to be invested by domain experts to achieve a degree of accuracy. They rely on substantial models and focus on creating detailed predictions.

Although most of the algorithmic models are powerful techniques with some documented high levels of accuracy, they are more suitable for estimating costs in existing
IT developments since they need detailed information (like the number of code lines and function points) to produce an outcome; information that is not yet available to the managers of the organisation in the early stages of the decision making process. On the contrary, non-algorithmic approaches they do not necessarily require a detailed plan of the future development. However they rely on knowledge of previous projects that may not always be available.

At the initial stage of a project, there is high uncertainty about the project’s attributes. The estimate produced at this stage is inevitably inaccurate, as the accuracy depends highly on the amount of reliable information available to the estimator. As we learn more about the project during analysis and later design stages, the uncertainties are reduced and more accurate estimates can be made. Most approaches produce exact models without embracing uncertainty.

Several researchers claim that these techniques need to be enhanced to produce a range of estimates and their probabilities. They believe that to produce better estimates, further research on improving our understanding of these project attributes and their causal relationships, model the impact of evolving environment, and develop effective ways of measuring software complexity [42].

Strike et al. claim that it is fundamental that the estimated cost of a particular software project is ascertained as early in the development cycle as possible as it enables project managers to make critical business decisions in a timely manner [167]. Knowing the cost estimate when the project is almost completed, or even halfway through the development, is of diminishing benefit because as the project progresses, more and more is invested, and the harder it becomes to abandon the runaway project [30, 124].

\[2.5\] Software Risk Identification

Software risk management emerged several decades ago by Boehm [25, 44]. Websters dictionary defines ‘risk’ as the possibility of loss or injury. Risk can also be defined as the intentional interaction with uncertainty. Uncertainty is a potential, unpredictable, and uncontrollable outcome.

Risk exposure, also referred to as ‘risk impact’ or ‘risk factor’, is defined by the relationship:

\[ RE = P(UO) \times L(U0) \] 

where RE is the risk exposure, P(U0) is the probability of an unsatisfactory outcome
and \( L(U_0) \) is the loss to the parties affected if the outcome is unsatisfactory in the form of money expenses [25]. Given that software projects involve several stakeholders (such as customers, developers, users, and maintainers), each with different, but equally important satisfaction criteria, then unsatisfactory outcome can be of different dimensions: budget overruns and schedule slips for customers and developers, wrong functionality, user-interface shortfalls, performance shortfalls, reliability shortfalls for users, and poor quality software for maintainers.

**Definition 2.5.1. IT Risk:** In information technology, risk is defined as the possibility of loss caused by an unsatisfactory outcome. Loss can be in the form of money expenses, lost time and/or resources.

Boehm defines the top 10 primary sources of risk on software projects (based on a survey with experienced project managers) to be the following [27]:

- **Personnel shortfalls:** Staff with top talent, job matching, team building, key personnel agreements, cross training.
- **Unrealistic schedules and budgets:** Detailed multisource cost and schedule estimation, design to cost, incremental development, software reuse, and requirements scrubbing.
- **Developing the wrong functions and properties:** Organisation analysis, mission analysis, operations-concept formulation, user surveys and user participation, prototyping, early users manuals, off-nominal performance analysis, quality-factor analysis.
- **Developing the wrong user interface:** Prototyping, scenarios, task analysis, user participation.
- **Gold-plating:** Requirements scrubbing, prototyping, cost-benefit analysis, designing to cost.
- **Continuing stream of requirements changes:** High change threshold, information hiding, incremental development (deferring changes to later increments).
- **Shortfalls in externally furnished components:** Benchmarking, inspections, reference checking, compatibility analysis.
- **Shortfalls in externally performed tasks:** Reference checking, preaward audits, award-fee contracts, competitive design or prototyping, team-building.
• Real-time performance shortfalls: Simulation, benchmarking, modelling, prototyping, instrumentation, tuning.

• Straining computer-science capabilities: Technical analysis, cost-benefit analysis, prototyping, reference checking.

Risk identification is the first step in the risk management lifecycle of an IT project. In this first step, risk identification produces a list of risk items, like the one provided above, but specific to an IT project. The list of potential risks is then examined to assess likely compromise of a project’s success that can impose high costs to the organisation, and risk the project’s (partly or complete) failure.

Throughout the last decades, numerous techniques were found aiming to help risk identification. Here, we present those that cover (some) of our criteria we set earlier in the chapter.

Typical risk identification techniques for the early stage of an IT development are checklists, examination of decision drivers, comparison with experience (assumption analysis), and decomposition [27, 33, 92]. We outline these approaches below:

**Taxonomy-based** consists of a Taxonomy-Based Questionnaire and a process for applying the method [40]. The taxonomy organises software development risks into three levels: class, element, and attribute. The questionnaire has a set of questions under each taxonomic level which is specifically designed to elicit the range of risks and concerns potentially affecting the software product. Both the questionnaire and the application process have been developed using extensive expertise and have been extensively evaluated [40].

**Continuous Risk Management (CRM)** is a principal based way of handling the risks and opportunities during the software development life cycle. It controls the management of risks regardless of the tools and techniques to be used [162].

**Team Risk Management (TRM)** extends risk management with team oriented activities, involving both the team of customers and the development team [27, 90].

**Risk Clinic** is a type of workshop that combines the software CRM and Team Risk Management (TRM) together and aligns them with the communication, project management and risk management channel of the client/user [90, 148].

**Survey, Questionnaires and Interviews** they provide a way of direct communication with the customer and can identify risks in very short time [90, 162].
Some of the above approaches are used during the application of our contributions in the healthcare domain and are further described in chapter 8.

2.6 Conclusion

Although software cost estimation and risk identification are hard challenging processes and numerous approaches from a variety of research areas attempt to tackle it, still we could find none that is suitable for the very early stage of the decision making process. In the early phase of the process, managers and stakeholders of large organisations need lightweight techniques that can quickly provide accurate enough information to make a defensible go / no go decision. There is no value in spending significant time and resources in accumulating detailed information for a solution that will then be rejected. What we need, is a lightweight and low-cost approach to quickly identify points of high cost and risk, big ‘no’s’ that would jeopardise the effective realisation of the expected benefits of the new development.
Chapter 3

Literature Review

“Research is the joy of discovering something no one knew before.”

Stephen Hawking

3.1 Setting the scene

In the previous chapter we explored existing techniques and tools in identifying high cost and risk in software developments and demonstrated the need for a lightweight approach that does not require extensive time and resources. Identifying cost and risk in new developments is hard, especially in large, complex organisations. Large complex organisations can be viewed as networks of producers and consumers. Producers create information, and consumers use the created knowledge to create some value to the organisation. Both producers and consumers can be people, or software systems.

However, new functionality is often needed to be integrated on to the existing networks of people, systems and organisations. Adding new functionality to an already crowded infrastructure, it can cause change in the existing network. Existing information created by a producer in the infrastructure is needed by new consumers, such as the new software functionality to be added to the network. This change in the network requires the movement of existing information to new places, new information flows to be created, and existing ones to be altered. Network changes come with challenges. For example, moving existing data to a new context other than the one it was originally designed for, introduces the risk of data loosing their original meaning and interpretation.
In this chapter, we review the literature to investigate challenges and issues of introducing new functionality in a large, complex network of people, systems, and organisations. We explore potential solutions and existing approaches on mitigating cost and risk when embedding new functionality to an already crowded infrastructure. In particular, in this literature review we address the following review questions:

- What factors affect data movement in large, complex IT systems that can introduce high cost and risk to an organisation?
- What are the challenges of achieving data interoperability in large complex organisations?

We begin by providing the methods we followed to review the literature emphasising on the search strategy and data synthesis approach we followed (section 3.2). Then we present the results of our review structured on the three broad themes we retrieved from the data analysis: data movement (section 3.3), data modelling (section 3.4), information portability (section 3.5), and data interoperability (section 3.6).

### 3.2 Methods

In order to address above literature review questions we devised a search strategy inspired by the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) statement [118]. Our search strategy follows the phases of: (1) Identification of related publication papers, (2) Screening of papers, (3) Eligibility of included papers, (4) Synthesis of included results.

We began the identification phase of our strategy by identifying the information sources we will be retrieving our data from. We searched the following information sources for relevant publications: ACM Digital Library, Google Scholar, SCOPUS, and PubMed.

We then defined a set of terms to be used in order to identify related publications. Since we are looking for challenges and issues in large organisations that are caused by adding new functionality in the existing infrastructure, we searched the aforementioned databases with the key terms of: information sharing, data movement, information exchange, data interoperability, semantic interoperability, information portability, software portability, information movement, data transfer, data models, and modelling techniques.
Above terms were first used as stated to get a feel of the state-of-the-art in these areas. Then, we used above terms in combination with domain terms to retrieve current problems, potential solutions, and existing challenges. We used the following terms: issues, challenges, problems, cost and risk, high costs, solutions, models, health, healthcare, NHS, and standards.

Next, we proceed to the screening phase of our strategy. Searching the databases with above terms, resulted to a big number of publications. To limit the number of retrieved publications we defined a set of inclusion criteria that define the scope of our literature review. These are the following:

- **Study focus:** We are looking for approaches that are suitable to be used at an early stage in a project. We need a lightweight, low-cost approach suitable for early stage decisions that can estimate potential cost and risk of a planned development. We are looking for papers that capture challenges and/or solutions of data movement and interoperability with the following characteristics:
  
  – **Complexity:** An approach that examined both the data movement within and between systems and organisations to allow us to identify points of cost and risk of planned new IT developments that are often part of bigger, more complex eco-systems that need to share information from collaborating organisations.
  
  – **Socio-technical environment:** The approach must give equal prominence to both social and technical factors affecting the data movement and data interoperability when developing a new IT development.
  
  – **Lightweight:** The approach must be sufficiently lightweight and low-cost to be used as a decision-making aid in the early stages of a development cycle, ideally before any implementation is initiated.

- **Study design:** We included studies of any type of study design. We also included non-empirical studies (i.e. theoretical papers and literature reviews).

- **Publication types:** We included papers with the following characteristics:
  
  – Full publication papers.
  
  – English-written papers, regardless of the original language of research.
Publication papers were first screened by titles and abstracts. Selected papers were then screened for inclusion by reading the texts. Lastly, we reviewed the reference lists of included papers searching for further eligible papers.

Finally, we moved on to the last phase of our strategy, the synthesis of results. To do so, we followed an approach adopted by Thematic Analysis and particularly on the approach described by Braun *et al.* [35]. We followed the below steps to synthesise our results:

1. Familiarise with data: read included papers, noting down initial ideas.
2. Generate initial codes: coded interesting features of the papers across the entire dataset, and collated papers relevant to each code.
3. Search for themes: collated codes into potential themes, and gathered all papers relevant to each potential theme.
4. Review themes: checked if the themes work in relation to the coded extracts and the entire dataset, and generated a thematic map of the analysis.
5. Define themes: on-going refinement of each theme, and the overall analysis story.
6. Report of findings: selected compelling extract examples, analysed and related back to the pre-defined literature review questions.

In the following sections we present our findings based on the three broad categories we identified through our analysis: data movement, data modelling, information portability, and data interoperability. Figure 3.1 shows the thematic map produced capturing both level one and two of the identified themes.

### 3.3 Data Movement

Addressing the first literature review question we look for research studying the effects of data movement in large, complex organisations. As discussed earlier, there are several forms of data movement in large, complex organisations: data movement between IT systems, between people, and between organisations.

Data movement between IT systems can be characterised by three fundamental components: (1) retrieval of relevant data from the system’s disk or storage area into
the system’s application memory, (2) data movement across the network, and (3) end-to-end data transfer from the application conducting the transfer.

Chang et al. mention that while large data movement is a key operation in many applications and operating systems, contemporary systems perform this movement inefficiently, by transferring data from the memory to the processor, and vice-versa, across a narrow expensive channel [41]. To fix this, they propose a new Dynamic Random-Access Memory (DRAM) design, called Low-Cost Inter-Linked Subarrays (LISA), to enable fast and energy-efficient data movement across a large range of memory at low cost.

Bouremand et al. observed that data movement between the main memory system and computation units (e.g., CPUs, GPU, and special-purpose accelerators) is a major contributor to the total system energy and execution time, making the movement of data an expensive task [29]. This is because the energy cost of moving data is orders of magnitude higher than the energy cost of computation [104] Realising that data movement is a bottleneck they propose a new way of processing-in-memory (PIM) that can significantly reduce data movement, by performing part of the computation
close to memory.

There is extensive research in the literature focusing on Near Data Processing (NDP), a new paradigm that brings computation to data, instead of bringing data to computation [168, 78, 119]. However, we cannot always avoid the movement of data. There are cases that a data movement is required between organisational teams; the data need to travel from the memory to the application and through a network connection to the system of the other organisational team.

Often, an organisational team needs to create a new system. Embedding new functionality into an existing network of systems requires the movement of data from several sources into the new software system. For the new system to make sense of data coming from different and often heterogeneous sources data need to be integrated. Data integration is a well-reviewed topic in the literature. However, some challenges still remain.

Integrating the large structured data repositories in a large organisation, which are often scattered across many data silos, requires building end-to-end scalable workflows. Current semi-manual and rule-based systems simply do not scale and cannot accommodate the continuously growing data across the various business units. Several articles investigate the use of machine learning techniques to solve such kinds of challenges in data integration [21, 55, 63, 117]. However, Stonebraker et al. mention that while machine learning techniques is a way to go, multiple practical considerations arise, such as, the scarcity of training data, the need to explain the results to business owners, and the high cost of involving domain experts [166].

Despite a large literature on data movement challenges and protocols within a software system, we found little evidences of literature on movement of data across systems and specially between people and organisations. Existing literature that contains the term ‘data movement’ is primarily technical in nature. It focuses on the movement of data within a software system between the memory and application layer, and sometimes on data moved between software systems through a network connection. Data movement in high-performance computing (HPC) is well covered, but not as well in data movement between enterprises and organisations. Additionally, in large organisations and enterprises data are not only in electronic form. We could not find literature sources exploring challenges of data movement where data are in physical form. Finally, using the terms we defined earlier, we found no papers discussing or addressing data movement challenges between organisations.
3.4 Modelling Data Movement

A plethora of modelling techniques and notations have been proposed for use during information systems design, some of which include elements of the movement of data. In this section, we survey the principal modelling techniques, to see if any meet our inclusion requirements (given in section 3.2).

A number of software design techniques allow modelling of data movement from a technical point of view. Data flow diagrams (DFDs) are the most directly relevant of these [50]. Unfortunately, the focus in DFDs is on fine-grained flows, between low-level processing units, making it hard to capture higher-level aspects of the enterprise that can bring cost and risks, i.e. the social factors [14, 181]. Similarly, the Unified Modelling Language (UML) contains several diagrams detailing movement of data, notably sequence diagrams, collaboration diagrams and use case diagrams [156].

Although the abstraction level at which these diagrams (DFDs and UML) are used is in the control of the modeller, to an extent, they provide no help in singling out just those elements needed to identify cost and risk of a potential development. Also, social factors influencing information portability and introducing cost to the movement are not part of the focus of those approaches. These models are helpful in designing the low level detailed data flows within a future development, but can not help us decide which flows may introduce cost and risk to the development.

Other techniques are able to model high-level data movement between systems and organisations. Information Flow Diagram (IFD) models, for example, capture the flow of information between the internal departments and sub-systems [123, 137]. Although an IFD can be used to model the information flows within and between organisations, and we can get a valuable insight on the movements of data happening in large IT systems, the type and format of information that is used in the IFD and the mechanisms by which it is conveyed are not specified [12].

Data provenance systems log the detailed movement of individual data items through a network of systems [164]. While these logs can be a useful input to data journey modelling, they describe only the flows that are currently supported and that have actually taken place. They are not suited to modelling potentially new flows, and do not directly help us to see what social and organisation factors affect the flow.

Business process modelling (BPM) captures the behaviour of an organisation in terms of a set of events (something happens) and activities (work to be done) [2]. Although BPM can implicitly model flows of data between a network of systems, they typically contain much more detail than is needed for our purposes drifting away from
the lightweight criterion.

Enterprise modelling (EM) is commonly regarded as the construction and use of conceptual models to describe, analyse, and redesign different aspects of an organisation [24]. Examples of enterprise modelling methods are: ArchiMate [86], Architecture of Integrated Information Systems (ARIS) [161], Business Engineering (BE) [182], Design and Engineering Methodology for Organisations (DEMO) [60, 61], For Enterprise Modelling Method (4EM; formerly Enterprise Knowledge Development) [153, 158], Multi-Perspective Enterprise Modelling (MEMO) [76, 74, 75], Semantic Object Model (SOM) [71], The Open Group Architecture Framework (TOGAF) [101], and Work System Theory (WST) [5]. DEMO concentrates on a few elementary organisational aspects and focuses on engineering an organisation (its structure)[8, p. 74]. According to Dietz et al. this aspect is not yet raised by other methods [61]. On the other hand, MEMO argues that an engineering point of view is not sufficient for shaping organisations, since organisations can also emerge through social construction and not just from engineering aspects [76]. However, although all the above models support organisational redesign efforts they do not implicitly capture the movements of data happening in an organisation.

Models that combine technical and social information, such as human, organisational, governance and ethical factors, can be found in the literature [140, 186, 187]. For example, the i* modelling framework aims to embed social understanding into system engineering models [186]. The framework models social actors (people, systems, processes, and software) and their properties, such as autonomy and intentionality. Although a powerful mechanism to understand actors of an organisation, the i* framework does not give us the information flows happening between the systems, nor any measures to identify costs.

In summary, we found no existing model that met all our requirements. The existing technical modelling methods give us a way to model the detail of a system to be constructed, but provide no guidance to the modeller as to which parts of the system should be captured for early-stage decision making and which can be safely ignored. The socio-technical models allow us to capture some of the elements that are important in identifying cost and risk in IT developments, but need to be extended with elements that can capture the technical movement of data.
3.5 Information Portability

Data created in one place, for use by one specific set of consumers, is rarely fit and ready for use by the range of secondary consumers that arise over its lifetime. This ability of a piece of data to survive being moved from one system to another is an aspect of information quality (IQ) that is typically referred to by the term “information portability”. Information portability is the ability of data to survive movement to a context other than the one it was originally designed for. For example, if we consider a dataset that contains information about dates, we can see that the data entity “1/2/2017” is less portable than the data entity “1st February 2017”. This is because different conventions on how to write dates in the US and Europe (for instance) make the meaning of the first value ambiguous. Does it refer to 1st February or 2nd January? If the data value is created in Europe, then it is likely to be viewed as quite portable if moved from one European system to another. It should be viewed as being much less portable when moved from Europe to a US-based system, where the local conventions will cause anyone unaware of the source of the data, or of the different conventions in writing dates, to interpret the data incorrectly. Work has to be put into reformatting the dates on transfer, if this risk of misinterpretation is to be removed.

Although a large literature on information quality exists, there is very little research on the portability of information and the factors limiting or enhancing the sharing of information with other systems. While Wang et al. identify portability as an information quality dimension, they do not provide a definition for it [179]. Others use the term portability in the context of system independence from the format of the data, but not in the context of information [95, 152]. At the time of writing, we were not able to find a complete definition nor practical measures to identify challenges that could impose cost and risk of information portability in potential developments in the research literature.

In this section, we review the literature of information quality looking for definition and measures of information portability that can help us identify cost and risk of developing new information sharing developments.

Despite a large literature on IQ, and the inclusion of the information portability concept in several well known taxonomies of information quality dimensions [120, 135, 152, 179], we could find very little research specifically on the topic of information portability. Where it is mentioned, it is as one of numerous other IQ properties, like accuracy and completeness, rather than as the focus of the paper. Where it is defined, the definition given is high level and does not go beyond what might be reasonably
inferred by common sense from the term itself.

Wang et al. identify portability as an information quality dimension, but do not provide a definition for it [179]. Redman et al. and Jarke et al. use the term portability in the context of systems, and not information [152, 95]. The former describe it as system independence from the data format, while the latter as system independence of the software managing the data.

Knight et al. [106] and Parker et al. [143] compare IQ taxonomies found in the papers of Van Zeist et al. [174] and Leung et al. [115], in which the term portability is included as a dimension of data quality. However, the definition of the portability term used in the latter papers is derived from the British Standard (BS) ISO 9126 on software product quality [169]. The standard identifies portability as a characteristic of software quality rather than information quality and defines it as: “The capability of the software product to be transferred from one environment to another.” ([169], p. 11)

A further definition and probably the most helpful, is given in BS ISO / IEC 25012:2008 standard on software engineering and data quality [170]. It categorises data portability as one of the fifteen quality characteristics that constitute the data quality model in software engineering. The definition states:

“Data portability is the degree to which data have attributes that enable them to be installed, replaced or moved from one system to another preserving the existing quality in a specific context of use.” ([170], p. 10)

Finally, although information portability is mentioned in the literature as a dimension of IQ taxonomies, we do not have a complete definition nor practical measures to identify challenges and costs of information portability in potential developments. However, to test our hypothesis that data movement can be an early warning signal of failure we need a definition to refer to information portability. For the rest of this thesis, we adapt the above definition provided by the ISO standard, and define information portability as follows:

**Definition 3.5.1. Information Portability:** Information portability is the ability of data to survive movement to a context other than the one it was originally designed for, sustaining its initial quality before the movement.
3.6 Data Interoperability

Numerous definitions have been given for data interoperability in the literature. The authoritative dictionary of IEEE standards terms provides the following four definitions of interoperability: (1) “The ability of two or more systems or elements to exchange information and to use the information that have been exchanged”; (2) “The capability for units of equipment to work efficiently together to provide useful functions”; (3) “The capability promoted but not guaranteed achieved through joint conformance with a given set of standards, that enables heterogeneous equipments, generally built by various vendors, to work together in a network environment”; (4) “The ability of two or more systems or components to exchange and use the exchanged information in a heterogeneous network” [36].

Major issues in collaboration and co-operation of enterprises, businesses and organisations are the problems in communication between people, between people and systems and between systems. Kosanke states that the first, people communication issues, is usually due to different cultures, languages and even professional jargons and can be addressed by either a common language (which is very unlikely) or through translations between the different languages and meanings [108]. The other two problem areas originate from the different software and hardware implementations of systems. These areas require both human and machine understanding of the exchanged information. As a result, the ability to interoperate is a rather complex task. According to Chen et al. who reported on the results of a European initiative on interoperability, there exist several levels of interoperability [47]. We summarise them below:

- **Technical Interoperability** is achieved among software systems when services or information could be exchanged directly and satisfactorily between them and their users [108, 139]. Technical interoperability is typically associated with hardware/software components, systems, and platforms that enable machine-to-machine communication. This type of interoperability often focuses on communication protocols and the infrastructure required for those protocols to function [176, 112].

- **Syntactic interoperability** is defined as the ability to exchange data. Syntactic interoperability is generally associated with data formats. The messages transferred by communication protocols should possess a well-defined syntax and encoding, even if only in the form of bit-tables [43].
• **Semantic interoperability** is defined as the ability to operate on that data according to agreed-upon semantics [116]. Semantic interoperability is normally related to the definition of content, and deals with the human rather than machine interpretation of this content. Thus, interoperability at this level denotes that a common understanding exists between people regarding the definition of the content (information) being exchanged [84, 176].

• **Organisational interoperability** describes the capability of organisations to effectively communicate and transfer meaningful data despite the use of a variety of information systems over significantly different types of infrastructure, possibly across various geographic regions and cultures. Organisational interoperability relies on the successful interoperability of the technical, syntactic, and semantic aspects [176].

In the healthcare domain, interoperability is defined by the Healthcare Information and Management Systems Society (HIMSS)¹ as “the ability of different information technology systems and software applications to communicate, exchange data, and use the information that have been exchanged” [19]. Lumpkin [121] provides three levels of health information technology interoperability in health:

**Foundation interoperability** enables data sharing between two systems, but does not require the target system to interpret the data.

**Structural interoperability** provides uniform movement of healthcare data between two systems so that clinical or operational purpose and meaning of the data is preserved. It ensures that data exchanges between information technology systems can be interpreted at the data field level.

**Semantic interoperability** enables two or more systems to exchange and use information. It takes advantage of the structuring and the codification of the data so that the target system can interpret the clinical meaning of the data. This level of interoperability supports the electronic exchange of patient summary information among caregivers [83].

Despite the increasing recognition of the importance and potential benefits of interoperability, significant challenges remain. The challenges in achieving semantic interoperability between two information systems transcend the technical issues. There is a

variety of cultural, social, political and economical barriers to data exchange [121].

Efforts have been put in achieving interoperability in the NHS by defining standards that give structure to information created in healthcare. By doing so, information can be shared consistently within and across healthcare settings. Most importantly, standardising captured information enables exchanged information to be interpreted by both the producers and the variety of consumers of health data.

At the time of writing, there are three information standards in the NHS, the SNOMED CT, ICD-10, and OPCS-4. All three standards are a national requirement, they serve different purposes and are complimentary to each other. We investigate each in turn.

SNOMED CT is an acronym for Systematised Nomenclature of Medicine Clinical Terminology. It is the vocabulary for use by clinicians in an Electronic Patient Record (EPR) and is recognised internationally. It records consistent, reliable and comprehensive patient information as an integral part of an EPR. It is recorded at the point of patient care and focuses on what a clinician wants to record about their patient. SNOMED CT facilitates a number of processes such as decision support, care pathway management and drug alerts.

OPCS-4 and ICD-10 support secondary uses of data for statistical purposes, such as operational and strategic planning, epidemiology, public health analyses of population health and reimbursements. OPCS-4 and ICD-10 are recorded after a healthcare event. They are applied in accordance with business rules and focus on the information we need to capture in order to count for statistical and epidemiological analyses. The mandatory ICD-10/OPCS-4 data collected in Commissioning Data Sets (CDS) must comply with classification rules and principles, such as national clinical coding standards.

One of the challenges of achieving full semantic interoperability is that each foundation trust will differ in the way that they adopt and use the Electronic Patient Record (EPR) and SNOMED CT. It is likely that the role of the coder will evolve as EPRs become more common and as SNOMED CT and future classifications products (such as ICD-11) are implemented [111]. Also, in primary care electronic records exist, but use Read codes; the standard clinical terminology system used in general practice to support detailed clinical encoding of multiple patient phenomena. Having two terminologies in place, causes text degrades and lower data quality when data are exchanged. To address incompatibility issues, NHS provides classification maps that link codes from clinical information recorded by the clinician in the EPR using SNOMED
CT to ICD-10 and OPCS-4 codes. The classification maps are designed to assist coders in the accurate and timely assignment of classification codes in the coded record, using structured clinical information from the EPR. However, utilising maps from SNOMED CT for classification coding is not a fully automated process, and requires expertise in the application of the classifications.

Health Level 7, as mentioned earlier in section 2.2.2, is a not-for-profit standards development organisation that was established in 1987 to develop standards for the exchange of the health information and health systems interoperability in the hospitals FT information systems. HL7 provides electronic system to system messaging standards, as well as standards for electronic document structure and content standards [17].

The messaging standards are available as HL7 v2 and HL7 v3. HL7 v2 was initially developed in an ad hoc fashion to integrate hospital systems together, such as administrative and clinical systems [17]. Although HL7 v3 was published as an improved version of HL7 v2, it has some shortcomings. According to Mead et al., the published HL7 v3 standards are not directly implementable and require substantial tooling for the generation of executable software systems [131]. In order to implement HL7 v3 one needs an in depth and detailed understanding of the Reference Information Model (RIM). RIM defines the structure of the semantic and lexical elements of HL7 v3. One of the biggest issues with HL7 standards, as stated by Bender et al., is that HL7 v2 and v3 are not directly interoperable between them; information exchange between v2 and v3 requires the use of sophisticated translation software [17].

Sartipi et al. explores the challenges of applying the HL7 v3 standard message development platform to integrate legacy healthcare information systems [160]. They achieved semantic interoperability of a Clinical Decision Support System (CDSS) with the EMR of a specialist. Jayaratna et al. use semantic web technology to develop a tool, called TAMMP, to identify HL7 messages that perform healthcare transactions in an integration scenario [96]. Dehmoobad et al. propose an expansion to the core HL7 messages to provide cross-domain interoperability between healthcare and insurance organisations [159]. As an attempt to solve some of the aforementioned issues, HL7 has recently developed a new standard referred to as Fast Healthcare Interoperability Resources (FHIR). FHIR was developed in an incremental, iterative approach to reflect today’s industry best practices for complex systems design [17].

Another challenge of data interoperability in health is the myriad of legacy systems that exist in the healthcare infrastructure. According to Bennet et al., legacy systems can be described as large software systems that are vital to an organisation, and have...
been implemented years ago [18]. Legacy software was written using outdated tools and techniques, yet it continues to do useful work. Achieving interoperability between legacy systems comes with technical and nontechnical challenges, ranging from justifying the expense in dealing with outside contractors to using program understanding and visualisation techniques [22].

Finally, information portability is one of the most important characteristics of modern healthcare. The benefits of interoperability are numerous and can transform patient care. Effort has been put towards achieving interoperability and tremendous resources have been invested to date by industry and healthcare programs around the world. However, although information standards have been established and used across the NHS and the world, interoperability issues still remain making information interoperability a big challenge in the healthcare community.

### 3.7 Conclusion

In this chapter, we reviewed the literature on challenges and issues of achieving data movement and data interoperability in large complex information systems that can be viewed as complex networks of people, systems, and organisations. We described the search strategy and the methodological synthesis approach we followed and then presented our results.
Chapter 4

Research Methods

4.1 Introduction

In this chapter we discuss and justify the methodological approach we followed in this thesis in order to address the research questions provided in section 1.4. We also provide the reasons why our methodological approach is best suited in achieving the stated research aims. We further discuss why applied methods were chosen in contrast to alternative approaches. We organise this chapter based on the data collection methods (section 4.2), data analysis methods (section 4.3), development methodology (section 4.4), and evaluation methods (section 4.5) we followed.

4.2 Data Collection Methods

For our data collection phase, we use qualitative methods aiming to capture complex textual descriptions of how people experience IT developments and the challenges they face when using them in their everyday roles. There is a pool of qualitative methods to be used:

- **Observation**: Participant observation is appropriate for collecting data on naturally occurring behaviours in their usual contexts.

- **Interview**: In-depth interviews are optimal for collecting data on individuals personal histories, perspectives, and experiences, particularly when sensitive topics are being explored.

- **Focus groups**: Participatory groups are effective in eliciting data on the cultural
norms of a group and in generating broad overviews of issues of concern to the cultural groups or subgroups represented.

- **Ethnography:** Goodson *et al.* describe ethnography as a social research method occurring in natural settings aiming to learn the culture and behaviour of the group under study [79]. Ethnography uses observation techniques and interviews to collect data.

- **Case Studies:** Case studies are up-close, in-depth, and detailed examinations of a subject of study and its related contextual conditions [77].

Throughout the course of this project we were fortunate enough to have access to case studies written by NHS staff taking a professional development course at the University of Manchester. The case studies were written as assessed coursework for a course on “Human and Organisational Factors in Health”, offered as part of the University of Manchester’s continuing and professional education provision, during the 2013 academic year.

The case studies describe a variety of IT developments in the NHS, covering cancer care, ambulance service management, in-patient management, heart failure care, diabetes care, bed management and more. The case study authors were asked to describe a recent IT development they had experience of in their working role. They were asked to categorise the development as having been either successful or unsuccessful, and to identify the human, organisational and technical factors that contributed towards that particular outcome.

As with many governmental institutions, aspects of the case studies are confidential. They describe existing systems and current processes of established Foundation Trusts. They also contain personal views of the authors and factors that caused the failure of often very expensive IT developments. Hence, while we can share the results of our examination and analysis (with any identification details removed) we can not report any confidential raw data.

### 4.3 Data Analysis Methods

Having collected the case studies, we followed an approach inspired by thematic analysis to analyse the information captured in the case studies. Thematic Analysis is a qualitative method that emphasises on pinpointing, examining, and recording themes
within data [82]. Themes are patterns across a dataset that are important to the description of a phenomenon and are associated to a set of preset research questions. According to Dixon et al. and Mays et al. thematic analysis has been identified as one of the main approaches used to review and synthesise qualitative and quantitative evidence [62, 129]. The research questions (as retrieved from section 1.4) to be addressed in this thesis by analysing the case studies are:

- RQ 1: What factors contribute to the failure of a new IT development that can impose high cost and risk to the organisation?

- RQ 2: Are there any early warning signs of high cost and risk when developing a new IT system?

In order to address the first research question and identify the factors that contribute to the failure of recent IT developments we examined the collection of NHS case studies, first to categorise each one as a successful or a failing development, and second to understand the major root causes of failure in each case study.

To do so, we devised a strategy inspired by the inductive method of thematic analysis in which themes occur after analysing the data, and particularly on the approach described by Braun et al. [35]. According to Guest et al. the advantage of using an inductive approach in finding themes is that the data are not overfitted into pre-defined models, but themes occur naturally from the data [82].

More specifically, we took the following strategy in extracting, analysing and using the data from the case studies:

1. **Data familiarisation:** familiarise with the data by reading all case studies.

2. **Data extraction:** extract from the case studies the relevant information into data extraction sheets. Prior to the actual extraction process, define what is to be extracted and in which form.

3. **Priori grouping:** group information from the data extraction sheets according to the review questions.

---

1Thematic analysis can be achieved by two approaches: the inductive and the deductive. Using an inductive approach, coding of the data into themes occurs without having a pre-defined model ensuring that identified themes are derived naturally from the data [82]. On the other hand, a deductive approach is theory-based. This form of analysis tends to be less descriptive because analysis is based on a pre-determined model.
4. **Extraction and initial coding**: based on priori grouping, define further extraction details needed to address the research questions and extract the data from the case studies. Use codes to mark the data to then identify themes.

5. **Searching for themes**: once all extracted data are coded, sort out codes into broader, more conceptual categories to create themes.

6. **Reviewing themes**: review the themes in which extracted data lie into to verify relativity and determine whether the derived themes satisfactorily capture the extracted data.

Following the above steps, we extracted and organised the failure factors identified by the authors, and aggregated the results across the full set of case studies. Identifying the list of failure factors was a relatively trivial task in our case, as the authors of the case studies had been explicitly asked to identify and record the factors, social and technical, that contributed to the project outcome. We had only to extract them, to integrate them into a common set and to regularise the terms used.

In order to address the second research question and identify early warning signs of high cost and risk we followed our strategy once again to identify problematic types of data movement. This was more challenging, as the authors had not been asked to characterise the data movements involved. We had to infer the presence of movement patterns from the explanation in each case study. Again, we had to combine and regularise the patterns from different studies to create a consistent set. To do so, we followed a similar approach as before: data familiarisation, data extraction, initial coding, searching for themes, and finally reviewing themes.

Further details on how the aforementioned strategy has been applied to analyse the collected data are given in sections 5.2 and 5.3 where we describe how we used the strategy to retrieve IT failure factors and the data movement anti-patterns.

### 4.4 Model Development Methodology

Our research question to be answered by this method is:

- **RQ 4**: How can we quickly identify the warning signs of high cost/risk in the aforementioned abstract model of the new system?

In order to answer the above research question, we followed an agile-inspired approach. The agile approach is primarily used in software development in which user
requirements and solutions evolve through the collaborative effort of the development team and the end users or customers. The agile approach to software development is getting more attention and is adapted to a wide range of product development, not just for software development. This is because the approach advocates adaptive planning, evolutionary development, early delivery, and ongoing improvement, while encouraging a rapid and flexible response to change; a set of practices that aim to ensure the continuous delivery of working product.

The four core values of Agile software development as stated by the Agile Manifesto \(^2\) are: individuals and interactions over processes and tools; working software over comprehensive documentation; customer collaboration over contract negotiation; and responding to change over following a plan [4].

Compared to traditional model development approaches, such as the waterfall approach, agile development mainly targets complex projects and product development with dynamic, non-deterministic and non-linear characteristics [54]. The waterfall approach depends on accurate estimates, stable plans, and predictions which are often hard to get right in the early stages of a project. Requirements change and design is held to be emergent. Big up-front specifications are often become outdated the minute they are drafted. These, among other reasons, have helped shape agile development’s favor of adaptive, iterative and evolutionary development.

In this thesis, in order to develop our model we followed a method inspired by the iterative approach of the agile development methodology. We particularly developed our model in iterations of Plan - Act - Reflect cycles. The iterative approach we followed focuses on an initial, simplified implementation which then progressively gains more complexity and a broader feature set until the final model is complete.

During the planning phase of our iteration approach, we assess the current state of the model and set initial requirements (or improvement requirements) and measurable and attainable goals based on the outcomes of the reflect phase of the previous iteration (apart from the very first iteration). As part of this phase, we aimed to plan small, clear and concise steps so that they can be easily monitored, and tested. The acting phase of our approach involves implementing the requirements and goals set in the planning phase.

One of the main differences between the iterative agile development methodology and the waterfall method is the approach to quality and testing. In the waterfall method, testing of the model always happens after all the implementation has been

\(^2\)http://agilemanifesto.org/principles.html
finished. However, in agile development testing is completed in the same iteration as implementation. In our approach we have embedded testing in the reflection phase of our iterations where we reflect on the methods used, model produced and incorporate feedback from the end users. Findings and decisions from the reflection phase act as input to the planning phase of the next iteration.

Finally, as one of our criteria in developing the model is to be lightweight without requiring substantial resources and time, it proved natural to follow an agile methodology which emphasises on the principles of minimum valuable products (MVP) and simplified functionality.

**4.5 Model Evaluation Methods**

In order to answer the last three research questions of this project we have to evaluate the produced model in terms of whether it can accurately and cheaply identify points of high cost and risk in a planned new IT system. Our research questions to be answered by the methods described in this section are:

- **RQ 5**: Can the warning signs accurately and cheaply identify points of high cost and risk in a planned new system?

- **RQ 6**: Can the warning signs identify points of high cost and risk of new systems, across domains?

- **RQ 7**: Do the warning signs identify all the significant points of high cost and risk of a new system?

Ideally, a research strategy to evaluate our model and answer our research questions would be to identify an organisation that is planning to introduce a new IT system in their infrastructure and follow the approach below:

1. Apply our model on the planned new IT system to identify places of potential high cost and risk and report back to them.

2. Establish two teams to develop the planned new IT system. Team A' develops the IT system as originally planned, whereas team B' takes into consideration our models findings and avoids implementing the identified high cost and risk places.
3. Run the two systems in parallel.

4. Conduct a cost/benefit analysis of the two systems developed.

5. Compare the results of the two developments to assess the validity of our model’s findings.

Such a strategy is following a prospective evaluation approach. A prospective evaluation study watches for outcomes during the study period and relates this to other factors and parameters, such as suspected risk. The study usually involves taking a cohort of subjects and watching them over a long period of time [146].

However, the timeline and resources of this project are limited. We can not wait for a long time, often years, for the planned new system to be developed, integrated and run within the existing infrastructure in order to evaluate our model. Also, our resources are scarce and can not employ a team of developers to develop a mirror system taking into consideration our model’s findings.

So, instead of following a prospective approach we used a retrospective approach to evaluate our model. A retrospective study looks backwards and examines exposures to suspected risk or protection factors in relation to an outcome that is established at the start of the study.

To do so, we worked with staff of organisations that have recently introduced new IT systems in their existing infrastructure. We carried out a retrospective analysis, following the re-engineering phase the organisation has executed, using the following approach:

1. **Before** the re-engineering phase:
   
   (a) Retrospectively model the data journeys existing before the re-engineering.
   
   (b) Apply our model to identify places of high cost and risk.

2. **After** the re-engineering phase:
   
   (a) Model the data journeys made after the re-engineering exercise.
   
   (b) Compare our findings with the changes made by the re-engineering team, to address points of high cost identified through their own separate analysis.

By doing so, we can compare our model’s findings with what human experts identified as costly and risky parts that have been removed during the re-engineering exercise. However, this approach of evaluation comes with some shortcomings. When
comparing our model’s results, we assume that the human experts conducting the re-engineering phase have correctly identified a set of cost and risk improvements in the old system. However, we also assume that there are other places of potential cost savings that were not changed by staff for various reasons, such as limited time and resources.

In order to address the above limitations of the retrospective approach, we contacted domain experts that know the specifics of the organisations involved in our evaluation to assess the feasibility of our model as a second layer of approval. We only consider valid model findings the places that have been removed in the new system after the re-engineering exercise and have been approved by the domain experts.

However, there is still the possibility that organisations have not gone through major re-engineering exercises in the recent past but have identified opportunities for improvement. For these evaluation studies we followed an approach inspired by action research. Action research is research initiated to solve an immediate problem or a reflective process of progressive problem solving led by individuals working with others in teams or as part of a “community of practice” to improve the way they address issues and solve problems [81]. Meyer states that action research focus on developing solutions to practical problems, while its main strength is the ability to empower practitioners, by getting them to engage with research and the subsequent development or implementation activities [133].

Action research follows an approach of spiral, self-reflective cycles of plan-act-reflect [110]. The cycle begins by planning a change, then act and observe the process and consequences of the change, reflect on the processes and consequences and then re-plan accordingly. Then, the next cycle begins with acting, observing and reflecting, and so on [109].

To do so, we worked with teams that have identified problems with their existing systems and would like to change their processes to reduce cost and risk. We adapted the action research cycle approach to fit the circumstances of the opportunities we had to work with such teams, some of which arose at very short notice. We began by defining a procedure to follow, and ensure to only document domain expert responses, and not to lead them to answers we might have wished they had given. In each of the studies, we followed an approach similar to:

1. **Plan:** Get in touch with a team of domain experts that have identified opportunity for improvement in their existing system. We planned a set of activities each corresponding to a research question to be answered by this evaluation exercise.
2. **Act:** We asked them to model the existing system based on their interpretation and knowledge of how their system works.

3. **Reflect:** Domain experts reflected on what they think is causing high cost and risk.

4. **Plan:** Then plan the next iteration, and apply our model to identify places of high cost/risk, based on our model’s findings.

5. **Act:** Compare domain experts’ views on high cost/risk causes and model’s findings.

6. **Reflect:** Reflect on the results of the comparison, the processes followed and consequences, and causes of differences.

We further describe the particulars of each evaluation study in chapter 8 where we evaluate the application of our model in several NHS settings.

### 4.6 Conclusion

In this chapter, we explained and justified the methodological approach we followed. We discussed why it is suited in answering the research questions we set in the introduction (section 1.4) of this thesis. Finally, we discussed why these methods were chosen in contrast to alternative approaches.
Chapter 5

IT Failure and Data Movement

5.1 Introduction

As we have seen in the previous chapters, a lightweight approach is needed to identify points of cost and risk in new software development early in the decision making process. In this chapter, we describe our attempts to design an early warning indicator of cost and risk for use in large complex organisations. As a starting point, we analysed a set of 18 case studies of new software developments in the NHS. From the case studies, we extracted the factors that according to the authors, have contributed towards the failure of recently introduced developments. We found not just technical, but also a wide range of social factors: human and organisational in nature.

A common feature of the retrieved factors where the new software was deemed to have been unsuccessful was the movement of data. While seemingly simple in theory, in reality, the movement of data from system to system is beset by all manner of challenges, many of which are concerned with people than with technological issues.

These challenges lead to unforeseen costs and sometimes dramatic reductions in the benefits expected from the new software. We therefore hypothesise that identifying the need for movement of data in a new development could provide the early warning signs of success or failure that we were looking for.

In this chapter, we present the following contributions:

- A catalogue of factors contributing IT failure.
- A set of data movement anti-patterns that under certain criteria may introduce high cost/risk in new developments.
We begin by examining the collection of case studies from the NHS to retrieve factors contributing to the failure of IT systems (Section 5.2). Then, we analyse the case studies to extract problematic data movements, and finally we present a catalogue of data movement anti-patterns (Section 5.3).

## 5.2 Early Warning Signs of IT Failure

We need a collection of early warning signs for IT managers, that can indicate when the data movement required by a new IT development will come with cost and risk that may outweigh the expected benefits, unless they are taken into account in the proposed development.

To identify these early warning signs, and to seek evidence for or against our hypothesis concerning the role of data movement in IT system success, we examined 18 case studies written by staff in the NHS. The case study authors were asked to describe a recent IT development they had experience of in their working role. They were asked to categorise the development as having been either successful or unsuccessful, and to identify the human, organisational and technical factors that contributed towards that particular outcome. Overall, the case studies cover a variety of health care settings and functions, including ambulance service management, cancer care, electronic patient records and in-patient bed management.

The first step in the case studies analysis was to understand the factors that led to IT failure in each of the case studies, and to see if there were any commonalities that could suggest suitable early warning signs for IT failure in general. To do so, we followed the strategy introduced in section 4.3 on page 58 which is inspired by the inductive approach of thematic analysis. More specifically, we followed the following steps:

1. **Data familiarisation:** We familiarised with the data by reading all case studies.

2. **Data extraction:** We extracted from the case studies the relevant information into an excel data extraction matrix. Because of confidentiality reasons we cannot publish the data extraction matrix, we do, however, list the types of details we captured for each of the case studies:

   (a) No: An itemised number to keep track of the case studies.

   (b) Development context (patient pathway): The pathway of the patient in which the new development is used, or was planned to be used.
(c) Success / Failure / Partly Failure: Whether the described IT system was successful in realising the expected benefits, or not. In the case that only some of the expected benefits were realised we marked the case study as a partly failure.

(d) Failure factors: A list of factors that according to the authors of the case studies contributed towards the failure of the IT development.

3. Priori grouping: Based on the data extraction matrix, we grouped the case studies into successful implementations of IT systems or not. We combined failed and partly failed case studies into one group, as both groupings are needed for further analysis of the failure factors.

4. Extraction and initial coding: We reviewed the case studies of the failure category again, and for each one we extracted the reasons that the authors of the case studies described were the roots of the IT system failure into a data extraction sheet. To do so, for each case study we did:

(a) Highlighted in the text the failure factors.

(b) Extracted each factor into an excel data extraction sheet removing any identification details.

(c) Coded each factor using a restriction of several (five - six) words summarising the factor.

5. Searching for themes: Once all extracted factors were coded, codes were sorted into broader, more conceptual categories to create themes.

6. Reviewing themes: We reviewed the extracted factors and the themes they relate to, to determine whether the created themes satisfactorily capture the raw data.

7. Data analysis: Finally, we calculated the prevalence of each factor in the set of 18 case studies to identify the most common ones.

Of the 18 case studies, only three were described by their authors as having been successful. The remaining 15 were categorised as having completely or partly failed to deliver the expected benefits.

We identified 7 theme categories of failure factors: people-oriented factors, data-oriented factors, system-oriented factors, organisation-oriented factors, governance-oriented, requirements-oriented, and politically-oriented factors. Table 5.1 shows the
factors that we found have contributed to the overall failure of the IT developments, as retrieved from the case studies. A brief description of each factor is given, along with the number of case studies in which the factor is mentioned as having played a role in the failure. In the table, the failure factors are grouped into the themes we identified which describe the nature of the factors.

Figure 5.1 (on page 72) shows the factors in decreasing order of occurrence, with the factors reported by most case studies shown on the left and those reported the least shown on the right.

<table>
<thead>
<tr>
<th>Contributory Factor</th>
<th>Further Details</th>
<th>Case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>People-Oriented Factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Resistance to change in processes/procedures</td>
<td>The introduction of new IT systems can require staff to follow new processes and procedures, which they may resist. Staff can also fear job losses and degrading of their roles.</td>
<td>14</td>
</tr>
<tr>
<td>Reluctance to engage with new technology</td>
<td>Staff may resist a change from familiar to unfamiliar technologies.</td>
<td>2</td>
</tr>
<tr>
<td>Varying IT literacy levels among staff</td>
<td>This factor can reduce or delay the benefits of the new IT systems, until the necessary skills are acquired.</td>
<td>4</td>
</tr>
<tr>
<td>Clash of grammars [175]</td>
<td>Specialist vocabulary used by one set of individuals (e.g., clinicians, the IT team) may not be completely understood by another set (e.g., clinicians in other departments, secretaries), leading to delays and data quality problems.</td>
<td>3</td>
</tr>
<tr>
<td>Lack of trust between staff</td>
<td>Staff often do not trust the IT implementation team and do not share knowledge, domain expertise and ideas with them.</td>
<td>3</td>
</tr>
<tr>
<td>Incorrectly identified stakeholders</td>
<td>Key users of the system were not identified as stakeholders and hence were not involve in any decision making (e.g. medical secretaries).</td>
<td>4</td>
</tr>
<tr>
<td>Insufficient stakeholder engagement</td>
<td>Communication and engagement may vary between stakeholder groups (e.g. secretaries, clinicians, GPs, developers).</td>
<td>6</td>
</tr>
<tr>
<td>Lack of shared vision</td>
<td>Lack of a shared vision between the stakeholders.</td>
<td>5</td>
</tr>
<tr>
<td>Insufficient resources for support and training</td>
<td>Lack of training and support for the users can cause resistance to use the new system.</td>
<td>5</td>
</tr>
<tr>
<td><strong>Data-Oriented Factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Numerous data sharing agreements</td>
<td>Exchange of information within or between organisations is controlled by multiple sharing agreements, each controlling a different, narrowly defined subset of clinical data (sometimes even within a single record).</td>
<td>1</td>
</tr>
<tr>
<td>Contributory Factor</td>
<td>Further Details</td>
<td>Case studies</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------</td>
</tr>
<tr>
<td>Conflicting formats/data structures</td>
<td>Data may need to be transformed before they can be used. Extraction of data from legacy systems in the required format may only be possible through the back end database, or following manual data transformation.</td>
<td>5</td>
</tr>
<tr>
<td>Disconnected data silos</td>
<td>Clinicians tend to trust their own legacy databases more than centralised shared ones. This can lead to duplicated, fragmented and inconsistent information.</td>
<td>5</td>
</tr>
<tr>
<td>Paper-based information</td>
<td>Paper-based information transfer is still widespread, and brings many additional costs. E.g. Patient clinical notes must be firstly physically found and then entered before the data can be reused.</td>
<td>2</td>
</tr>
<tr>
<td>System extensibility not considered during development</td>
<td>Extending an existing system with extra functionality can require significant unforeseen re-configuration that adds to workload.</td>
<td>1</td>
</tr>
<tr>
<td>Over-optimistic system reuse</td>
<td>When a system designed for one organisational unit is adopted by another, considerable reconfiguration and process redesign is often required.</td>
<td>1</td>
</tr>
<tr>
<td>Inadequate system performance</td>
<td>System performance problems, especially over the long term, can have a de-motivating effect on users.</td>
<td>5</td>
</tr>
<tr>
<td>User-unfriendly system design</td>
<td>Often, new IT systems are not as easy to use as the users expect. They can be complex and inflexible. Systems may be wholly or partially unused, or workarounds may need to be developed.</td>
<td>4</td>
</tr>
<tr>
<td>Costly system sustainability and maintainability</td>
<td>Systems must support their users over the long term, in the face of requirements change, or become decreasingly useful.</td>
<td>1</td>
</tr>
<tr>
<td>Top-down system design</td>
<td>Managers may take decisions without consulting the people on the ground. The needs of specific regions or departments may not be considered.</td>
<td>3</td>
</tr>
<tr>
<td>Lack of required equipment</td>
<td>If insufficient or inadequate equipment is provided, stakeholders may not observe the value they expected from the new development.</td>
<td>4</td>
</tr>
<tr>
<td>Organisation has a complex structure</td>
<td>The NHS is not a single homogenised organisation but a coalition of many of individual organisations (e.g. Foundation Trusts, GP practises, commissioning groups, social care), each with its own politics, culture, technologies and structures.</td>
<td>2</td>
</tr>
<tr>
<td>Regulations</td>
<td>Organisational policies may conflict with the processes imposed by new IT developments, and vice versa, leading to reduced/delayed benefits and need for reconfiguration.</td>
<td>1</td>
</tr>
<tr>
<td>Organisational redesign</td>
<td>IT developments often demand some degree of organisational redesign (forming new teams, adopting new processes, etc.), which is time consuming and often unwanted by staff.</td>
<td>6</td>
</tr>
</tbody>
</table>
### Contributory Factor

<table>
<thead>
<tr>
<th>Further Details</th>
<th>Case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff may be reluctant to participate in collaborative IT projects, fearing loss of data/process ownership, control and influence.</td>
<td>2</td>
</tr>
</tbody>
</table>

#### Governance-Oriented Factors

<table>
<thead>
<tr>
<th>Further Details</th>
<th>Case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk-averse organisations resist sharing data with other organisations because of concerns regarding information and corporate governance, data ownership, privacy and confidentiality.</td>
<td>4</td>
</tr>
<tr>
<td>When a new integrated IT system is created, it may be unclear which organisational unit is responsible for developing/procuring and maintaining it. Ownership of the data may also be unclear.</td>
<td>1</td>
</tr>
</tbody>
</table>

#### Requirements-Oriented Factors

<table>
<thead>
<tr>
<th>Further Details</th>
<th>Case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>The new IT system may not work as envisaged by its users, or may work in a way that contradicts processes and practises previously in use. When a new system interferes with the current working practises of staff, workarounds and shortcuts are devised.</td>
<td>8</td>
</tr>
<tr>
<td>If the implementation team does not engage with clinicians and other key stakeholders to capture user requirements, the system functionality may not meet user needs.</td>
<td>2</td>
</tr>
<tr>
<td>Clinicians can feel that the need to input data, or more generally interact with the new system cuts into time that would otherwise be spent focusing on the patient, and reduces the quality of care provided.</td>
<td>2</td>
</tr>
</tbody>
</table>

#### Politically-Oriented Factors

<table>
<thead>
<tr>
<th>Further Details</th>
<th>Case studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>A departmental unit may fear loss of influence and power when a new IT system is introduced.</td>
<td>3</td>
</tr>
<tr>
<td>Projects are often expected to deliver benefits with a tight budget and limited/insufficient resources, leading to short-cuts that cause problems in the future.</td>
<td>4</td>
</tr>
<tr>
<td>Conflicting priorities on the requirements of IT systems by different agencies lead to conflicting requirements and unrealised benefits.</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.1: Factors contributing to IT failure in the NHS case studies.

From figure 5.1, we see that the most common causes of IT failure in our case studies are related to people and how they interact in order to complete tasks. Some of the failure factors relate to technology, but these are fewer in number compared to the social (human and organisational) factors. Of the 32 factors identified, less than a quarter are primarily technical in nature: conflicting formats/data structures, disconnected
Figure 5.1: Prevalence of failure factors across the case studies.
data silos, inadequate system performance, paper-based information, system extensibility not considered during development, over-optimistic system reuse, and costly system sustainability and maintainability.

Clearly, the technical challenges of data movement are implicated in many of these failure factors. Costs introduced by the need to transform data from one format to another have long been recognised, and tools to alleviate the problems have been developed. However, other social factors, like fear of change, lack of trust, miscommunication, power games, are more complex.

Looking more closely, we can see that data movement is implicated in many of the non-technical failure factors, too. Many of the factors come into play because data are moved to allow work to be done in a different way, by different people, with different goals, or to enable entirely new forms of work to be carried out using existing data. For example, changes that end-users resist come about when work is moved from one part of an organisation to another (and with it, the data needed to complete that work), or when tasks formerly done by others must now be done by the end-user (with the help of the data we have moved to allow this). The design-reality gap, a term coined by Richard Heeks [87], refers to incorrect and misleading assumptions the design team may hold about how the system will work, and which conflict with the reality of how the work is actually done in practice. The risks of such assumptions are amplified when data are shared between teams, potentially bringing a design-reality gap for each team involved with the design team, and even between end-user teams. All these factors can be present in the context of a single team, and a single application, but they are amplified when data are moved between teams, between systems, and between organisations.

A dominant cost found in the case studies is the administrative cost of complying with data sharing agreements when data are shared with an organisational structure, other than the one that created the data. An example retrieved from one of the case studies specifically mentions that the sharing of data between the foundation trust and the GP is controlled by a myriad of data sharing agreements, each with specific services for a tightly agreed subset of the clinical record. The case study author explains that the high number of sharing agreements caused the administration of the IT system in place to be a significant overhead and ultimately a disadvantage for the whole IT project.

A type of risk found in the case studies is the misinterpretation of the data when shared with organisations or staff other than the creator of the data. There were numerous instances in the case studies where information captured by clinical staff (e.g. GPs,
radiologists, etc.) had to be transcribed into the systems by clerical staff (e.g. medical secretaries). However, information that is obvious for the clinical staff might not always be known to staff with a different background and expertise. This often causes data not to be input correctly into the target system leading to decrease data quality and increased risk of misinterpretation, or sometimes not to be input at all. Particularly, a case study in a cancer care setting reported a reduced 20% coverage of the cancer stage (one of the main indications for cancer survival analysis) after a move of ownership to another department which utilised secretarial resources to capture this information. In this case, the stage of cancer was naturally inferred by the other attributes within the form, however, secretarial staff did not have the knowledge, nor the expertise to determine, and casually left the field empty. Other costs found in the case studies are reduced data quality, transformation costs, transportation cost, etc.

In conclusion, from the case studies analysis we found that data move not only through the technical infrastructure of databases and networks, but also through the human infrastructure, with its changing rules, vocabularies and assumptions. This suggests that data movement could be a proxy for some of the non-technical risks and costs the case study authors experienced, as well as the technical costs and challenges. The question therefore arises as to whether we can use the presence of data movement as the backbone for our model to identify cost and risk. If we can abstract the details of a new IT development into a map of the new data movements that would be required to realise it, can we quickly and cheaply assess the safety of those new movements, combining both technical and social features to arrive at our assessment of the risk?

To answer the preceding question, we need to understand the specific features of data movements that can indicate the presence of cost and risk. We return to our case studies, to look for examples of data movement that were present when the IT development failed, and to generalise these into a set of data movement patterns that could become the basis for our method. The results of this second stage of the analysis are described in the following section.

5.3 Data Movement Anti-Patterns

Having examined the case studies, we found that data movement is an indicator of most of the IT failing factors. In this section, we propose a catalogue of data movement anti-patterns, each describing movements of data that might introduce some type of cost or risk to the development. We also give the conditions under which a pattern causes a
failure, and the type of cost or risk it might impose on the organisation.

An anti-pattern is defined by Ambler to be “the description of a common approach to solving a common problem, an approach that in time proves to be wrong or highly ineffective” ([6], p.20). Similar definitions are given by Budgen and Koenig [38, 107]. Though the term is more normally associated with software design, it can also be applied more broadly. In our context, a data movement anti-pattern is a commonly occurring movement of data that appears to solve the problem of conveying needed data to a consumer, but which produces higher-than-expected costs in the longer term, that can reduce the overall value obtained from the project as a whole.

To develop the data movement anti-patterns catalogue, we followed the strategy introduced in section 4.3 on page 58. In particular we followed the following steps:

1. **Data extraction:** We read through the case studies again, looking for any type of data movement. We extracted any found instances into a data extraction sheet noting the following:
   - The no of the case study.
   - The producer or number of producers of the data to be moved.
   - The receiver or number of receivers of the moved data.
   - The data to be moved.
   - The type of movement.
   - The format of data to be moved.
   - The barriers obstructing the efficient and effective movement of data.

Above data were captured in a simplistic notation we adopted from UML modelling notation in the format of diagrams. Also, we extracted from the case studies as movements of data those that were described by the authors as needed but not yet implemented since if properly developed would solve an existing problem and lead to a more effective patient care.

The case study authors had not been asked to provide this information explicitly in their assignment, and therefore we used our own judgement to infer data movements involved based mostly on information present in the case studies. In the cases that important information was left out, as it was considered to be implicit by the authors of the case studies, we turned to the web and literature to fill in.
2. **Searching for themes:** In order to identify themes across the data we revised each extracted movement and took apart any domain-specific details originating from the case studies, but without altering the topology structure or any of the barriers that made them a problematic movement. We then transformed those examples into a set of generic anti-patterns by collating similar examples together.

3. **Reviewing themes:** Finally, we reviewed the extracted data movements and the themes they relate to, to determine whether the created themes satisfactorily capture the problematic data movements identified in the case studies.

All of the case studies involved some kind of data movement and it was commonly the case that the data movement was at the heart of the part of the development that failed. Although there were many examples of movement of data between computer systems we found a richer variety of movement patterns between people, from people to systems, and *vice-versa*. We describe below the anti-patterns we identified from the case studies. For each pattern we give an identifying name, define the context in which it can happen, and provide the conditions that should hold for costs to arise. Any examples given are taken directly from the case studies (but with identifying details removed). The anti-patterns are illustrated in figure 5.2 and further described in the following sections. Other potential costs, risks, and problematic data movement patterns may exist, here we present those reported in the case studies. All the anti-patterns are summarised in table 5.2 at the end of the chapter for easier future reference.

### 5.3.1 Change of Media

Often, a change of medium is required when data are moved from the producer to the consumer of the data. This is straightforward in the case of electronic data, which can usually be converted into physical report form, for document generation and printing. But the situation is more complicated when data on paper must be entered into a destination software system. We illustrate this pattern in figure 5.2 (a), and we describe it as follows:

**Context:** When data move from a source ‘S’ to a target ‘T’ of a different media (e.g. physical to electronic), then a transformation cost exists, either before or after the transportation of the data, that can lead to decreased quality at the ‘T’ side.

**Cost and Risk:** Data entry of physical data type into an electronic target system is a time consuming process, typically done by administrative staff who may not
have a strong understanding of the meaning of the data they are entering. Errors can easily be injected that may significantly reduce the quality of the information stored at the target side.

### 5.3.2 Context Discontinuity

Often data need to be used in a context other than the one they were originally designed for. Whenever there is a discontinuity in the movement of data caused by a change in context, costs will be imposed on the movement. The context discontinuity pattern is showed in figure 5.2 (b) and described as:

**Context:** When data move from a source ‘S’ to a target ‘T’ of a different context (e.g. organisation, geographical area, etc.) and a discontinuity exists in the flow, then a bridging cost is imposed to either or both sides of the flow.

**Cost and Risk:** Sharing data outside the immediate organisational unit can result in a number of administrative costs, such as reaching and complying with data sharing agreements, as well as complying with wider information governance and ethical requirements. Also, staff reluctance to share ownership of data may exist on both sides of the movement.
5.3.3 Actors’ Properties

Costs can also be introduced by key heterogeneities in the properties of the consumer and producer of the data. Differences in system requirements, business processes, governance, and regulations between producers and consumers of data create transformation costs that must be borne either at the source or the target location (or both). Integrating data from “data island” sources (sources that have not previously been shared up to this point) can have high costs; such sources typically have limited external connectivity, and are tailored for use by one type of user, bringing a risk of data quality problems at the target side. Additionally, if the source of data belongs to a different context than the target, then there is the risk of “clash of grammars” (the meaning of the data moved being altered by the change of context because of cultural differences, experience differences, or other type of reason [175]), and a cost of lower data quality at the target side. For example, data entered into a system by secretarial staff can contain errors if they are not explicit and requires medical knowledge/vocabulary that the staff lack to fully understand. The actors’ properties pattern is illustrated in figure 5.2 (c) and described as:

**Context:** When data move from a consumer ‘C’ to a producer ‘P’ (system or human), a difference in a property of either the source or target (e.g. clash of grammar, data islands) introduces a transformation cost to the movement.

**Cost and Risk:** There is the risk of clash of grammars, low connectivity, and the cost of lower data quality at the target side.

5.3.4 Intermediary Flow

Intermediary systems or staff may be introduced with the aim of reducing some up-front cost (such as the use of lower-paid staff to enter data on behalf of higher-paid staff), but can actually create downstream costs in the longer term such as those caused by lower data quality or missing data. The intermediary flow pattern is illustrated in figure 5.2 (d) and described as:

**Context:** When data move from a source ‘S’ to a target ‘T’ through an intermediary step, a cost is introduced to either data movement side.

**Cost and Risk:** There is the risk of missing data, and the cost of lower data quality.
5.3.5 Other Data Movement Anti-Patterns

- **Dependent target**: Often, data needed in a target location originally exists in several sources. If the business processes of the target depend on the data of the sources, then the cost of transformation is usually done on the target side. When data move from multiple sources to a target, and the target depends on the data in the sources then a cost of extraction, transformation and integration appears in each of the flows (figure 5.2 – e).

- **Missing flow**: Technical or governance barriers can often introduce a prohibitive cost that obstructs the implementation of the flow. Data needed by a consumer exists at a source, but are not able to reach the consumer (figure 5.2 – f).

- **Ephemeral flow**: Ephemeral is a flow from S to T that exists for a short period of time (i.e. migration purposes) and is planned to be deleted in the near future. Ephemeral flows are often created cheaply, with a short-term mindset, but then become part of the system, leading to future costs and complexity (figure 5.2 – g).

- **Data movement**: Apart from all the above cost and risk, whenever data move from its source to a destination there is the accumulative cost of extracting, transforming and loading the data from the source to the target. This cost often includes staff training and support, and can be in either side of the flow (figure 5.2 – h).

5.4 Discussion and Conclusion

In this chapter, we described our analysis of a set of 18 case studies from the NHS domain. From the case studies, we extracted the factors that the authors of the case studies identified as contributing towards the failure of the IT developments. We found a complex mix of failure factors. We found technical factors arising from sharing or integrating information, often stemming from the diverse data sources involved. But we also found other, often neglected factors stemming from the social aspects of the organisation; its people, policies, processes, governance, etc. This is consistent with results from other sources (e.g. [45, 72, 128]).

Other sources in the literature also discuss the variety of social factors that can affect an IT development [7, 8, 11, 20, 69, 87]. People are reluctant to change their
current processes to use the new system in place, or user requirements are not met because of conflicting organisational policies and governance issues. For example, Greenhalgh et al. show the importance of human factors affecting the integration of electronic patient record (EPR) systems [80]. They state that the lack of consideration of the human factors is detrimental when bridging the design-reality gap in EPR systems.

Further analysing the IT failure factors, we found that most of them involved some kind of data movement either between people, systems or organisations. For example, in people-oriented factors we found that miscommunication between important stakeholders was the dominant failure factor, i.e. information that should have been shared between them, was not moved clearly or often not moved at all. Also, in data-oriented factors the medium in which information was captured and sharing agreements obstructed the efficient movement of data to the related recipients. Similarly, in governance-oriented factors data movement is avoided because of the risks of complying with corporate governance and data ownership guidelines. Additionally, in the requirements-oriented factors, system performance and functionality requirements are often not communicated clearly leading to a design-reality gap. Finally, organisation-oriented factors state that information that is needed in external teams or agencies are often not available because of the complex structure of the NHS and the myriad of agreements to comply with.

Extracting examples of data movements that lead to IT failing factors, as described in the case studies, we devised a catalogue of generic data movement anti-patterns that under some certain conditions can impose cost and risk in the IT development.

From the patterns, we found that cost and risk are likely to arise when data are moved between two entities that differ in some key way. When data are moved from producer (or holder) to consumer, it typically needs to be transformed from one format to another. Data values that make sense in the producer environment need to be converted into values that will be interpreted equivalently in the consumer environment. However, this conversion process is often difficult to apply correctly and completely, as the knowledge that is required is often stored tacitly in the heads of the data producers and consumers, rather than being explicitly declared in an easily accessible form. We can never store an item of data in its entirety in a database; instead, a considerable part of the meaning of a piece of data are stored outside the database into which they are loaded, in the local context conventions and assumptions of the people who create it. When data are moved out of its system of origin, this local, tacit part of its meaning is
left behind. If this part of its meaning is not needed by the new consumer, then no harm is done. Or, if the local context and conventions of the new consumer match those of the data collector then, again, no harm is done. In all other cases, the portability of the data is reduced and its interpretation altered making the data less useful after the movement than before.

Where data are sensitive (as health care data often is) there are also governance issues to be considered. Data often cannot be shared unless they have been appropriately aggregated or otherwise anonymised. Data may need to be filtered before they are moved, or moved through a particular set of systems, purely to be cleared for export to the real data consumer. There are myriads of data governance guidelines and protocols that must be met before sharing a medical dataset with a third party.

Governance and cultural challenges are just one part of the ways in which low information portability converts itself into a cost for data consumers. Technological differences between the source and target of a data movement step are an obvious factor (for example, where the source and target are represented using heterogeneous data structures and semantic conventions). But there are other challenges to be considered, that may be more costly overall and harder to predict in advance. Organisational, ethical, legal and other governance-related barrier can all come into play.

We are not claiming that the above set of patterns is complete; of course other types of data movement and a variety of other circumstances can bring cost and risk. It is, however, a starting point of a representative set of problematic data movements to help us understand the differences between source and target and the risk they might impose on the organisation, to help us devise early warning signs of cost and risk.

Apart from all the challenges, data movement is crucial to the functioning of most large organisations. While a data item may first be introduced into an organisation for a single purpose, new uses for that data will typically appear over time, requiring them to be moved between systems and actors, to fulfil these new requirements. Our societies now exist as networks of data, flowing from one system to another, and many crucial functions of government, industry, healthcare, education and science depend on the smooth functioning of these data flows. Can enterprises be viewed, at one level of abstraction, as networks of sub-systems that either produce, consume or merely store data, with flows between these sub-systems along which data travel?

When we plan to introduce new functionality into an enterprise, we must make

---

1Information portability is the ability of information to retain its meaning when moved to a context other than the one it was originally designed for (section 3.5).
sure that the data needed to support that functionality can reach the sub-system in which they will be consumed, so that value can be created from it. The costs of getting the data to their place of consumption must not be greater than the value generated by their consumption. Moreover, new risks to the enterprise will be introduced. The enterprise must evaluate the effects on its core functions if the flow of data is prevented for some reason, or if the costs of getting the data into place rise beyond the value that are produced. In the following chapter we investigate whether this abstraction could provide a lightweight early-warning indicator of the major cost and risk involved in introducing new functionality in an enterprise.
### Data movement pattern name

<table>
<thead>
<tr>
<th>Diagram</th>
<th>Context</th>
<th>Conditions, cost and risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data movement</td>
<td>Data move from a source (S) to a target (T) and there is a cost assigned to the flow of data.</td>
<td>If the movement is new, there is the cost of extracting, transforming and loading the data from the S to T. Also, staff might need training and support.</td>
</tr>
<tr>
<td></td>
<td>Data move from a S to a T and a property of the S or T introduces a cost to the movement.</td>
<td>For example, the S is a “data island” (a data source that has not previously been shared up to this point). Such sources typically have limited external connectivity, and are tailored for use by one user or group of similar users. Moving data out of a data island can be costly (because the mechanism for sharing has to be set up from scratch) and brings a risk of data quality problems at T systems. Additionally, if the S belongs to a different context than the T, then there is a risk of clash of grammars (the meaning of the data moved being altered by the change of context) and a cost of lower data quality at the T side.</td>
</tr>
<tr>
<td>Change of media</td>
<td>Data are moved from a S to a T of a different format of the data (i.e. from a physical type of data into an electronic one)</td>
<td>If the S stores the data in a different media from the T, then there is the cost of changing the media before or after they are transported. For example, if the S is paper-based and the T is digital, then there is the cost of data entry.</td>
</tr>
</tbody>
</table>
Discontinuity

Data move from a S to a T in a different context, introducing a discontinuity in the flow which imposes some cost to either or both sides of the flow.

Intermediary

Data move from a S to a T through an intermediary step which introduces a cost to either flow.

Dependent target

Data needed in a T, exist in several sources.

Missing data flow

Data are needed from a S to a T.

Ephemeral flow

A data flow from a S to a T that exists for a short period of time (i.e. for migration purposes) and is planned to be deleted in the future.

Sharing data outside the immediate organisational unit can result in a number of administrative costs, reaching and complying with data sharing agreements, and complying with information governance requirements. There is also the risk of staff reluctance, on both sides of the movement. Finally, if the T system needs data in a different format to how it is stored at the S, then there is a transformation cost that must be borne, either by the S or the T system. Intermediaries may be introduced with the aim of reducing some up-front cost (such as the use of lower-paid staff to enter data on behalf of higher-paid staff) but can actually create downstream costs in the longer term (such as those caused by lower data quality or missing data).

If the data are moved from multiple sources, then a cost of extraction, transformation and integration might appear in each of the flows. Often, there is a technical or governance barrier introducing a prohibitive cost that obstructs the implementation of the flow. Data needed by a consumer exists at a S, but are not able to reach the consumer.

Ephemeral flows are often created cheaply, with a short-term mindset, but then become part of the longer term system, leading to future costs and complexity.

Table 5.2: Data movement anti-patterns likely cost and risk.
Chapter 6

Data Journey Model: Mapping Data Movement in Large, Complex Organisations

6.1 Introduction

Having identified a problematic set of data movements, the next step is to find a way to identify where the patterns occur in an information infrastructure to identify the places where high cost and risk are likely to exist. To do so, we need a way to capture the broad movements of data happening in the organisation. Specifically, we need a modelling technique that:

- allows us to model the movement of data within and between organisations,
- gives equal prominence to both social and technical factors affecting the movement of data, and
- is sufficiently lightweight to be used as a decision-making aid in the early stages of a development cycle.

Despite a plethora of modelling techniques and notations found in the literature for use during information systems design [2, 13, 16, 31, 49, 50, 156, 164, 186, 187], we only found a handful of methodologies that give equal prominence to both social and technical factors [140, 186, 187]. Of these, none were sufficiently lightweight to be used in early stage go / no go decision making.
In this chapter, we investigate whether a large organisation can be viewed, at a level of abstraction, as networks of sub-systems that produce, consume or store data, with flows between these sub-systems along which data travels. We examine whether this abstraction can give us a low-cost and lightweight way to identify problematic data movements in an information infrastructure that would potentially introduce cost and risk in the organisation. To test this hypothesis, we analyse the data movement anti-patterns looking for the minimum information that must be captured about an IT development and its organisational environment, in order to identify the presence of the patterns.

We propose a new technique of modelling the movement of data through and across organisations, aiming to identify the kinds of data movement that can lead to high risk and cost. The technique is lightweight as it abstracts away from the details of the business processes that use the data, and focuses just on the broad movements of data between significant organisational elements. The novel modelling technique, called data journey model, captures the movements of data within or between organisations through complex networks of people and systems.

We begin by describing the process we used to look for the minimum information to be extracted from the patterns (section 6.2). Next, we present the data journey model and notation (section 6.3). Finally, we propose a method for creating data journey models (section 6.4).

### 6.2 Data Movement in Large Organisations

Having identified the need for a new lightweight socio-technical technique (section 3.4), we set out to define a new modelling approach for data journeys, to capture the data movement anti-patterns we located in the case studies and described in chapter 5. In the sections that follow, we describe and justify the model we produced.

The question that now arises is whether we can capture the data movements happening in an organisation and identify the existence of the anti-patterns. Can we view an organisation, at an abstraction level, as a collection of “good” and “bad” movements of data? What is the least information we can capture about an organisation to be represented as a collection of data movements?

To address the above questions, it was necessary to understand the variety of data movements that exist in large organisations. We returned to the NHS case studies and looked for examples of data movements that the authors described. We found the
following types of data movements:

- Data movement between people. For example, a GP sharing information with the Radiologist, clerical staff need information produced by clinical staff, etc.

- Data movement between systems. For example, patient’s blood test results stored in the pathology lab database need to travel to the GP’s database.

- Data movement between people and systems. For example, clerical staff have to input appointment details into the reception’s database, or transcribe notes of clinical staff into the system.

- Data movement between organisational structures and teams. For example, data created and stored in the cancer hospital database needs to be shared with an external research agency as part of a new government guideline.

- Electronic and physical data movement. For example, information can be moved through a physical media (i.e. envelope, patient folder) or an electronic media (i.e. through an internet connection).

- Missing data movement. For example, a new flow of data is needed, but does not currently exist because of a prohibitive cost stemming from either a governance or technical barrier.

All examples involved the movement of a data entity between two places, the source and the target. The source is where the data entity originates from. It is the context in which the data entity was designed for, and is used. In some cases the source is a producer of new data entities. A producer is either a computer system or a human. Similarly, the target, is the end destination of a data movement step, to which the information travels to achieve a value-creating step. However, usually a collection of data movement steps are needed to accomplish bigger values. For example, for the GP to collect all information needed to decide on a patient action plan, several data movement steps are needed to transfer information from a variety of sources and producers.

The data entity is moved from the source to a target in a variety of means. In the case studies we identified two types, physical and electronic. In the physical one, data entities are captured in paper format and hence moved around the organisations in folders. In the electronic type, data are sent to the target location through a network
connection. Although, naturally we would assume the electronic data movement to be the most dominant, we observed increase in the use of physical movement in the healthcare setting.

Having identified the above types of data movement, we can see the need for a conceptual model that can capture movement of data not just through the technical infrastructure of an organisation (the databases, systems and physical connections in place), but also the human infrastructure: the people interacting with the systems in place to create new information, transform and consume existing data.

6.3 Data Journey Modelling

In this section, we propose a new modelling technique, called data journey model, that captures data movements in large complex organisations. We begin by providing the requirements for our model, motivate its use and present its components and metamodel.

6.3.1 Requirements for Data Journey Modelling

The core requirement of the model is to identify the points in an information infrastructure where data are moved between two organisational entities which differ in some way significant to the interpretation of the data. These are the places where the portability of the data\(^1\) are put under stress, where errors can occur when the differences are not recognised, and where effort must be put in to resolve the differences. The model must therefore have the following properties:

- Must capture the movement of data across an information infrastructure, including the entities which “hold” data within the system, and the routes by which data moves between them; we call this landscape.

- Must capture the points at which key differences in the interpretation of data occur, both social and technological.

- Must be low-cost to produce, since it is intended for use during early stage decision making.

\(^1\)Information portability is the ability of information to retain its meaning when moved to a context other than the one it was originally designed for (section 3.5).
6.3.2 The Data Journey Model

In this section we describe a new model that captures an abstraction of an organisation (or collaborating group of organisations) designed to make explicit the kinds of problematic data movement patterns we identified from the NHS case studies, while hiding irrelevant details. We call this model a “data journey model”, since it shows the high-level journeys data takes through the organisation in order to deliver value.

We use the term data journey to describe the movement of one or more data entities through the landscape, from its point of entry to its point of use. Data journeys are purposeful, implying that the data are needed at its destination for some value-creating step. For example, suppose a GP requests a patient blood test from a nearby pathology lab to decide on a further care plan. To do so, data needs to travel from the GP organisation (in the form of a request card and blood sample) to the hospital porter’s pigeon holes, to the lab staff, to the lab’s database (where results are input by the lab analyst), and back to the GP’s database to await discussion with the patient. All these steps together make up the data journey that must be supported for the blood tests results to reach the GP and effective treatment decisions to be made.

The aim of a data journey model is to model the broad movements of a set of data entities through complex networks of people, systems and organisations. Data journey models do not attempt to provide a complete representation of an organisation or its processes; nor are they expected to model the complete set of data movements. Rather, they provide a simplification of reality showing the journeys of the entities of interest within the information infrastructure.

6.3.2.1 Data Journey Model Components

The components of a data journey model (and the notation we propose for them) are given in figure 6.1. We describe each component below.

We call the information infrastructure through which the data of interest moves the data landscape. It includes both people and technical components that contribute to the creation, storage, transportation and use of information. We distinguish components that store data, from those that interact with data (creating them and consuming them).

Data containers are places where data can “rest” (be stored) on its journey through the data landscape. A container can be in electronic form (e.g. a database, an Excel file, a word document) or in physical form (e.g. file cabinets, desks, pigeon holes). We denote electronic data containers with the database icon and physical ones with...
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Figure 6.1: The notation of the data journey model.

a rectangular box, as shown in figure 6.1. In the pathology lab example previously introduced, the containers are the GP’s desk, the GP reception desk (both storing the request card and blood sample), the pigeon holes of the hospital, the pathology lab secretary’s desk, and the pathology system database (storing the blood test results).

Data stored in a container can travel to another container through some already established route. In the data journey model we call these container-to-container movements journey legs. A journey leg connects two containers if there is a medium through which they can share data. It allows data to move from a source to a target container to be used for a value-creating step or to await further onward movement. We denote journey legs with a straight line arrow connecting two containers. The direction of the journey leg shows the movement of a set of data entities from the source to the target container, as shown in figure 6.1.

Each journey leg, moves a data entity from a source data container to a target data container. We represent data entities on the model using a rectangle. Within the rectangle we write the data entity being moved.

The other type of component modelled in the data landscape are actors. These are the people or IT systems that interact with containers to create, consume or transform the data stored in them. Actors are denoted using the actor symbol of the UML notation [156], and their interactions with the containers are shown as a dotted arrow beginning from the actor and ending to the container with which interacts.

Taken together, the legs between the components show the data journeys that are currently supported by the data landscape that is modelled. A data journey is a sequence of legs that makes a connected path through the data landscape for a set of
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Figure 6.2: Data journey diagram of a GP requesting blood test results from a pathology lab.

data entities of interest, from a point of origin (a point at which the data first enters into the landscape) to a final destination (a point at which the data are used to deliver some value for some stakeholder). The way points on the journey may themselves be producers or consumers of this and other data items, or they may merely hold data. Journeys may be simple (traversing just one or two legs within a single department) or complex (covering a network of cooperating organisations across wide geographical or organisational distances). They may describe movements happening in an existing infrastructure, or they may describe planned movements for a proposed new IS development (in which case, certain legs may be missing in the existing data landscape, and need to be added to allow the proposed data journey to take place).

Figure 6.2 shows the data journey model of the pathology lab example previously introduced. The journey begins when a GP requests a patient’s blood test. The results of the test are produced in the pathology lab.

6.3.2.2 Data Journey Meta Model

Figure 6.3 shows the meta model of the data journey model, expressed in UML class diagram. The meta-model indicates the relationships between the components of the data journey model, and the rules and constraints of the model. In the figure, each rectangular box denotes a component of the data journey model (actor, container, data entity, etc.). The top compartment of the box contains the name of the data journey model component, and the bottom compartment contains the attributes.
In the figure, a line with a filled diamond shape indicates a composition, or ‘has a’ relationship. For example, in the data journey meta model a data journey is composed by a sequence of one or more consecutive journey legs. A journey leg is composed by two containers (a source and a target container), and a set of one or more data entities. Similarly, a container stores one or more data entities.

A solid line arrow in the figure indicates an inheritance, or an ‘is a’ relationship between two components. For example, a human is an actor. Also, a container can be either electronic or physical container.

Finally, a dotted line arrow in the figure indicates a dependency relationship. Such a relationship represents the dependency of one data journey model component to another. For example, an actor depends on a container to consume, transform or create new data entities.

6.4 Creating Data Journey Models

In this section, we propose an approach to create data journey models. In general, models can be constructed using top-down, or bottom-up techniques. Here, we present a bottom-up approach indicative of our experiences creating data journey models.

The first step of our approach, is to identify the scope of the movement we want to model, i.e. the set of data entities of interest that we want to model its movements.
For example, returning to the pathology lab example introduced above, the scope of the movement that needs to be modelled is the collection of the data entities needed for a GP to decide on an action plan. The data entities of interest in this example are the blood sample, the test result and the patient’s details.

The next step is to construct the model’s landscape. This is the information infrastructure in which the data entities of interest are stored and consumed, i.e. the data containers and the actors interacting with the containers to consume, transform or create data.

Finally, the last step is to add to the landscape the journey legs that move data entities from a source to a target container. Having completed this last step, the journey of the data of interest is formulated showing the origin of the data, the journey through the information infrastructure of the organisation and the destination.

Figure 6.4 shows a working example of the steps we took to create the data journey model of the pathology lab example. We further explain each step below:

1. We identified the data entities of interest.

2. We identified the containers in which the data of interest are first entered into the landscape, and those where they are consumed to generate value, and those where they reside en route to their eventual consumption. We then constructed the identified containers to the model using a rectangular box for the physical ones and a cylinder for the electronic, as illustrated in figure 6.4.

3. We identified the routes by which data entities move between containers. Then, we added the routes to the model using straight line arrows to form journey legs. The direction of the arrows denote the movement of data from a source to a target container. We numbered the journey legs for future reference.

4. For each journey leg, we added to the model the data entities they move from the source to the target container.

5. We identified the actors interacting with each container by looking for the following inclusion criteria:
   - is either a person or system,
   - interacts with an identified container to create, consume or transform the data entities of interest (identified in step 1),
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Figure 6.4: Working example constructing the data journey model of the pathology lab example.
• the interaction with the container creates some value that lies within the scope of the journey.

Then, we added the actors to the model, and labelled each actor with its role in either creating, consuming, or transforming the data, and its position in the organisation.

6. Finally, we connected each actor with the container it interacts with, using a dashed line arrow beginning from the actor and ending at the container labelling their interaction.

6.5 Conclusion

In this chapter we proposed a novel modelling technique that captures data movements between organisations, through complex networks of people and systems. Data journey models are lightweight and low-cost to create as they capture the broad movements happening in an organisation. We then described the components and notation of a data journey model and finally, we outlined a method for creating new models.
Chapter 7

Applying Socio-Technical Boundaries to the Data Journey Model

7.1 Introduction

In the previous chapter, we explored whether an organisation can be viewed, at an abstract level as a collection of data movements, and proposed the data journey model. The data journey model captures the movements data make, within the technical and human infrastructure of an organisation, to reach its destination. Having modelled the data journeys, the next step in our project is to identify any problematic movements and identify high cost and risk they might impose on the organisation.

These are the places in the journey where some aspect of the use of data changes, in a way that might cause the portability of data to be put under stress. In particular, we are looking for the places in the journey where the data move away of their original context and their quality is endangered.

In this chapter, we propose the new concept of “data journey boundaries”, a low-cost way to identify socio-technical places in the journey of data where the portability of the data is put in danger. We devise a lightweight method that uses data journey boundaries to identify key differences between the source and target of a journey leg, that may alter the original interpretation and use of the data and ultimately impose high cost and risk to the movement.

More specifically, our main contributions in this chapter are:

- An extension to the data journey model, called data journey boundaries, that based on socio-technical information can identify key differences between the source and the target of a journey leg.
A lightweight method that layers socio-technical boundaries onto a data journey model and identifies places in the journey of potential high cost and risk.

A proposal of a method for the low-cost up-front identification of new data journey boundaries in other domains.

Following sections motivate the new concept of a data journey boundary (section 7.2), describe how it can be used in relation with the data journey model (section 7.2.2), and present an extension of the data journey meta-model (section 7.3). Then, we propose a new low-cost method that identifies places of high cost and risk in new developments (section 7.4). Finally, we discuss other modes of use of the data journey model and our method (section 7.5), and give a proposal for identifying new boundaries when applying our method in other settings (section 7.6).

7.2 Identifying Boundaries in Data Movement

In this section we address the following questions and propose the new concept of boundaries to help us tackle them:

- What types of differences between the source and the target of a data movement step can cause cost and risk to the IT development and risk the failure of the planned IT systems?

- How can we identify these differences in the journey of data and identify the places where cost and risk are highly likely to exist?

From the analysis of the NHS case studies, we found that significant differences between organisational elements can impose high cost and risk on the movement of the data, and can ultimately cause the development to fail (i.e. the costs turning out to be higher than the planned benefits).

Technical differences between the source and the target of a journey leg can introduce a variety of challenges. For example, moving data between systems operating with different data types requires the transformation of the source data to match the target’s data types. Other technical differences include format mismatches, database schema inconsistencies, system infrastructure differences and many others [83].

Other challenges stemming from organisational and human differences are often harder to identify. Examples are: information is moved between staff of different
expertise, staff with clashing grammars, different governance and ethical guidelines, organisational structures, geographical hierarchies, etc. [8, 20, 80].

In order to identify places of cost and risk, we need a way to identify above differences in the journey of data noting the places where data travel to a context other than the one it was originally designed for. These are the places where the “portability” of the data \(^1\) will be put under stress, where errors can occur when the differences are not recognised, and where effort must be put in to resolve the differences.

Examples of the most common socio-technical differences between a source and a target of a data movement step found in the case studies are:

**Context discontinuity pattern:** a difference in the organisation in which the source and the target belongs to, may cause the administration costs of complying with numerous governance and ethical guidelines.

**Change of media pattern:** a difference in the media between the source and the target of a data movement step, can introduce high transformation costs to the IT development.

**Actor’s properties pattern:** a difference in the properties and culture of the actors using the data at the source and the target, can reduce the quality of the data at the target side.

To look for the existence of the above differences between the elements of the data journey model, we first examine existing techniques that can help us and then propose a new approach to apply them on the data journey model.

### 7.2.1 Boundaries in Information Sharing

In this section we investigate uses of the term boundary in the information sharing community to see how is used to reveal challenges of information sharing. In the context of information sharing, a boundary is described as a discontinuity, representing incoherence and gaps between two entities. In the context of cross-boundary information sharing and integration in the public sector, a boundary mainly represents organisational boundaries between different public agencies. Pardo *et al.* uses the term boundary to denote the sharing of information across different organisational structures [141]. They describe a boundary as a discontinuity, representing incoherence and

---

\(^1\)Information portability is the ability of information to retain its meaning when moved to a context other than the one it was originally designed for (section 3.5).
gaps between two entities. They investigate sustainable cross-boundary information sharing across organisational teams.

Organisational boundaries in the information sharing and integration literature have been studied a lot [11, 23, 32, 51, 184]. In particular, Carlile et al. and Espinosa et al. support the idea that organisational boundaries exist among different organisations and departments because of the differences in expertise, experience and regulations of different domains [39, 69]. In the public domain, organisational boundaries exist due to legislation causing differences in creating departments and organisations and the visions and missions of each [39].

In the information sharing and integration context other types of boundaries have been identified and used. Yang et al. discuss boundaries of personal, sectoral (between different organisational sectors), process and geographic type [183, 184]. They categorise the boundaries into two dimensions: horizontal and vertical. In the vertical dimension, information travels across government agencies at different levels (i.e. from the central department of an organisation to the local team of the same organisation), whereas in the horizontal dimension information is shared among parallel government agencies at the same level (i.e. central team of one organisation to the central team of a different organisation).

Zheng et al. define a boundary as the combination of the above types of boundary. More specifically, they propose a framework that categorises boundaries in terms of organisational elements that share information. These are: departments, processes, people, and operations. However, they use the term “boundary” in relation to the term “barrier”. Zheng et al. differentiate the two terms; they define the term boundary as a neutral area that can cause the existence of barriers [184, 189]. Barriers are attributes of a boundary and what prevents us from crossing it. For example, barriers of a people boundary can be lack of trust, personal conflicts and others. Barriers can be overcome and/or eliminated, but boundaries tend to exist for a long period of time unless significant changes happen. Zheng et al. use a metaphor to better distinguish between the two terms.

“A boundary is like a crossroad, and the difficulty of passing it depends on the potential barriers around it; like the weather, cars, pedestrians, etc. The crossroad can exist for a long time and may be easy to cross when conditions are favourable. However, barriers are the conditions that obstruct the driver to cross and can change in time. Drivers must be aware of both the boundaries and the barriers in every crossroad to cross safely.”
In this thesis we adopt the definitions given by Zheng et al. [189]. We use the term boundaries as elements that exist in the nature of an architectural landscape. They are lines clustering similar elements together, like departments of the same organisation, people of the same position role, systems with same interface, data with same data format, etc. Boundaries are neutral, they have no effect in the landscape; they are hidden. However, their existence is revealed when we have to cross them by moving a data entity to a location outside of the boundary. For example, if we want to move a set of data entities to another organisation we have to cross the boundary clustering all the elements of the source organisation. Crossing the organisational boundary we may have to face the cost of governance issues. The organisational boundary existed in nature and was revealed when we moved the data entities outside boundary’s cluster.

### 7.2.2 Data Journey Boundaries

In order to identify significant differences between the components of a data journey model that can impose high cost/risk on the journey, we propose the new concept of *data journey boundaries*. In the rest of this thesis we refer to this concept as ‘boundaries’.

The aim of a boundary is to identify key differences between the source and target of a journey leg that can alter the interpretation and usage of the data at the target side. We combine our findings and the existing literature and use the term ‘boundary’ as followed:

**Definition 7.2.1. Data Journey Boundary:** Data journey boundary is the dividing line that clusters together data journey model elements with similar properties based on a certain condition.

A boundary indicates a context in which data can move without risking a lower data quality at the target side of a journey leg and introduce high cost and risk to the organisation. For example, an organisational boundary can cluster all containers that belong to the same organisation, department or team. Any journey legs moving data entities within the organisational boundary will not have the cost of complying with respected data sharing agreements and information governance protocols. However, a journey leg that moves data across the boundary will have the extra cost of complying with the protocols.
Another example, is the clash of grammar issue identified above. A boundary clustering actors of the same role in an organisation indicates the safe movement of data between actors of the same role. A journey leg that moves data across the boundary to an actor of a different role and possibly expertise will have the risk of data misinterpretation and possible lower data quality at the target side.

We use the term ‘barrier’ as the cost that is assigned to the organisation when a data entity crosses a boundary. The cost can be trivial (transportation costs from the source to the target), or can be immense. Identifying and quantifying the cost for each crossed boundary is a very challenging and expensive process which does not fit well with the lightweightness and cost-effectiveness requirements of this project.

The presence of a boundary increases the risk of data crossing it, and a barrier to impose a cost to the organisation. Therefore in this project, we abstract away from the expensive details of predicting the barriers in the journey of data and mainly focus on finding the boundaries. Identifying the boundaries in the data journey will reveal to the modeller the places where risk is increased and costs are likely to arise. These are the places where further analysis is needed by the decision makers to find the barriers and predict the type of cost and risk.

Having introduced and defined the concept of a boundary, we need a way to identify the boundaries in the journey of the data. Since there is little value in predictions that cost a significant fraction of the actual development costs to create, a boundary must have the following properties:

- A boundary must rely on easy-to-acquire information.
- A boundary must be low-cost to apply on the data journey model, so that we can quickly obtain results.
- Finally, a boundary must identify the places where data travel to a context that significant differences can reduce the interpretation of the data and add costs to the IT development.

The next step is to create easy-to-acquire and apply boundaries that can be overlaid on the data journey model and reveal the existence of differences. To do so, we collect information regarding the data journey elements to each categorise in a boundary cluster. In some cases, the information is readily available. For example, it is normally well known to stakeholders when information is stored on paper, in a filing cabinet, or in electronic form.
However, other properties, like cultural and staff grammar differences are less obvious. For these properties we use a proxy; some piece of information which is cheap to acquire, and approximates the same relationship between the actors and containers as the original factor. For example, we use salary bands as a proxy indicator for the difference in actors’ vocabularies, on the grounds that a large difference in salary bands between actors probably indicates a different degree of technical specialism.

We use the following rules and proxies for indicating the presence of the boundaries as follows:

**Organisational boundary:** clusters together all data journey model elements that belong to the same organisation. An organisational boundary is crossed when the source container of a journey leg belongs to a different organisational unit than the target container:

\[
\text{sourceContainer.organisation} \neq \text{targetContainer.organisation} \quad (7.1)
\]

**Containers boundary:** clusters together all containers of the same medium (e.g. all the physical containers together, and all the electronic). A containers boundary is crossed when the medium of a source container of a journey leg is different from the medium of the target container:

\[
\text{sourceContainer.media} \neq \text{targetContainer.media} \quad (7.2)
\]

**Actors boundary:** the actor creating the data at the source container of a journey leg has a different salary band than the actor consuming it at the target container:

\[
\text{sourceContainer.actor.role} \neq \text{targetContainer.actor.role} \quad (7.3)
\]

Other, more costly, types of boundaries are also likely to exist. Here, we use the ones that we have, so far, found to be readily available and easy to acquire the information for.

### 7.3 Data Journey Model Boundary Extension

In this section, we extend the data journey meta-model to include the new concept of boundaries. As we have already seen previously, we retrieved three examples of
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boundaries from the data movement anti-patterns. The three boundaries are the organisational, actors and containers boundaries. Here, we use those three boundaries, as an example to extend our data journey meta-model.

The new extended model must be able to capture:

- The socio-technical information needed to form boundaries to indicate differences between the source and the target of a journey leg.
- The conditions that boundaries are based on to cluster data journey model elements together.

Figure 7.1 (on page 104), shows the extended meta-model of the data journey model that captures boundaries, expressed in UML. We explain each new concept below.

A data journey model can have a collection of boundaries. A boundary can be of a variety of types (e.g. organisational, actors properties, container media). Each boundary can be overlaid on the data journey model to form groupings of data journey model elements (containers, and/or actors) of similar properties.

Each grouping clusters data journey elements together based on a predefined condition. One boundary type can have multiple groupings overlaid on the data journey model, based on a predefined rule. The rules define the type and the number of groupings we need to cover the boundary.

Figure 7.2 on page 105 shows an example of the organisational and containers’ media boundaries overlaid on the pathology lab data journey model. The blue line box labelled ‘GP organisation’ denotes a grouping of the organisational type of boundary and groups all the data containers in the model that belong to the GP organisation.

For example, considering the rule of the containers boundary given in equation 7.2 on page 102, and knowing that there are two types of media in the data journey model (physical and electronic):

\[ \text{container.media} = \{ \text{physical, electronic} \} \quad (7.4) \]

we will need a total of two groupings, one for each type of container media, to form the containers type of boundary.

Similarly, an organisational type of boundary (equation 7.1 on page 102) has one grouping for each organisation the containers belong to (i.e. the GP, the F.T., etc.):

\[ \text{container.organisation} = \{ \text{GP, F.T., clerical area, clinical area, etc.} \} \quad (7.5) \]
Figure 7.1: Data journey meta-model extension capturing boundaries.
Figure 7.2: Organisational and containers boundaries on the pathology lab data journey model.
Although the boundary rules are predefined, the collections of the different types of media or organisations might not be known to the modeller. This is the type of information that the modeller will have to acquire from the domain experts. However, as already mentioned, the boundaries are designed to require only easy-to-acquire information not to burden domain experts’ valuable time.

7.4 Identifying High Cost and Risk in Data Journey Models

In this section we explore how we can use the new concept of data journey boundaries to identify the places in the data journeys that pose the highest risk of imposing costs on stakeholders. We propose a new method that overlays boundaries on the data journey model to reveal the journey legs that move data across a boundary, and hence increase the risk of a barrier obstructing the smooth movement of data to its destination.

We need a method that guides us in:

- Modelling the necessary parts of the existing information infrastructure of an organisation, but also the parts of the planned new IT development to be integrated in the infrastructure.

- Modelling the movement of data from a point of entry in the existing infrastructure to the point of use by the new consumer.

- Identifying the places in the journey that because of some socio-technical boundary can impose high cost and risk on the new development.

- A mechanism to report back to managers the places of the movement with the higher cost and risk.

Our method begins by identifying the set of existing data entities that must travel to the new IT development. We then model the information infrastructure in which data entities currently exist and the journeys already happening within it, using the data journey model. Next, we add to the model the new development and the planned new journey. Once we have modelled both the existing and new data journeys we overlay on to the model socio-technical information to help us identify places in the journeys that can cause high costs. Figure 7.3 on page 108, outlines the five phases of our method. The following sections further describe each of the phases and provide
7.4.1 Phase A: Model Existing Landscape

The first phase of our method involves modelling the existing information infrastructure of an organisation and the data movements that already happen within it. To do so, we follow the steps given in chapter 4 (section 6.4) on how to create a data journey model and illustrated in figure 6.4 (page 94).

7.4.2 Phase B: Model the Planned New Journeys

Next, we add to the model the planned new IT development and the journeys that would move data from the existing landscape to the new consumer. For example, suppose that in the pathology lab model, a new external government agency requires demographics data for all GP requested tests, to assess effectiveness of workload sharing.

We add to the model the new development and journeys as follows:

1. *Add* to the model’s landscape the containers of the new development that would store the required data.

2. *Connect* the new containers to form potential journey legs denoting the future movement of data from a source to a target container.

3. *Label* each journey leg with the data entities it will potentially move.

4. *Add* to the model the actors interacting with the new containers to create some value.

Figure 7.4 (on page 109) illustrates this phase of our method using the pathology lab example.

7.4.3 Phase C: Overlay Socio-Technical Boundaries

To overlay the boundaries on a data journey model, we group together the elements of the data journey diagram with similar properties based on the predefined rules and conditions. For example, we group together all the data journey elements belonging to
Figure 7.3: Overview of our method to identify places of high cost.

A. Model existing landscape

Identify data entities of interest, and model the existing information infrastructure and the data journeys within it, using the data journey model.

B. Add new journey

Add to the model the new IT development and the planned new journey.

C. Overlay boundaries

Overlay on the model the socio-technical boundaries.

D. Find high cost places

Identify journey legs that cross the boundaries.

E. Report findings

Overlay on the model all boundary types, and find the journey legs that cross most of the boundaries.

Finish
Phase A: Model existing landscape

Phase B: Add to the model the new journey

Phase C: Overlay on the model the boundaries

Figure 7.4: Risk/cost identification in the pathology lab example (phases A to C).
the same organisation. We then overlay the groupings on top of the data journey model to form boundaries.

Phase C in figure 7.4, shows the organisational boundaries of the pathology lab example. The data journey elements belonging to the GP organisation are shown within the blue line box boundary, whereas the ones belonging to the hospital within the orange dotted line box. Within the hospital boundary we have the two in-depth boundaries; the containers belonging to the hospital porters area and the container that belong to the hospital’s pathology lab.

7.4.4 Phase D: Identifying Points of High Cost/Risk

Next, we identify the places in the journey of likely high cost and risk. To find those places, we identify the journey legs that move data across a boundary. If the source container of a journey leg belongs to a different grouping than the target container, then a boundary has been crossed that may impose high costs to the new IT development. Phase D step in figure 7.5 shows the costly journey legs (that crossed a boundary) with a red warning sign.

7.4.5 Phase E: Report Findings Using Heatmap

With several boundary types, there may be many points where a journey leg crosses a boundary. Are all to be considered equally costly/risky? We hypothesise that to identify the places with the highest possibility of cost and risk is to find the journey legs with the most crossed boundaries. Those are the places with the most differences between the source and the target container. We therefore hypothesise that the greater the number of differences in a journey leg, the highest the possibility of that leg to introduce cost or risk to the development.

To verify above hypothesis we devised a method to identify the journey legs with the highest cost and risk. We propose the use of the graphical method of heatmap. The data journey model heatmap graphically illustrates all the identified types of boundaries on the data journey model to highlight the places with a higher chance of risk. To do so, we overlay all groupings of all boundary types on the model. Then, the modeller can easily find the journey leg(s) with the most boundary crossings, denoted by the places with the most warning signs. Phase E part of figure 7.5 shows the full heatmap created for the pathology lab example, with the organisational and container media boundary types overlaid onto it.
Phase D: Identify journey legs crossing the boundaries.

Phase E: Report findings using heatmap

Figure 7.5: Risk/cost identification in the pathology lab example (phases D and E).
Having identified the journey leg(s) with the most boundary crossings, stakeholders and managers of the organisation have a list of risky data movement places and the type of cost to be expected. The list contains the places in the journey of data from an existing system to the new development that have been predicted as with the highest probability of cost and risk based on the number of boundary crossings (i.e. List: journey leg no, boundary(ies) crossed, possible cost and risk).

7.5 Modes of Use

Our proposed method uses the data journey model and the new concept of boundaries to identify points of cost and risk when existing data move to a new IT development. It assists stakeholders in large, complex organisations make better informed decisions on whether adding new functionality to an already crowded infrastructure is worth pursuing or not. However, this is not the only way in which data journey model can be used. In this section, we outline two further modes of use of our method and the data journey model.

7.5.1 Nowcasting Optimisation Points

Another mode of use is nowcasting optimisation points of existing developments. Nowcasting, a recently introduced term in the area of economics, refers to the prediction of the present, the very near future and the very recent past [9, 10].

Often, organisations have imperfect views of the movements of data happening within and between them. People usually know the current state of the data they rely on, but not the whole picture of where the data came from, or the stops it made throughout their journey. As a consequence, decision makers have to “forecast the present” and build a clear idea of what the present looks like before they identify any points of optimisation in their current systems and infrastructure.

Our method can be used to help decision makers to nowcast the state of the current data movements happening within or between organisations and potentially identify opportunities for cost savings in existing IT developments. It can be used to highlight places in existing systems where optimisation is possible and the costs reduced. Our method can capture the data journeys already happening within or between organisations. By overlaying onto the model the socio-technical boundaries, we can identify the journey legs that move data across a boundary to another context, risking a lower data
quality at the target side. By doing so, we can identify points in the current journeys of data where costs can be reduced and the journeys optimised.

7.5.2 Checking Compliance with Frameworks and Guidelines

Organisations often have no choice but to comply with regulations and guidelines (i.e. set by the government). Another mode of use of the data journey model is to check whether an organisation can comply with such compliance programmes. For example, the method can be used to assess organisational readiness to implement clinical guidelines set by government for the management of chronic conditions, like diabetes.

The guidelines can be modelled as sets of data journeys to check whether the organisation implements or not. If the organisation does not implement a data journey guideline, a cost of not complying with the related guidelines and/or regulations will be imposed on the organisation. Similarly, the method can allow teams to assess their readiness to comply with standardised care pathways or clinical guidelines.

7.6 Identifying Boundaries in New Domains

In this section, we propose a method to identify additional boundaries to use when modelling data journeys in a new domain. It is an up-front approach that takes place before any data journey modelling is initiated, and low-cost, so as not to jeopardise the lightweight nature of the data journey modelling technique. The process we propose for this is as follows:

1. “Grumble Analysis”: hold a brainstorming session with stakeholders and domain experts to capture socio-technical challenges stemming from technical, organisational, regulations, guidelines, and social aspects, that they face in their everyday work.

2. “Good/Bad Analysis”: for every challenge identified, check whether an already established boundary matches it. If not, a new boundary may be waiting to be discovered. Ask the experts to suggest characteristics that differentiate participant organisational elements causing the problems described by the challenge, from those which do not. Primarily, we look for binary properties of the participants (“good” or “bad” characteristics) that are simple and easy-to-acquire. For example, if data shared from external sources are often incomplete, we might
distinguish sources based on their data admin response times. “Good” suppliers respond within two days, “bad” suppliers respond less promptly.

3. For each such characteristic, we look for easy-to-acquire surrogates that can be used to form boundaries on the data journey model. An easy and quick way to do this is the tee-shirt agile approach [56]; categorise properties into simple broad classes, such as large, medium, small. Having categorised the properties of the participant organisational elements, we can group together the elements with similar size to form boundaries. Whenever data crosses a boundary it indicates the movement of data from a source with a good property to a target of a different property that would impose costs to the journey.

Having identified a pool of potential boundaries, we then apply them on the data journey models we create within the new domain to check their usefulness in identifying cost and risk in the new domain. So, over time, we can build up a core set of boundaries to be used within that particular domain.

7.7 Conclusion

In this chapter, we described an expansion of the data journey model that captures socio-technical information, called boundaries, that when overlaid on the model can identify potential places of high cost and risk. Boundaries group together data journey elements (containers and/or actors) that share similar properties, representing a context in which data can move without risking lower data portability.

Next, we developed a new low-cost method to identify places of high cost and risk when existing data move to a planned new IT development. The method overlays easy-to-acquire socio-technical boundaries on top of the data journey model to identify potential points of cost/risk. The method uses a heatmap approach to identify the places with the highest predicted cost/risk.

Finally, we explored other potential modes of use of both the data journey model and our proposed method. Our method may be used to identify opportunities for cost savings in existing systems, and assess organisational readiness for various compliance programmes. For the use of our method in other settings, we propose a method for the identification of a set of boundaries valid in the new domain.
Chapter 8

Applying Data Journey Modelling in the NHS

8.1 Introduction

In the previous chapters we devised a method that models the journeys data make through complex networks of people and systems, and identifies the places in the journey where high cost and risk are likely to exist. In this chapter we describe how we evaluated the method, present the results we obtained, and discuss the significance of these results. Specifically, we set out to answer the following questions based on the thesis research questions given in section 1.4:

- How accurate is our method in identifying places of cost and risk in the journey of data? Can the method produce accurate enough findings for a reasonable amount of time and effort invested by the domain experts?

- How ‘stable’ is our method across different organisations and domains? Is our method’s three core boundaries (organisational, containers media, and actors role) that we have identified in our previous work likely to be capable of identifying points of cost and risk in other settings, or will each new setting require us to identify a new set of boundaries?

- How ‘complete’ is our method in identifying all significant places of cost/risk? Does the method systematically omit some types of cost/risk? Even if the three core boundaries are stable across domains, that leaves open the possibility that some important cost and risk are not being identified by our method, because they cross boundaries that we are not modelling.
• How expensive is it to determine possible important boundaries for new settings, before full data journey modelling has taken place? Even if we identify a set of boundaries that are stable and (largely) complete across domains, there is still the possibility that some particular organisation or context might have highly specific requirements that should be taken into account in the identification of cost and risk.

To answer above questions we applied our modelling technique in real-world case studies in the healthcare domain. We worked with clinicians from five NHS Foundation Trusts across the UK to model the movements of data of recently introduced IT systems and identified points of high cost and risk.

We followed a variety of methods in the case studies, each chosen to fit the circumstances of the opportunities we had to work with domain experts (some of which arose at short notice). In each case, we began by defining a procedure to follow, and took care only to document domain expert responses, and not to lead them to answers we might have wished they had given.

As with any large commercial or government institution, some aspects of the details of the case studies are confidential. Although the models used to evaluate our model and method are created based on the actual case study, in this thesis we present and use a more general model, typical of those used in a range of NHS hospitals. However, the results of the evaluation presented here are the original ones produced from the actual case studies.

We begin by presenting our evaluation of the method’s accuracy in the radiology department of a nearby FT (section 8.2), and the method’s stability in the domain of Clinical Genomics (section 8.3). Next, we evaluate the method’s completeness in the full Clinical Genomics patient pathway (section 8.4) and finally discuss our results (section 8.5).

8.2 Evaluation of Method’s Accuracy in an NHS Hospital

In this section we describe our efforts to answer the first research question outlined in this chapter on evaluating the accuracy of our method’s findings.
8.2.1 Study Design

In this study we are looking for evidences to support or oppose the hypothesis that our method can quickly and cheaply provide accurate findings of points of cost and risk. To do so, we conducted a retrospective evaluation based on a case study in the healthcare domain. In the case study, we examined movement of data from GP organisations to the radiology department of an NHS Foundation Trust in the UK. Prior to the case study, hospital staff had identified costs and delays in their IT system handling the appointments and patient data in the radiology department, and had recently introduced a new improved system.

To evaluate our method we followed the retrospective approach outlined in section 4.5. We looked back at the old system before hospital staff made any improvement efforts to reduce delays and costs. We applied our method to the old system, without knowing what improvements were made, to identify high cost places in the data journeys. Then, we modelled the new system in place and compared our findings with the changes made by hospital staff. More specifically, we followed the steps below:

1. Conducted semi-structured interviews with two NHS domain experts working in the Informatics department of the Trust in the roles of Application Specialist and Integration Analyst. We structured the interviews not to reflect any preconceived theories or ideas. We had some predetermined interview questions aiming to gather domain knowledge on the data movements, organisational structures, available information systems, data formats and staff roles in the FT. However, we kept the structure of the interview open. We started with an opening question such as ‘Can you tell me about your experience using the old system in place?’ and then progressed based upon the initial response while kept an eye on gathering information based on our predetermined interview questions.

2. Modelled the data journey model of the old system (before improvements were made by hospital staff).

3. Applied our method on the ‘old’ model to identify journey legs of likely high cost and risk.

4. Modelled the data journey of the new system (after the hospital staff improvement efforts).

5. Identified the journey legs that hospital staff improved by comparing the two models (‘old data journey’ and ‘new data journey’).
6. Compared the predicted costly journey legs of the old model with the improvements made by staff to assess the accuracy of our predictions, with the help of the NHS domain experts.

When comparing our predictions with the improvements made by hospital staff, we assume that staff have correctly identified a set of cost improvements in the old system. However, we also assume that there are other places of potential cost savings that were not changed by staff for various reasons, such as limited time and resources. To fill this gap, we consulted the two NHS domain experts to assess the feasibility of our predictions that have not been improved in the new system.

8.2.2 Study Success Criteria

Before undertaking any evaluation exercise we define the criteria that will be used to determine whether the results support the hypothesis or provide evidence against it.

We do not expect our model to identify all the changes made by the domain experts in the new system, since that would require detailed and complete modelling, and more investment from domain experts. Instead, we are evaluating whether our lightweight model can cheaply and quickly identify high cost places where savings can be made without investing extreme resources (time, effort, money). We defined our goals for assessing the lightweight property of the method and the accuracy of the predictions as follows:

**Domain expert’s time** We kept track of the time invested by hospital staff to provide us with domain information needed to make the models. We set the threshold to be one working day (up to 7 hours) of interview/modelling time for each ‘old’ and ‘new’ model, since hospital staff’s time is valuable. This includes one initial meeting for setting up the scenes, an hour or two of offline checking gathering unknown domain expertise and a follow up meeting to confirm models to be produced.

**Modelling time** We also monitored the person-hours required to create the ‘old’ model and identify places of high cost and risk. Building the model and predicting costs must take a small fraction of the system development time, so based on the scale of this case study we set the threshold to one working day (up to 7 hours) for this, too.
Prediction accuracy  We set a success threshold for the method of doing as well as the hospital staff in identifying points of cost and risk. That is, we would regard the method as successful if it could perform at least as well as the hospital staff in identifying points of cost and risk. The new processes and IT systems had been in place at the hospital for some time when the evaluation was carried out, and the hospital staff had seen evidence that the benefits they hoped for from them had been realised. We therefore took the pragmatic decision to treat the hospital staff had correctly identified a set of cost improvements in the old system. However, we also assumed that there might have been other potential cost saving measures that were not implemented by staff (perhaps because of limited resources, or because the opportunity was not identified at the time).

Since our model aims for a good-enough answer quickly, we do not expect it to be accurate and complete. However, every inaccurate prediction has the cost of further investigating it. Therefore, we set the conservative goal of considering the model to be accurate if it produces fewer wrong predictions than correct predictions.

8.2.3 Modelling the Old Hospital System

In the case study we examined the movement of data that occurs when a GP needs to decide on an action plan for a patient who may have a fractured bone. In the old system, before the hospital staff’s improvements were implemented, the GP requests an X-ray to be taken at the local hospital’s radiology department by filling in a request card. The request card is then sent to the hospital’s radiology department by a courier. When the patient arrives at the radiology department for their appointment, a radiographer takes an X-ray image of the patient. A radiologist reviews the image and dictates a report regarding the X-ray findings. Then, the secretary transcribes the report into the system, prints it and sends it to the GP by post. Then the GP will decide on an action plan.

We conducted semi-structured interviews with the NHS domain experts to gather information on the movements of the data entities needed by a GP to decide on an action plan. These are: the patient’s identification details and the report containing the X-ray findings. Appendix A.1 on page 169 gives a typical example of data movement processes in an NHS FT similar to the one of our case study. With the help of the expert’s domain knowledge, we designed the data journey model given in figure 8.1 (page 121). The processes we followed to create the data journey model is given in
Appendix A.2 on page 170.

The data journey model produced has been validated by the PACS (Picture Archiving and Communications System) Imaging Informatics Manager of the hospital to ensure that the movements shown are representative of the hospital’s processes.

8.2.4 Identifying Points of High Cost/Risk

Once we have modelled the journey of the data, we overlaid onto it the socio-technical boundaries to identify places in the journey of likely cost and risk. We overlaid the three core boundaries of our method as follows:

- Organisational boundary: groups containers and actors that are part of the same organisational unit: GP organisation, Community, NHS F.T., Archives, and Radiology department (as provided by the domain experts).

- Containers Media boundary: groups containers that use the same media for information transfer and storage: physical containers (storing the request card, patient folder, patient packet, x-ray, cassette), and electronic container (storing the report).

- Actors pay-scale boundary: groups actors who are at the same or similar salary level (clinical staff, clerical staff).

The data journey models with the overlaid boundaries are given in Appendix A.3 on page 173. Figure 8.2 overlays all three boundaries to form a boundary heatmap. The heatmap highlights the journey legs that cross a boundary. Journey legs with a red line arrow cross one type of boundary, whereas legs with a red double-line arrow crossed two types of boundaries. We found no leg that crossed all three boundaries in this case study example. Based on the heatmap (figure 8.2) the journey legs that crossed the most boundaries, and that therefore are predicted to have the highest possibility of costs, are: 2 and 4. Table 8.1 lists all the journey legs that crossed one or more boundaries, and describes likely cost and risk the crossed boundaries might impose on the movement based on the data movement anti-patterns.

8.2.5 Modelling the New Improved Hospital System

In the old system, X-rays were captured on large X-ray films and stored in the Archives room. This caused delays in transporting the films to the place of need, while investing
Figure 8.1: The journey of the data needed by a GP when a patient has a fracture (old system).
Figure 8.2: Heatmap of the organisational, containers media and actors role boundaries overlaid on the old system’s data journey model.
<table>
<thead>
<tr>
<th>Journey Leg</th>
<th>Crossed boundary</th>
<th>Likely cost and risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Organisational and Actors role</td>
<td>Data move away from the GP organisational unit to the Foundation Trust indicating the cost of complying with data sharing agreements, governance and ethical guidelines. Also, data created by the GP are used by another actor of different position role (the radiology secretary), implying a risk of clash of grammars, leading to lower quality of data moved to the target.</td>
</tr>
<tr>
<td>3</td>
<td>Containers media</td>
<td>Data move from the physical container of the clinical reception desk to the electronic container of the radiology’s system database causing a data entry cost. There is also the risk of injecting errors that can reduce the quality of the information at the target side.</td>
</tr>
<tr>
<td>4</td>
<td>Organisational and Actors role</td>
<td>Data move between two organisations, the FT and the community indicating the cost of complying with data sharing agreements, governance and ethical guidelines. Also, data created by the secretary of the FT are used by a user of different role (the patient) risking clash of grammar and lower data quality.</td>
</tr>
<tr>
<td>5</td>
<td>Organisational</td>
<td>Data move from the archives department of the FT to the radiology department indicating the cost of complying with data sharing agreements, governance and ethical guidelines.</td>
</tr>
<tr>
<td>8</td>
<td>Actors role</td>
<td>Data created by the radiographer are used by another actor, the radiologist. The risk of clash of grammars exists that can cause lower data quality to the radiologist.</td>
</tr>
<tr>
<td>9</td>
<td>Actors role</td>
<td>Data created by the radiologist are used by another actor, the secretary. The risk of clash of grammars exists that can cause lower data quality to the secretary.</td>
</tr>
<tr>
<td>10</td>
<td>Containers media</td>
<td>Data move from the physical container of radiology secretary’s desk to the electronic container of the radiology’s system database causing a data entry cost. There is also the risk of injecting errors that can reduce the quality of the information at the target side.</td>
</tr>
<tr>
<td>11</td>
<td>Containers media</td>
<td>Data move from the electronic container of the radiology’s system database to the physical container of the radiology secretary’s desk. There is the cost of printing and transferring the data to the target side.</td>
</tr>
<tr>
<td>12</td>
<td>Organisational</td>
<td>Data move from the radiology department of the FT to the archives department indicating the cost of complying with data sharing agreements, governance and ethical guidelines.</td>
</tr>
<tr>
<td>13</td>
<td>Organisational</td>
<td>Data move from the radiology department of the FT to the GP organisation indicating the cost of complying with data sharing agreements, governance and ethical guidelines.</td>
</tr>
<tr>
<td>14</td>
<td>Containers media</td>
<td>Data move from the physical container of the GP reception desk to the electronic container of the GP’s system database causing a data entry cost. There is also the risk of injecting errors that can reduce the quality of the information at the target side.</td>
</tr>
<tr>
<td>15</td>
<td>Containers media</td>
<td>Data move by the electronic container of the GP’s system to the physical container of the secretary’s desk. There is the cost of printing and transferring the data to the target side.</td>
</tr>
<tr>
<td>17</td>
<td>Actors role</td>
<td>Data created by the GP’s system are used by an actor of different role, the GP. There is a risk of clash of grammars that can cause lower data quality to the radiologist.</td>
</tr>
</tbody>
</table>

Table 8.1: Cost and risk identified by the method.
time and resources in filing, capturing, and transferring the films and the patient’s packet. Also, there was a small risk of losing the films. In the new system the old X-ray machinery was replaced with state-of-the-art electronic equipment that captures and stores X-ray images in digital form. X-ray images are now uploaded to the PACS system, and are no longer printed on X-ray films. The new digital images can be easily modified to highlight and magnify the area of interest, are quick and easy to transfer around the hospital, and can be in more than one place at the same time.

The PACS system is integrated with the Computerised Radiology Information System (CRIS) responsible for receiving referrals, booking appointments, and managing patients. CRIS replaced the old radiology system and is fully integrated with key hospital information systems such as the Patient Administration System (PAS), the Order Communications, and the Electronic Patient Records system (EPR). The data journey model of the new system in place is given in figure 8.3 (page 125).

To evaluate the predictions of our method when applied on the old data journey model, we had to identify the improvements hospital staff made to the journeys of the data. To do so, we compared each journey leg of the old model before the improvements were made by hospital staff, with the new data journey model to find whether the predicted costly movements have been removed or replaced in the new system. Table 8.2 shows the differences between the two models noting the changes made to the movements of the old system and the corresponding new journey legs.

8.2.6 Results and Discussion

In this section we present the results of this evaluation exercise and discuss what they tell us about the accuracy of our method at identifying places of cost and risk in a data journey model. By comparing the old data journey model with the new model we identified the set of journey legs that hospital staff assessed as costly and replaced in the new model to reduce the overall costs of the system. We assessed a prediction as accurate if the predicted journey leg changed in the new model on the assumption that the hospital staff would not have gone to the trouble and expense of making changes if they did not see an opportunity to cut costs/risks, since no new functions were to be supported by the new version of the system.

While it seems reasonable to assume that hospital staff correctly identified potential cost saving improvements we cannot also assume they found and implemented all cost saving opportunities that might exist (i.e. due to hospital staff limited time and resources). We therefore cannot assess a prediction to be incorrect if it does not match
Figure 8.3: Data journey model of the new hospital system.
<table>
<thead>
<tr>
<th>Old leg</th>
<th>Changes made by hospital staff</th>
<th>New leg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No change.</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>No change.</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Different target container, the radiology system is replaced by CRIS system.</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>No change.</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Leg removed by replacing physical packet with electronic data saved in PACS.</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>Leg removed by replacing physical packet with electronic data saved in PACS. Radiographer creates electronic X-ray image in PACS.</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Leg removed by replacing physical packet with electronic data saved in PACS.</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Leg removed by replacing physical packet with electronic data saved in PACS.</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>Leg removed by replacing physical cassette with electronic data saved in CRIS. Radiologist accesses patient details through PACS, and dictates report in CRIS.</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>Leg removed by replacing physical cassette with electronic data saved in CRIS. Secretary accesses dictation and transcribes report in CRIS.</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Leg removed. The report is not printed, as will be electronically sent to the GP.</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>Leg removed by replacing physical packet with electronic data saved in PACS.</td>
<td>-</td>
</tr>
<tr>
<td>13</td>
<td>Leg replaced by using electronic report sent directly to the GP system.</td>
<td>5</td>
</tr>
<tr>
<td>14</td>
<td>Leg replaced by using electronic report sent directly to the GP system.</td>
<td>5</td>
</tr>
<tr>
<td>15</td>
<td>Leg removed. GP accesses report directly from the GP system.</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Leg removed. Archives still exist, but not used in everyday processes.</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Leg removed. GP accesses report directly from the GP system.</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 8.2: Changes made to the old system by hospital staff.
the changes made by the hospital staff.

To evaluate the accuracy and feasibility of the rest of our predictions we asked the two NHS domain experts to review them. The experts assessed predictions as ‘valid’ if they could see a clear potential for cost saving if the predicted journey leg was eliminated, and otherwise as ‘not valid’. We also asked the domain experts to comment on the cost and risk they faced while working with the old system.

Table 8.3 gives the assessment of our method’s predictions in this retrospective evaluation. It shows whether the predicted costly journey legs were removed or replaced in the new model. For each prediction, the table presents the views of the NHS domain experts on the cost and risk imposed by the respective boundary, along with an assessment of the validity of each prediction. Finally, we give a summary assessment of the accuracy of each prediction. We categorise each final assessment in the table as follows:

**True Positive (TP)** A prediction is assessed as a TP if the predicted costly leg was either removed in the new model or assessed as ‘valid’ by the domain experts.

**False Positive (FP)** A prediction is assessed as a FP if the predicted costly leg was not removed in the new model and the domain experts assessed it as ‘not valid’.

**False Negative (FN)** A journey leg is assessed as a FN if it was not included in our predictions but the domain experts foresaw significant likely cost and risk associated with it.

**True Negative (TN)** A journey leg is assessed as a TN if it was not included in our predictions and it was not changed in the new model and the domain experts did not foresee any likely cost and risk associated with it.

<table>
<thead>
<tr>
<th>Old journey leg</th>
<th>Crossed boundary</th>
<th>Journey leg removed in new model?</th>
<th>Domain experts’ assessment</th>
<th>NHS domain experts view on cost and risk</th>
<th>Final assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 None</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>TN</td>
</tr>
<tr>
<td>2 Org.</td>
<td>No</td>
<td>Valid</td>
<td>There is a transportation and postage cost transferring the request card from the GP to the radiology department.</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Actors role</td>
<td>No</td>
<td>Valid</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Containers media</td>
<td>No</td>
<td>Valid</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Org.</td>
<td>No</td>
<td>Valid</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Actors role</td>
<td>No</td>
<td>Valid</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Org.</td>
<td>Yes</td>
<td>Valid</td>
<td>TP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>TN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>TN</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Actors role</td>
<td>No</td>
<td>Not valid</td>
<td>FP</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Since the request card is filled in by a different person than the one using it, there might be a missing information cost. In the case of an uncompleted request card (happens frequently), the process is disrupted. Costs include time to call the GP chasing missing information, time and effort to complete another request card, resources of the replacement card. Also, these extra costs imposed on the process can presumably damage the reputation of the GP and FT.

Inputting data into the system requires time and effort of clerical staff. Also, it introduces the risk of injecting errors. The risk of injecting errors into the system is higher since data were created by a user other than the hospital clerical staff (i.e., the GP secretary). Also, there is duplication cost since data already existing on the request card are duplicated into the system.

There is a postage cost imposed when sending the letter to the patient. Resources are needed like paper, stamps, envelopes and the postal franking machine.

Time and effort of the clerical staff to print and prepare the letter. Also, since the appointment date and time are selected by the radiology secretary but actually used by the patient, there is the risk of the unavailability of the patient and the cost related with the patient cancelling or rescheduling the appointment.

There are searching and transferring costs. Time and effort of clerical staff to find the patient’s packet from the archives and transferring it to the radiology clinical area. Also, resources are needed to transfer the big packets across units, mostly by using a trolley.

The radiographer creates the X-ray image which is then used by the radiologist. Mistakes made because of the different actors are possible, but unlikely.
### Table 8.3: Assessment of the accuracy of our method at predicting costly/risky places.

<table>
<thead>
<tr>
<th>No.</th>
<th>Actors role</th>
<th>Role</th>
<th>Valid</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Actors role</td>
<td>No</td>
<td>Valid</td>
<td>The dictation is created by the radiologist but transcribed into the system by the secretary. This introduces the cost of mistakes inputted into the system. This is actually a common phenomenon since secretaries do not share the same knowledge and experience of radiologists to always fully comprehend what they meant to say in the dictation.</td>
</tr>
<tr>
<td>10</td>
<td>Containers</td>
<td>Yes</td>
<td>Valid</td>
<td>There is the cost of the time and effort of the secretary typing data into the system and the risk of injecting mistakes and errors.</td>
</tr>
<tr>
<td>11</td>
<td>Containers</td>
<td>Yes</td>
<td>Valid</td>
<td>There is the stationery, time and effort cost of the secretary printing the report.</td>
</tr>
<tr>
<td>12</td>
<td>Org.</td>
<td>Yes</td>
<td>Valid</td>
<td>There is a transportation cost transferring the packet with the patient’s information back to the archives. Time and effort of clerical staff are needed. Also, resources like the trolley are required.</td>
</tr>
<tr>
<td>13</td>
<td>Org.</td>
<td>No</td>
<td>Valid</td>
<td>There is a transportation cost transferring the envelope containing the report to the porter’s area of the FT, staff time and effort.</td>
</tr>
<tr>
<td>14</td>
<td>Containers</td>
<td>Yes</td>
<td>Valid</td>
<td>There is the cost of the time and effort needed by the GP secretary to scan the letter into the GP system. Also, there is the risk of duplicating information already existing at the FT.</td>
</tr>
<tr>
<td>15</td>
<td>Containers</td>
<td>Yes</td>
<td>Valid</td>
<td>There are printing costs.</td>
</tr>
<tr>
<td>16</td>
<td>None</td>
<td>-</td>
<td>-</td>
<td>Cost of retrieving and filing patient records.</td>
</tr>
<tr>
<td>17</td>
<td>Actors role</td>
<td>No</td>
<td>Not valid</td>
<td>The report is created by the FT radiologist which is now used by the GP. Often, there is the cost of a follow up appointment with the patient. However, this is not caused by the actors barrier.</td>
</tr>
</tbody>
</table>

From the table above, we see that the old data journey model has 17 journey legs. 13 of the 17 legs cross a boundary, and hence were predicted as costly. However, two legs crossed more than one boundary. In the above table, those two legs are presented as separate predictions (since only one of them might be valid) making the total number of predictions 19.
More than half of our predictions (13 out of 19) are assessed as true positives. Of these, 6 were removed in the new model, while the remaining indicate boundaries that still exist in the current system and were assessed by the NHS domain experts as ‘valid’ predictions.

Of the 19 predictions, two were assessed as false positives, since they were not removed in the new model and the domain experts assessed them as ‘not valid’. Although our method predicted them as costly, the costs that the domain experts have identified for the respective journey legs did not arise from the crossed boundaries. Both journey legs crossed the actors boundary; data moved from the radiographer to the radiologist and from the radiologist to the GP. Although these actors have different pay scales, they share the knowledge and experience needed to comprehend the information shared among them. This indicates a limitation of the salary band proxy used to identify the cost of clash of grammars between actors and points to a need for further research. However, we do not expect such a easy-to-apply method to work with high accuracy. Importantly, the actors pay scale was a low-cost proxy, any other proxies pursued which might produce fewer false positives will only be a good replacement if it is as easy and lightweight to apply as the actors pay scale.

Four out of 17 journey legs had no barrier predicted. The domain experts did not identify any costs or risks related with three of those four legs. However, we have no evidence that these journey legs result in no cost at all. Since there will always be room for optimisation we can not have an accurate percentage of true negatives. However, the domain experts did find additional cost and risk in one of these four legs (journey leg number 16). Leg 16 was assessed as a false negative, since it crossed no boundary, but domain experts identified a cost of retrieving, filing and transferring the patient folder. Our method did not identify the cost of transferring physical data, since it only captures costs of transforming data from physical to electronic format and vise versa. Other transfer costs in the model (e.g. journey legs 2 and 5) were captured by the organisational boundary, as different organisational units tend to be in different physical locations, suggesting further exploration is needed on the intersection of organisational and transportation costs. Table 8.4 shows the ratio of true positives, false positives, true negatives and false negatives in our predictions.

<table>
<thead>
<tr>
<th></th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>68%</td>
<td>16%</td>
</tr>
<tr>
<td>False</td>
<td>11%</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 8.4: Contingency Table Showing Evaluation Results
To assess our methods ability to distinguish between different degrees of cost/risk, we asked the domain experts to comment on the most costly/risky prediction that if eliminated will have the biggest long term benefit for the organisation. Both domain experts independently assessed actors boundary on journey leg 2 to be the most costly. This is one of the two journey legs (numbers 2 and 4) that our method predicted to have crossed the most boundaries and hence be most costly, as shown in the heatmap (figure 8.2). The prediction of journey leg 4 was also ranked high by the experts (fourth and fifth most costly leg).

Our method identified a majority of the journey legs of the old model (14 out of the 17) as involving physical media. Physical legs have significant stationery, printing and transportation costs as well as the risk of data quality loss (duplication, timeliness, incompleteness, consistency, etc). This type of cost was the one targeted by the hospital staff and was reduced to only three physical legs in the new model, as can be seen in the new journey model (figure 8.3).

According to the domain experts, another significant cost is imposed on the organisation when journey legs cross organisational boundaries. Five journey legs of the old model crossed organisational boundaries, of which only two did not have any governance issues (numbers 5 and 12), since they move data within the same hospital unit. According to the experts the legs with no governance barrier were the ones to be eliminated because governance is one of the hardest and most complex boundary to remove. Organisational barriers are one of the hardest to resolve because of the myriad of governance regulations that organisations need to comply with, especially when the data moved include sensitive patient information. Change is easier and quicker within an organisational unit than across. Also, the three journey legs in the GP organisation of the old model were not changed in the new model, for the obvious reason that the changes were driven by hospital staff in the radiology department who had no jurisdiction to enforce change at the GP organisation.

Finally, we interviewed the domain experts on the types of cost and risk that affect their organisation. Their comments reflect on the findings of our method:

"Costs are indicative of both the process and the actors involved in the process. For instance, costs would be higher in respect of processes involving higher skilled personnel, such as time taken by GPs to complete request cards at their practice, and the actual X-Rays performed by the Radiographers. Similarly, from an administrative perspective, costs would be higher where either duplication or other errors are introduced (due to
mis-communication, mis-understandings, etc) by medical secretaries. At the lower end of the cost spectrum would be the lesser skilled personnel such as clerical staff and porter staff to transport data/information from different end-points such as from the GP practice to the Secondary care facility (i.e. Acute hospital).” - NHS Domain Expert #1

“The majority of the total cost is the human resources. For example the time the GP needs to fill in the request card, and so on. Another major cost is the acquisition and maintenance of clinical and clerical equipment, like the X-ray machine, cassettes, etc. The least expensive costs to the organisation are the stationery and printing costs.” - NHS Domain Expert #2

A property of our method is to identify costly places in a lightweight manner. Although, more information invested in the method will likely provide more accurate results, the time required to acquire this information will be taken away from the domain experts’, clinicians’, or managers’ other activities (time spent treating patients). Our aim was to develop a lightweight method that does not demand much time to be spent on acquiring needed information, designing the models, applying the prediction method, interpreting and checking the results. Instead, we looked for information that is easy to acquire, but also points out areas of cost and risk. Because of the lightweight property of our method we do not expect all our predictions to be accurate or complete. However, every inaccurate prediction when reported to potential managers or stakeholders has the cost of further investigating it. Therefore, as a pragmatic minimal success criteria we consider the model to be accurate if it produces more correct predictions than wrong predictions. The results of our evaluation showed that we obtained significantly more correct predictions than false ones.

Apart from the accuracy of the predictions, another criterion of the success of our method was the time needed to collect required information and the effort put to identify barriers. Records of our interviewing times with the NHS domain experts show that they are within our set threshold of one working day. We had three meetings of an hour each with both experts present (domain expert #1, and #2), and two further one-hour meetings with just one of them (expert #2), totalling 8 hours of combined time. However, the records of the time spent modelling turned out not to be useful. This is because we refined the model while working on the case study, and so ended up repeating a significant amount of the modelling work. We cannot therefore assess the
success of our method against this criterion from this study. Later work has suggested that modelling does not add much to the time needed to acquire the domain information, and indeed can be carried out by domain experts themselves after less than one hour’s training [66].

Results on both time taken and accuracy of the predictions are within the set thresholds, indicating that our method is lightweight and can identify places of high cost and risk in the journey of data among organisations. Table 8.5 summarises our success criteria, and actual times and results.

<table>
<thead>
<tr>
<th>Success Criteria</th>
<th>Actual outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>The accuracy of the predictions. At least 50% of the predictions must be TP, while FP predictions must be fewer than TP. 13 out of the 19 predictions were TP (68%), while only two were FP (11%). The rest 21% were TN and FN.</td>
</tr>
<tr>
<td>Time</td>
<td>The time invested by the staff of the organisation to give us domain information. We set the threshold to one working day. We had three meetings of approximately one hour each with NHS domain expert #1, and five one-hour meetings with domain expert #2.</td>
</tr>
</tbody>
</table>

Table 8.5: Evaluation against success criteria

### 8.3 Evaluation of Stability of the Core Boundaries

Having evaluated the accuracy of our method in the previous section, in this section we assess whether our method is useful in settings other than the ones used before. We are investigating whether our method’s three core boundaries identified in the previous chapter are capable of identifying places of high cost and risk in other domains. Will each new setting require a new set of specific boundaries to identify places of cost/risk? If the data journey modelling method is to be truly low cost to apply, then we need to have a stable set of boundaries that can be used and give good results across many domains.

To answer above questions, we worked with health care practitioners (HCPs) in the new area of Clinical Genomics. Clinical genomics is a branch of medicine in which the genome of the patient is sequenced, and interpreted by a multi-skilled team of experts, in order to assist with diagnosis of hereditary conditions, inform treatment decisions, and to determine the likelihood of conditions or symptoms appearing in the future [59].

The Clinical Genomics patient pathway\(^1\) is more complex than those we have

\(^1\)A “patient pathway” is the route that a patient takes from their first contact with an NHS member
Figure 8.4: Actors’ pipeline in the genetic testing patient pathway.

worked with before, as it requires sharing of a variety of information between numerous actors with very different skill sets, coming from different organisational departments. Figure 8.4 shows the complexity of the interactions that occur throughout the genetic testing patient pathway. A detailed description of the processes are given in Appendix B.1 (page 177), along with a typical example of the pathway processes represented using swimlane diagram (figure B.1 on page 179).

During the period covered by this evaluation, we were able to gain access to three separate groups of HCPs in this domain, working in numerous hospital foundation trusts across the UK, and having quite different roles in the clinical genomics patient pathway (varying from managerial positions to specialist practitioners along the pathway, and IT developers).

We begin by presenting the methods and the success criteria we used in the studies. Then, we describe the three NHS case studies in which we assess the stability of our method.

8.3.1 Methods

In the following three studies, we followed the approach described in section 4.5, a method inspired by action research, but adapted to fit the circumstances of the opportunities we had to work with domain experts, some of which arose at short notice. In each case study, we began by defining a procedure to follow, and ensure to only document domain expert responses, and not to lead them to answers we might have wished they had given.

Our research question for this group of studies is: are the core boundaries stable across domains? That is, if used alone, can our core boundaries identify some costs/risks deemed significant by the domain experts in domains different from the ones from which they were originally identified?

*of staff (usually their GP), through referral, to the completion of their treatment. It can also cover the period from entry into a hospital or a treatment centre, until the patient leaves.*
8.3.2 Success Criteria

In setting out to answer our research question, we did not require that the core boundaries find all cost/risk points, only that significant ones could be identified. We do not expect our model to identify all the points where cost/risks can be reduced, since that would require detailed and complete modelling, and more investment from the HCPs. Instead, we are evaluating whether our boundaries can cheaply and quickly identify places where savings can be made without investing extreme resources (i.e. time, effort, money). We define the following success criteria to assess our method’s stability:

Boundary Accuracy  For a boundary to be considered stable in the new domain, must identify at least 50% true positive predictions (points of cost/risk that the hospital staff has identified as costly/risky, or agreed could be promising places for cost savings) in each of the three case studies.

Method Stability  For our method to be considered stable in the new domain, all three boundaries must be stable in accurately predicting points of cost/risk.

8.3.3 Clinical Genomics Study A – Patient Phenotype

In the most extensive study of the three, we worked with staff in a Genomic Medicine Centre department of a Foundation Trust hospital in Greater Manchester, which had recently undertaken a re-engineering project to improve the efficiency of their processes.

In this part of the pathway, the phenotype of the patient is captured by a clinician. Phenotypic information is gathered from retinal images using specialist devices. The clinician examines these images and writes a report capturing the phenotype of the patient as hand written notes. Clerical staff then type up the reports.

8.3.3.1 Study Design

To evaluate the stability of our method’s boundaries in this domain, we carried a retrospective analysis of the data journeys needed to capture the patient’s phenotype (the set of observable characteristics of the patient’s genotype) as described in section 4.5. We modelled the journeys of data before and after the information infrastructure redesign to assess the predictive power of our method’s boundaries, using the following approach:
1. We conducted semi-structured interviews with an NHS domain expert working as a Bioinformatics Developer at the Genomics department of the trust, to gather domain knowledge on the journeys of data. To do so, we followed a similar approach to previous study. We started with the opening question ‘Can you describe how you use the system(s) to examine phenotype images and write the final report?’ and then progressed to some predetermined interview questions aiming to gather domain knowledge on the data movements, organisational structures, available information systems, data formats and staff roles in the FT.

2. We modelled the old data journey before any improvements were made by hospital staff and overlaid our core boundaries to identify the journey legs with likely high cost and risk.

3. Then, we modelled the data journey of the new system after the hospital re-engineering team improvement efforts.

4. Finally, we compared the identified costly journey legs of the old model with the staff’s improvements to assess the stability of our method’s boundaries in identifying places of high cost and risk.

### 8.3.3.2 Identifying Cost/Risk Before Re-engineering

Before the re-engineering phase, several technical and social challenges caused considerable costs to the department. Diagnostic data were stored on a very old computer not connected to the network. To retrieve data, staff had to physically go to the room where the devices are stored and retrieve data using a USB drive, or sometimes even a floppy disk. Moreover, patient phenotype information was often needed by bioinformaticians and other actors working in the pathway, but no official sharing protocol existed, obstructing the dissemination of vital information. Another expensive issue was that phenotype data were not always coded (converted into standard medical codes) on input to the local computer system, making machine processing quite challenging.

Interviewing the NHS domain expert, we gathered knowledge needed to create the data journey model of the old system prior to the re-engineering phase, such as the IT systems in place, the processes that move data across the organisation, and the people who use those data to create some value from the journey. Figure 8.5 shows the data

---

2As with many governmental institutions, aspects of this case study are confidential. Although the models used to evaluate our boundaries are based on the actual case study, here we present a more general model, typical of those used across the NHS.
journeys needed to collect information from the imaging devices, send to the specialist clinician to write the phenotype report which is then sent to clerical staff to transcribe into the local genomics system.

Once the domain expert approved the model, we overlaid on it the three boundaries of our method to identify the journey legs with likely costs/risks. Figure 8.6 shows the data journey model and boundaries prior to the re-engineering phase. The organisational boundaries are denoted with a green solid colour line, the change of media boundaries with a red dotted line, and the change in pay-scale boundary with a large red warning sign.

The journey legs that cross any of the boundaries indicate places where the model predicts that movement of data to a context where the portability of the data can be reduced and costs/risks can be imposed on the journey. These are journey legs 6, 7, 8, 9, and 10, indicated in the figure with a red warning sign. The place of highest cost/risk as identified by our method is journey leg no 8, since it crosses two of the three boundaries (organisational and media boundaries).

8.3.3.3 Modelling the New System

Having predicted the problematic journey legs of the old system, we worked with the domain expert to model the current data journeys happening after the re-engineering project. Old data journeys were replaced by a new computer system for storing patient phenotype data. An on-line questionnaire guides the specialist clinician to capture the patient’s phenotype, which is automatically coded and stored in a central database for access by the genomics team. Data captured by the retinal imaging devices are also uploaded to the central database. Figure 8.7 shows the data journeys in place after the introduction of a new computer system for storing patient phenotype data.

8.3.3.4 Study Results

As shown in table 8.6, comparing the two models, we see that in all but one of our predictions the predicted costly journey legs in the old model have been removed in the current model. The one that remains (journey leg #8) is under the control of the wider Foundation Trust, and according to the domain expert is harder to optimise, because of the governance restrictions imposed by the organisational boundary. However, the media boundary of the leg has been removed.

In total, 83% (five of six) of the predictions made by the model were confirmed as true positives by the domain expert based on the definitions of TP and FP we set in the
Figure 8.5: Data journey model *before* the re-engineering process.
previous hospital study (described in section 8.2.6). In the remaining one (journey leg #8) the domain expert agreed that cost could have been saved resulting to 6 of the 6 predictions to be true positives. We found no false positive predictions in this study.

Thus the three standard boundaries were stable and useful in this new domain, able to identify the points of cost and risk that hospital staff identified and replaced.

8.3.4 Clinical Genomics Studies B and C

The next two studies were undertaken in conjunction with four Clinical Consultant Managers from four different Genomics teams across the UK (all of which were unconnected with the Clinical Genomics study A). The NHS staff members were participating in the doctoral level academic programme for Higher Specialist Scientist Training (HSST) at the University of Manchester. All were facing challenges in implementing new functionality in their trusts, to either integrate systems, migrate information to
new servers, or expand existing functionality.

8.3.4.1 Study Design

To assess the stability of our method’s core boundaries in accurately identifying points of cost and risk we held a half-day workshop with the Clinical Consultant Managers. We followed an iterative and interactive agile approach in organising the workshop, aiming to maximise time the consultants spend interacting with our modelling process, while minimise lecturing. We divided the workshop into four sessions (brainstorming challenges, data journey modelling, identifying costs/risks, and reflection) capturing consultant’s feedback at the end of each phase. We went through the sessions following the process below (the actual time taken in each step is given in the parentheses):

1. Hold a brainstorming session in which consultants discussed challenges they
1. Facing while introducing new functionality to their current infrastructures (30 minutes).

2. Introduced the new data journey model as a new lightweight, agile tool to map the information infrastructure of an organisation and the data journeys happening within, without mentioning the notion of boundaries (45 minutes).

3. Asked the clinical consultant managers to create models of data journeys of their choice happening in their departments, and reflect on the process and results (45 minutes).

4. Before yet mentioning the boundaries, we asked them to note on their models the journey legs they think are the most expensive (in terms of time, effort, and resources) based on their experiences (10 minutes).

5. Only then we described the use of boundaries to identify places of high cost/risk (20 minutes).

6. The consultants applied the three boundaries on their models to identify the places the boundaries predict as most costly/risky. We then compared the places that clinical consultants assessed as most costly with the places our boundaries identified to assess our method’s findings (30 minutes).

7. Finally, we reflected on the results, process and model (15 minutes).

<table>
<thead>
<tr>
<th>Prediction Journey Leg</th>
<th>Crossed Boundary</th>
<th>Cost Removed</th>
<th>Domain Expert Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>Organisational</td>
<td>Yes –</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>Media</td>
<td>Yes –</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>Organisational</td>
<td>No Valid</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>Media</td>
<td>Yes –</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>Actors</td>
<td>Yes –</td>
</tr>
<tr>
<td>6</td>
<td>10</td>
<td>Media</td>
<td>Yes –</td>
</tr>
</tbody>
</table>

Table 8.6: Our method’s identifications on points of likely costs/risks and assessment by domain expert.
8.3.4.2 Brainstorming and Modelling Sessions

The group of four consultants worked in pairs throughout the sessions. From the brainstorming session each pair identified an area of concern in their respective departments, in which problematic data movements cause problems to their workflows.

We introduced to the consultants the data journey modelling technique (without mentioning the boundaries) and show them the working example of creating the pathology lab data journey model (figure B.2 in Appendix B.2). Then, working in pairs the clinical consultants created data journey models corresponding to areas of concern in their respective departments. Each model was thus an amalgam of behaviours in two different Clinical Genomics departments in the UK. Each team focused (by their own choice) on slightly different parts of the patient pathway. Study B, focused on the data journeys needed to collect information from several actors across the pathway for the bioinformatician to process. Study C, focused on the data journeys needed to collect variant information from several external resources, like Decipher and ClinVar. The data journey models produced by the Clinical Consultants are given in appendix B on pages 184 – 186 (with identifying details removed).

Interestingly, all participants agreed that even this first step of creating the data journey model was in itself valuable. Prior to the experience, they had had a bioinformatics-centric picture of the work in their departments, since that was the focus of their everyday practices. The data journey model helped them to gain a different perspective on the processes and interactions taking place within their teams. They quickly gained an overview of how their departments use and share data, when in their daily work they were more used to seeing only the detail of small parts of the journey which were more involved with.

In particular, the study B pair was surprised by the number of journey legs needed to collect required information for exome assembly, just one task in the pathway. The study C pair emphasised the external data sources that bioinformaticians rely on to feed their computational analysis pipeline. Before they started modelling, they planned to model the journeys data make from the external data sources to the bioinformatician’s machine. However, while modelling these journey legs, they realised that the legs depend on a bigger set of journey legs. Having created the data journey model, they recognised the value of other actors in the pipeline in getting accurate information to work with. The journey model brought home to all of them the complexity of the interactions between people and systems involved in their respective departments.
8.3.4.3 Identifying Costs/Risks and Reflection Sessions

Having completed the data journey models, and before the boundaries had been added, we asked both pairs to identify the journey legs where most effort (cost) was expended, and where they were most concerned to see an efficiency gain. Having done this, we introduced the three core boundaries of our method and showed the participants how to layer the boundaries over the model and draw predictions from them.

In both cases, the points of cost/risk identified by the boundaries differed from the problematic legs already identified by the teams. But after discussion, both teams agreed that the predicted legs were sources of highest cost; they just had not been aware of them beforehand.

In case study B, the pair identified the bioinformatician’s part of the model as the most costly leg, where the heavy data processing is happening. The boundaries, however, identified a single point of failure in their current infrastructure — the majority of the journeys started and ended at a single system, maintained by one particular staff member. They had not realised the dependence of their processes on this one person before this exercise. Having identified it, they can look at re-engineering their processes and remove the risk.

In case study C, when the pair was asked to comment on the current costs of the model, the pair identified as most costly points the legs moving data from the external sources to the bioinformatician’s workplace, because of the need to pay an access fee for this data. While the boundaries identified these points of cost, they identified a different point as being of highest cost/risk. This was the point of information handover from the bioinformatician to the genetic counsellor, which crossed all three boundaries. After discussion, both HCPs realised that the costly leg identified by the method happens on a daily basis (i.e. the cost of moving data accumulates daily), whereas the area they had been concentrating on happened more rarely (a one-time expense per year), hence is less expensive in the long-run.

8.3.4.4 Study Results

In both cases our three core boundaries were able to identify points of cost that the domain experts agreed with. In fact, in both cases, the predictions differed from the participants prior perceptions of the risks, but after discussion all participants agreed that the predicted legs had higher costs than those originally assessed as most costly. This suggests that the modelling method provided to the participants an insight into
Finally, the four sessions of the workshop for the studies B and C lasted three hours in total. Those three hours included training of the HCPs in data journey modelling, creating data journey models, and identifying points of cost/risk, showing the quick property of our modelling method.

### 8.3.5 Stability Evaluation Results and Discussion

In this section we discuss the results of the three case studies evaluation in the Clinical Genomics area. In study A, the organisational boundary identified two costly journey legs. One of the legs was removed by hospital staff and the other was assessed by the domain expert of the study as a potential place for cost savings. Hence, the two predictions of the legs that crossed organisational boundaries are both true positives. The containers media boundary identified three journey legs as costly. All three predictions are true positives as they have been removed by the hospital staff in the new system after the re-engineering phase. The actors pay scale boundary identified one costly journey leg which has been removed in the new system. All three boundaries predicted a full coverage of TP predictions, hence were proved to be stable in study A.

Studies B and C, were not retrospectively evaluated since the data journey models represented systems currently in place in the respective Trusts, and we do not have true positive evaluations from them. However, upon comparing the findings of our method’s boundaries with the points of cost/risk the clinical consultants gave before the boundary analysis, all participants agreed with the findings of the method.

Regarding time taken to create the models and identify points of cost/risk, study A took a total of two hours: One hour meeting with the domain expert, and another one hour of offline checking of the models produced. Studies B and C both took three hours to complete.

Taken together, the three separate studies show that our method’s boundaries are stable in the three FT in the Clinical Genomics area. Also, results indicate that even this simple set of our core three boundaries can have significant predictive power, at very low cost, in the Clinical Genomics domain. Table 8.7 summarises the results we obtained from the three studies.
### Table 8.7: Evaluation results of the stability of core boundaries.

<table>
<thead>
<tr>
<th>Case Study</th>
<th>Organisational boundary</th>
<th>Containers media boundary</th>
<th>Actor payscale boundary</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study A</td>
<td>stable (two TP of two predictions)</td>
<td>stable (three TP of three predictions)</td>
<td>stable (one TP of one prediction)</td>
<td>Two hours</td>
</tr>
<tr>
<td>Study B</td>
<td>stable (one prediction)</td>
<td>stable (three predictions)</td>
<td>stable (three predictions)</td>
<td>Three hours</td>
</tr>
<tr>
<td>Study C</td>
<td>stable (four predictions)</td>
<td>stable (four predictions)</td>
<td>stable (four predictions)</td>
<td>Three hours</td>
</tr>
<tr>
<td>Stability</td>
<td>stable</td>
<td>stable</td>
<td>stable</td>
<td></td>
</tr>
</tbody>
</table>

### 8.4 Evaluation of Completeness of the Core Boundaries

Having assessed the stability of the three core boundaries to accurately identify places of cost and risk in the Genomics domain, the next question to examine is whether the core boundaries form a complete set. Can they identify all the significant costly places or are there any other places of cost/risk that they are not identifying? In this section, we describe a fourth case study in which we investigated the entire Clinical Genomics patient pathway, looking for significant costs/risks not captured by our three core boundaries.

#### 8.4.1 Study Design

For this study, we worked with several groups of people: the domain expert of study A coming from a nearby Clinical Genomics department in Greater Manchester, the group of HSST staff from studies B and C, but also another group of NHS staff attending the Clinical Bioinformatics Genomics Masters course at the University of Manchester. The latter came from various NHS Foundation Trusts in the Greater Manchester and Liverpool area, and worked in a range of positions within the Genomics patient pathway, such as Genetic Counsellor, Genome Technician, and Clinical Geneticist.

The research question we pursued in this study is: how ‘complete’ is the set of three core boundaries in identifying points of costs/risks? Can the boundaries identify all the significant points of costs/risks that domain experts found?

We used several methods to capture information needed to evaluate the completeness of our method’s boundaries. We used semi-structured interviews with domain experts...
experts and took an online course of clinical genomics\(^3\) to gain knowledge on the processes and data journeys happening in a typical department across the full pathway. To assess the completeness of the core three boundaries in identifying significant costs/risks, we followed the steps below:

1. Participated in the online course of Clinical Bioinformatics to gather knowledge needed to create a data journey model for the full patient pathway.

2. Conducted a semi-structured interview with the domain expert of Study A to refine and verify the data journey model produced in the previous step.

3. Observed the Introduction to Clinical Bioinformatics Masters course\(^4\) to collect socio-technical challenges NHS staff face in their everyday work (throughout the patient pathway) that cause significant costs/risks to their departments.

4. Categorised above challenges based on the type of cost they can impose to the organisation.

5. Assessed each challenge to see if it was identified by the three core boundaries of our method to see if the boundaries capture all above challenges.

### 8.4.2 Study Findings

In this section we describe our findings of the steps we took to evaluate the completeness of our three core boundaries.

#### 8.4.2.1 Data Journey Model

Participating in the online course we gathered knowledge on the movements of data needed by a specialist clinician to create an action plan for a patient with a rare disease. We then developed a comprehensive data journey model for the full clinical genomics pathway capturing those movements. Figure 8.8 shows the data journey model of the full Clinical Genomics patient pathway as validated by the domain expert of study A.

---

\(^3\)The online course of “Clinical Bioinformatics: Unlocking Genomics in Healthcare” was provided by the University of Manchester in FutureLearn. The course can be accessed by: https://www.futurelearn.com/courses/bioinformatics.

\(^4\)Introduction to Clinical Bioinformatics (MEDN68300) is a Masters course offered by the Division of Evolution and Genomic Sciences of the University of Manchester (https://www.bmh.manchester.ac.uk/study/cpd/courses/informatics-biostatistics-cpd/?pg=2&unit=MEDN68300&unitYear=1).
Figure 8.8: Data journey model of the full Clinical Genomics patient pathway.
8.4.2.2 Challenges in Patient Pathway

Next, we attended a session of the Introduction to Clinical Bioinformatics Masters course where we asked the participants to discuss challenges they face in their everyday work. We collected not just technical challenges stemming from the data and technologies used, but also social and organisational challenges that introduced some type of cost, risk, or extra effort to their everyday processes.

The challenges identified from this process are summarised in table 8.8. We categorised the challenges based on the type of obstacles they create. Then we examined each challenge in turn to determine whether costly/risky points would be picked up on the data journey model using our three core boundaries. To do so, we looked at the points on the data journey model we produced, where these challenges might materialise, to see if they coincided with the legs identified to be cost/risk hot spots by our three core boundaries. We give the boundary we deemed indicative of the cost described by each challenge in the second column of the table 8.8. Costly points not captured by any of the boundaries are noted with a question mark symbol.

From the table, we see that many of the challenges (62%) can be identified by our core boundaries. The people-oriented challenges were all identified by our actor boundary, as it identifies points where data move between members of staff with different kinds and degrees of specialist expertise. In our Clinical Genomics data journey model, this happens principally at the point of data handover from the clinical geneticists to the bioinformaticians, and vice versa. These groups of people have very different specialisms, and do not always share the same understanding of the data.

Similarly, the organisational boundary was able to indicate all the obstacles of sharing information with external sources. No change-of-media challenges were in evidence in the set of challenges we elicited from the domain experts in this case.

However, some challenges were not identified by our core boundaries. Specifically, those involving data volume and governance procedures were not captured by any of the core boundaries. Both these factors can limit the portability of data, and according to participants can introduce additional significant costs to the patient pathway. We explore each of them in the following sections.

8.4.2.3 Data Volume Challenge

The data volume is a major obstacle to the movement of data between key actors in the pathway. Sequencing a patient’s genome can produce millions of data files, resulting
<table>
<thead>
<tr>
<th>Challenges and potential costs/risks</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>People - Oriented Challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Data produced by teams of different backgrounds and expertise than the</td>
<td>Actor</td>
</tr>
<tr>
<td>consumers are often misunderstood.</td>
<td></td>
</tr>
<tr>
<td>Data used by people other than those who captured them are often found</td>
<td>Actor</td>
</tr>
<tr>
<td>to be inaccurate/incomplete. The external agency using them usually</td>
<td></td>
</tr>
<tr>
<td>experiences a decreased quality of the data.</td>
<td></td>
</tr>
<tr>
<td>Lack of communication between stakeholders and the development team.</td>
<td>Actor</td>
</tr>
<tr>
<td>Staff are reluctant to share variants with other pipelines because of</td>
<td></td>
</tr>
<tr>
<td>the governance frameworks in place.</td>
<td></td>
</tr>
<tr>
<td><strong>Data Source - Oriented Challenges</strong></td>
<td>Org.</td>
</tr>
<tr>
<td>External data sources use different IDs. Some sources may have older</td>
<td></td>
</tr>
<tr>
<td>versions of the same data entity. Also, different sources represent the</td>
<td></td>
</tr>
<tr>
<td>same data in different ways.</td>
<td></td>
</tr>
<tr>
<td>There are governance issues whenever data are transferred between</td>
<td>Org.</td>
</tr>
<tr>
<td>networks of different organisations (university and hospital network).</td>
<td></td>
</tr>
<tr>
<td>Information governance caused issues when integrating different parts</td>
<td></td>
</tr>
<tr>
<td>of different pipelines (research and clinical).</td>
<td></td>
</tr>
<tr>
<td><strong>Data Entity - Oriented Challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Some data are 30–40 years old. Corrections to data over time cause</td>
<td></td>
</tr>
<tr>
<td>duplicate versions of information (which are not explicitly marked as</td>
<td></td>
</tr>
<tr>
<td>such at the source).</td>
<td></td>
</tr>
<tr>
<td>The sequencing machines produce very large volumes of data, causing</td>
<td></td>
</tr>
<tr>
<td>storage and sharing problems.</td>
<td></td>
</tr>
<tr>
<td><strong>Process - Oriented Challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Different bioinformaticians use different workflows to process the data,</td>
<td>Actor</td>
</tr>
<tr>
<td>leading to potentially different results.</td>
<td></td>
</tr>
<tr>
<td><strong>Other Challenges</strong></td>
<td></td>
</tr>
<tr>
<td>Some data entities might not exist, like variants that haven’t seen</td>
<td></td>
</tr>
<tr>
<td>before. Hard to distinguish between non-existent data and absence from</td>
<td></td>
</tr>
<tr>
<td>the source.</td>
<td></td>
</tr>
<tr>
<td>Information available in the literature is not always as accurate as</td>
<td>Org.</td>
</tr>
<tr>
<td>claimed.</td>
<td></td>
</tr>
<tr>
<td>Clinical geneticists have only 10 minutes to comprehend findings</td>
<td>Actor</td>
</tr>
<tr>
<td>produced by the bioinformaticians and take an, often, life-threatening</td>
<td></td>
</tr>
<tr>
<td>decision.</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.8: Challenges identified in the Clinical Genomics domain.
in large volumes of data (typically 10 – 100GB per patient). Given the complex nature of the pathway, with different actors typically working in different locations, and using their own dedicated software systems, large data volumes can be a real barrier to effective sharing and collaboration.

To validate the newly found obstacle of the volume of the data, we asked the two groups from case studies B and C whether they face challenges stemming from the movement of large volumes of data. Examples of volume-related challenges were experienced by participants in both studies:

- One of the participants reported the need to establish a new journey to move information from an old data repository to a newly created one. However, no connection had been established to migrate information between the two repositories (there were no governance barriers, since the movement was within the same hospital). Apart from communication problems between the stakeholders and the development team, the major problem faced by the participant’s trust was the volume of data that needed to be shared. Since there is no direct network connection they currently have to copy each day’s work (approximately 10GB of data) to the new repository, through external hard disks, every night.

- Another participant reported the need for exome data to move between two geographically distant sites (two cities in the UK). However, exome data sets are typically around 5GB in size, and attempts to transfer them cause the archive system used for transferring to crash.

- Moreover, in another data movement example in a university hospital, data needs to be transferred from the external university network to the internal NHS network. Both machines are in the same room, but are on different networks. The volume of data to be transferred is large, and the network is slow. The participant reported that sometimes they have to plug one machine directly into the other network to transfer the data.

8.4.2.4 Information Governance Challenge

The other type of boundary retrieved from the challenges relates to information governance. In domains where information is highly private and confidential such as clinical genomics, information sharing must be tightly regulated and controlled. Governance protocols must be established to ensure that patient’s data are securely kept, and only
used for agreed purposes. To complicate matters, governance protocols do not co-
incide with organisational boundaries. For example, within clinical genomics, there
are two main protocols in use: a research oriented pipeline of processes and a clin-
ical oriented pipeline. Each pipeline must follow the respective governance framework
and guidelines. Audit information is captured along the pipeline based on the specific
governance framework that applies. If governance protocols conflict, or are not fit for
purpose, serious delays and additional costs can affect data sharing efforts.

8.4.3 Completeness Evaluation Results

This study identified two additional boundaries needed to root out the key obstacles to
data sharing in a clinical genomics setting: data volume and information governance.
Identifying the need for additional boundaries disproves our hypothesis that the set
of three core boundaries of our method is complete. Our three core boundaries did
not identify significant points of cost/risk produced by the large volume of data and
information governance guidelines, suggesting that domain-specific requirements of
organisations might drive the need for additional boundaries.

Although the two boundaries arose out of highly domain specific situations, they
also seem generic enough to apply across a broad range of domains. In the era of big
data, clinical geneticists are not unique in having to work with much larger data sets
than their IT infrastructure is designed for. Nor are information governance protocols
limited to the handling of genetic data. Hence, it seems reasonable to assume that these
boundaries will have wider applicability than this one domain.

8.4.4 Volume and Governance Boundaries

The next step is to convert these high level concepts into actual “boundaries” that can
be added to a data journey model. To be a useful boundary in our context, the infor-
mation needed to decide which containers/actors are on which side of the boundary
must be quick and low-cost to acquire. To apply the volume boundary on the model,
we group together containers storing data sets of similar size. A simple and quick way
to categorise the volume of the data entities is by using ‘tee shirt sizing’, in which
size is described by broad categories (small, medium, large) [53]. Then, boundaries
show where data move from containers handling large volume of data into containers
set up to handle small volume, and vice versa. Cost and risk would arise when large
volume of data must be processed by parts of the infrastructure set up to handle small
8.5 Discussion and Conclusion

In this chapter we described our findings by applying the data journey modelling method to a variety of case studies in the healthcare domain. Table 8.9 combines and summarises the results of all five evaluation studies presented in this thesis.

Firstly, we retrospectively evaluated the accuracy of our method in identifying points of cost/risk in the radiology department of a Foundation Trust. The results of the evaluation showed that our method was able to cheaply and quickly identify most of the points of high cost/risk that the hospital staff had identified, along with several other possible directions that the staff did not identify for themselves, but agreed could be promising.

Secondly, we evaluated the stability of our method’s three core boundaries in identifying points of cost/risk in the domain of Clinical Genomics, a more complex setting than the radiology study. Applying our method in three separate studies in three different Clinical Genomics Foundation Trusts, we found that the three core boundaries of our method are stable. Results indicate that even this simple set of our core boundaries can have significant predictive power, at very low cost in the Clinical Genomics setting.

Thirdly, we evaluated the completeness of our method’s core three boundaries in identifying all significant points of cost/risk in the full Clinical Genomics patient pathway. Results of this part of the evaluation showed that our core boundaries did not identify all the significant points of cost/risk that health practitioners identified. However, we proposed the two additional boundaries of data volume and information governance to cover the gap. Findings suggest that domain-specific organisational requirements might drive the need for additional boundaries. For those cases we proposed a low-cost, up-front method that identifies additional boundaries in organisations with domain-specific requirements (described in section 7.6).

Our experience in applying our modelling method in five different studies showed
### Table 8.9: Overall evaluation results against success criteria.

<table>
<thead>
<tr>
<th>Success Criteria</th>
<th>Expected outcomes</th>
<th>Actual outcomes</th>
<th>Overall Result</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy of predictions</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiology study accuracy</td>
<td>At least 50% of the predictions must be TP while FP predictions must be fewer than the TP predictions.</td>
<td>68% TP predictions and 11% FP predictions</td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study A accuracy</td>
<td>At least 50% of the predictions must be TP while FP predictions must be fewer than the TP predictions.</td>
<td>100% TP predictions</td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study B accuracy</td>
<td>Domain experts agree with the points of high cost/risk that our method identified.</td>
<td>Domain experts agreed</td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study C accuracy</td>
<td>Domain experts agree with the points of high cost/risk that our method identified.</td>
<td>Domain experts agreed</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Lightweightness of method</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiology study domain experts time</td>
<td>One working day</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study A domain expert time</td>
<td>One working day</td>
<td>We had one meeting of approximately one hour and another one hour of offline verification.</td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study B domain experts time</td>
<td>One working day</td>
<td>Three hours (including training)</td>
<td>✓</td>
</tr>
<tr>
<td>Cl. Genomics study C domain experts time</td>
<td>One working day</td>
<td>Three hours (including training)</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Stability of core boundaries</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organisational Boundary</td>
<td>stable across all three case studies</td>
<td>stable</td>
<td>✓</td>
</tr>
<tr>
<td>Containers Boundary</td>
<td>stable across all three case studies</td>
<td>stable</td>
<td>✓</td>
</tr>
<tr>
<td>Actors Boundary</td>
<td>stable across all three case studies</td>
<td>stable</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Completeness of core boundaries</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl. Genomics full patient pathway</td>
<td>Core boundaries should identify all significant cost/risk points.</td>
<td>Identified two more boundaries: Governance and Volume</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 8.9: Overall evaluation results against success criteria.
that data journey models can typically be created in two–three hours (including training of domain experts in creating data journey models) depending on the complexity level of the study. Also, working with NHS practitioners of a variety of roles (i.e. IT developers, Integration Analysts, Clinical Consultant Managers, Genome Technicians, etc.), we found evidence that clinical staff can use our modelling technique as easily as those with an IT function.

Finally, although modelling the data journeys is only the first step in our technique, we found that it had value in itself, in helping health care practitioners to quickly gain an overview of how their organisation uses and shares data, when in their daily work they are more used to seeing only the detail of small parts of the journey which are more involved with.
Chapter 9

Discussion

“Simplicity – the art of maximising the amount of work not done – is essential.”

Agile Manifesto Principles

9.1 Introduction

In this chapter we discuss the research questions we set to answer in the beginning of this thesis and provide the contributions we made to answer each question (section 9.2). We critically reflect on our contributions in terms of the overall body of work already conducted in the field of information systems and information sharing. Then, we discuss the significance of our results and the impact of our model and findings in the community (section 9.3). Also, we provide the strengths and weaknesses of our methodological approach as well as possible threats to validity coming from our evaluation (section 9.4). Finally, we provide a clear direction for future areas of investigation in terms of further evaluation areas, model refinement and model expansion (section 9.5).

9.2 Research Contributions

This thesis aims to aid the early stage decision making process of whether to proceed with a new IT development or not, by providing a modelling tool and method that helps managers of large, complex organisations identify places of potential high cost and risk that are likely to exist in a new development.
To begin with, we examined a set of 18 case studies from the health care domain written by staff coming from a variety of roles in the NHS across the UK. The case studies describe factors that contributed to the failure or success of recent IT developments in a variety of settings, such as cancer and diabetes care.

A common feature of the case studies where the new software was unsuccessful was the movement of data. The research hypothesis we pursued in this thesis is that cost and risk are likely to exist at the points where information is moved to a context other than the one it was originally designed for. We therefore set to develop a method that early and in a lightweight manner identifies the places in a planned new development where information crosses an organisational, human, or technical type of boundary that can introduce high cost and risk to the organisation.

The basis of our identification method is a novel lightweight modelling technique, called data journey model. Data journey models capture the movement of data through complex networks of people, systems and organisations. They abstract away from the fine-grained details of business processes happening in an organisation that require the movement of data. They conceptualise complex interactions of IT systems and their socio-technical environment into journeys of data.

In particular, we answered the research questions (RQ) we set in the introduction chapter (section 1.4), with the following research contributions (RC):

- **RQ 1**: What factors contribute to the failure of a new IT development that can impose high cost and risk to the organisation?
  
  **RC 1**: A set of IT failure factors in healthcare.
  
  Analysing the case studies from the NHS domain, we extracted a set of 32 factors that contributed to the failure of the IT systems recently introduced in a variety of settings in the NHS. A mixture of technical, human and organisational factors were found.

- **RQ 2**: Are there any early warning signs of high cost and risk when developing a new IT system?
  
  **RC 2**: A catalogue of data movement anti-patterns.
  
  We devised a catalogue of data movement anti-patterns providing early warning indicators of problematic movements of data that under certain criteria, can introduce high cost and risk in planned new developments.

- **RQ 3**: How can we abstract away from the complexity of large organisational
IT systems, to quickly and cheaply identify the aforementioned warning signs?

**RC 3:** Data journey model and notation: a modelling technique that captures data movements in large systems.

We propose the data journey model as an abstraction of large complex IT systems focusing on the journeys data make between collaborating systems of often different organisations. They capture the socio-technical elements of organisations that can contribute as early warning signs of high cost and risk.

- **RQ 4:** How can we identify the warning signs of high cost/risk in the abstract model of the new system, early in the decision making process?

**RC 4.1:** Socio-technical boundaries: warning indicators that identify socio-technical points of cost and risk in new developments.

Data movement boundaries are lightweight socio-technical indicators of problematic movements that can potentially impose high cost and risk to the organisation and cause the failure of the planned new IT system.

**RC 4.2:** A set of five easy-to-apply boundaries.

We found five boundary types, so far, that are easy and early to acquire and apply. The boundaries identify points of cost/risk imposed by a variety of factors at organisational, human, and technical level in nature.

**RC 4.3:** A lightweight method that identifies socio-technical boundaries in data journey models.

We devised a new method that applies socio-technical boundaries onto a data journey model and identifies the places in the journey of data with potential high cost and risk. The method is lightweight and low-cost. It can be completed in a couple of hours and relies only on easy-to-acquire and apply information.

- **RQ 5:** Can the warning signs accurately and cheaply identify points of high cost and risk in a planned new system?

**RC 5:** Application in radiology department.

The application of the model and method in a real-world case study in a nearby foundation trust. The retrospective evaluation showed that the model was able to quickly identify points of high cost and risk that the hospital staff found and replaced, but also identified other optimisation points that domain experts agreed could be promising.

- **RQ 6:** Can the warning signs identify points of high cost and risk of new systems,
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across domains?

RC 6: Application in three Clinical Genomics settings.
The evaluation of the model and method in three case studies in the clinical genomics area showed the stability of our method in identifying most of the significant high cost and risk in this new and more complex domain.

• RQ 7: Do the warning signs identify all the significant points of high cost and risk, or do we need additional signs when applied in other domains?

RC 7.1: Application in the full Clinical Genomics patient pathway.
Evaluating the model and method in the complete patient pathway showed that although the method identified points of high cost and risk, some other significant sources were not identified. This suggests that other domain-specific organisational requirements might drive the need for additional boundaries.

RC 7.2: A low-cost method to identify boundaries in other domains.
We propose an up-front and low-cost approach to identify socio-technical boundaries in domains with specific requirements.

9.3 Significance and Impact of Contributions

From the literature review conducted and presented in chapter 3 (page 42) we found that although semantic interoperability and information sharing between information systems and organisations is vital for the effective and efficient patient care, they are still far from fully functional [47].

The invention and broad use of the HL7 and FiHR standards in the NHS and internationally, gave some structure on the technical side of data interoperability and sharing [19, 17]. Such standards provide structured and consistent exchange of electronic information between information systems across agencies. However, critical challenges in semantic interoperability still remain [131, 160].

Vernadat investigates interoperability in enterprise systems with focus on services and processes [177]. The author investigates interoperability at technical, semantic, and organisational levels and identifies the necessity of using standard ontology to reach semantic interoperability. He concludes that interoperable enterprise systems should place customers fully at the centre of an interoperability architecture. Chen et al. agrees and highlights that interoperability is at least as much about people, organisation, processes, and strategies as it is about technology [46].
In the data journey model, although data are at the centre of the model, people and organisational structures have equal prominence. The data journey model provides a holistic approach to modelling movements of data and capturing interoperability issues and barriers.

The results of the evaluation of our model and method in five case studies in the healthcare domain showed that even a simple, lightweight model can identify places of significant high cost and risk in new developments early in the decision making process without investing immense resources by domain experts.

Additionally, although we have some initial evidences that our model can identify substantial points of high cost and risk in existing systems in the healthcare domain, we can not know for sure that it can be used in potential applications. Further evaluation is needed to check whether our model and method can identify places in a planned new data journey that may cause high cost and risk to the organisation that can lead to the failure of the new functionality to realise the expected benefits.

Another domain where data journeys can potentially produce some value is during the requirements gathering phase of a planned new IT development. According to McConnell the most difficult part of requirements gathering is not to document what the end users want, but to figure out what they need and whether it can be successfully provided within the cost and schedule parameters available to the development team [130]. An important characteristic of an efficient requirements gathering phase, as highlighted by Young, is that best practice evolves the real requirements via a joint user and developer effort [185]. Data journeys involve the end users into the process of modelling potential journeys of data, as they do not require technical modelling expertise. They also provide an early identification of potential high cost and risk places to be further considered by the requirements elicitation experts.

Furthermore, our evaluation showed some preliminary results on the time and effort needed to create a data journey model. This new lightweight approach of data journey modelling contributes to the new trend of agile approaches and lightweight modelling, which argues that:

“Simplicity – the art of maximising the amount of work not done – is essential.” (Agile Manifesto Principles 

Proposing the data journey model has some impact on the Software Engineering modelling community in the following four dimensions:

1http://agilemanifesto.org/principles.html
• The lightweight property of the model proposes a movement from heavy-weight, detailed modelling towards low-cost, and quick models facilitating an agile perspective.

• The low-cost property of the model makes it suitable for early stage decision making.

• The simplicity of the model’s notation and method to identify points of cost enables non-technical personnel to participate in the modelling processes.

• The socio-technical analysis of cost and risk brings the element of people and organisational structures into the cost estimation processes.

Devising the data journey model and method, also proposes a move towards a more agile way of estimating points of cost/risk. Although existing approaches are very powerful and sometimes highly accurate, they are aimed at assisting managers and stakeholders throughout the decision making process, often after some development has been initiated. They rely on heavy-weight, detailed models and require substantial time and resources, that are often not existing.

Applications of our model and method in several cases showed that instances of data journey models can be developed in a couple of hours. Also, our method that identifies points of cost and risk in a data journey model relies only on low-cost information that are either already available to domain experts or are easy-to-acquire. The lightweight and low-cost properties of our modelling approach makes it suitable for early stage decision making as it is quick and lightweight to create and apply.

Additionally, evidences of developing data journey models with clinical consultants in the NHS indicate that our model may not require extensive technical background, or modelling expertise for domain experts to create new models. Also, data journey models created by technical personnel can be understood by non-experts facilitating the agile principle of:

“Business people and developers must work together (daily throughout the project).” (Agile Manifesto Principles)

This property can empower domain experts to develop models of their organisation in-house without the need for external technical personnel, and to keep the costs of the decision making process low.

Finally, the data journey model combines both social and technical factors that can affect the movement of data, identifying socio-technical points of high cost and risk.
in a new development. Our model brings the elements of people and organisational structures into cost estimation problems, two parameters that are often neglected by current software cost estimation techniques.

9.4 Strengths and Limitations

One of the key strengths of this thesis is that we developed a method based on information we retrieved from real case studies written by domain experts working in the NHS. Literature and governmental bodies (i.e. NICE guidelines) provide typical scenarios of the processes happening in NHS FTs and the information systems and infrastructure that FTs have. However, the case studies provided rich data on what is actually happening in numerous NHS FTs across the UK. They describe existing systems and current underlying infrastructures in the NHS. They provide the processes that clinical and clerical personnel take to accomplish tasks in healthcare, and reasons why new systems have failed to realise the expected benefits. In such cases workaround processes have been devised by staff to save time and ensure an uninterrupted patient care. Such information is hard to find elsewhere. Also, the case studies cover a variety of application areas, and the authors come from a range of professions covering numerous points of patient care.

Another key strength is the application of the produced model and method into real world studies in the NHS, other than those used in analysis. By doing so, we evaluated the feasibility and accuracy of our model in a very complex setting in which is filled not only with technical barriers, but primarily organisational and social barriers. A setting that suffers from significant budget cuts and is in need of major re-engineering and optimisation exercises. Healthcare is a complex and adaptive eco-system meaning that its performance and behaviour changes over time. Jeffrey argues that healthcare lies in the most complex eco-systems that cannot be completely understood by simply knowing about the individual components [34]. Data journey models provide a tool to healthcare stakeholders to capture the bigger picture of the organisation they are working at. It helps them conceptualise the complexities of interactions between the teams of people and network of systems that have to work together in order to care for patients with often diverse needs and complicated interventions.

Limitations of this thesis are mainly derived from restrictions we had in time, and resources. We are a team of one researcher and two supervisors working for a limited period of time.
One of the inherent limitations of using case studies as the primary data for this project is that although they describe existing infrastructures and processes in a variety of FTs, they reflect the authors’ personal perspectives of reality and points of view. Also, the contents of the case studies are confidential restricting us with publishing identifiable details.

Also, developing the model by following an agile approach that required extensive feedback from the users, might have ensured the continuous delivery of working product, but could also introduced the risk of developing a model that is well-defined for this particular set of end users. Our evaluation of the model in a different setting, involved end users of a different role (managerial clinical consultants) than those involved in designing and developing the model. However, further evaluation with other sets of stakeholders is needed to clarify this.

Finally, working with domain experts to evaluate our model and method, created some threats to validity points:

- There might be barriers in the organisation that people we worked with might not have been aware of.

- It could be that we have missed some stakeholders that have some key knowledge. How do we know that we have the right set of stakeholders involved in our studies? How to identify barriers that the people we worked with were not aware of?

- We might have incorporated in our evaluation an incorrect view of how the settings function. The way that the NHS system functions with a plethora of legacy systems; what people think is happening and what really is happening can be different things. So we might have got an incorrect view of how the system functions.

- Although we worked with clinicians to apply our modelling exercise to several studies, we have not investigated other potential stakeholders that might be more suitable in taking early-stage decisions for new developments. What are the right people to work with? How do we get the right knowledge and information out of them? These are questions that might not have a definite answer. Extra time and evaluation are needed in answering the above questions.

- A level of training is needed for non-experts to use the data journey model. The approach we followed in training potential stakeholders, involved face-to-face
demonstration. However, this approach needs facilitators, people to demonstrate how the method works, for the modelling to work. We have not tested the approach of creating a new model without the need for a facilitator to tell the stakeholders what a data journey model is and how to use it.

- Healthcare practitioners and managerial staff are usually very busy, especially in the healthcare sector. Although we are providing them with a lightweight model, some level of training is needed in the beginning. However, we have not experimented with different levels of expertise and technical backgrounds to identify the depth of training needed for the different groups of people/stakeholders that might need to use the model.

- The fact that the domain experts found the model easy to apply and use, maybe is significantly based on the fact that we provided a training session introducing the model and how to use it.

### 9.5 Future Directions

Evaluating our model and method in 5 real-world case studies gave some evidence that our modelling approach can identify points of significant cost and risk in planned new developments. However, there are still some aspects that need further investigation. We describe each of them in the following sections.

#### 9.5.1 Further Evaluation

All five case studies used to evaluate our model are in the healthcare domain. Further evaluation is needed in the following aspects:

- In other domains:
  
  Although the NHS is a large, and very complex organisation, it has some properties that distinguish it from other enterprises. It is primarily funded by the government where change is evidently slower and governance is at its highest. These two properties may have influence the formulation of the boundaries of our model. However, to fully test this, we have to further evaluate our model’s boundaries on other organisations apart from the NHS, and ideally not governmental institutions.
In a planned new development:

Given the resources available, we could only evaluate our model in a retrospective way (that is, by applying the model on the system in place before major re-engineering work was done and comparing it with the current system in place), and in existing developments. To fully evaluate the accuracy of the model in identifying high cost and risk and its capability to assist the decision making process, we have to work with a team that currently has to take a go/no go decision.

We first have to apply our model and identify places of cost/risk. The staff of the organisation have to make a decision without the help of our model. After the new development has been fully developed, we can compare the decision taken by the organisation’s personnel and the findings of our model, to evaluate its accuracy and capability in assisting early stage decisions.

Finally, we need an evaluation case study where the decision making team uses our model.

In other size teams:

We have already evaluated the scalability of the model in the bigger, more complex area of the Clinical Genomics patient pathway. However, we have, so far, worked with teams of maximum two stakeholders at a time. To test the scalability of the model in terms of the team size, we also have to apply it in a study of a bigger team size with a variety of stakeholder roles.

9.5.2 Model Refinement

Evaluating the completeness of our model we found that domain-specific requirements of an organisation might drive the need for further boundaries. Several research questions arise from this: how to distinguish whether a particular organisation has domain-specific requirements? How to identify the new set of domain-specific boundaries in this new domain?

The above two questions have been answered in chapter 5 (section 7.6) and an up-front, low-cost method for identifying new boundaries in other domains is proposed. However, the method is not yet evaluated. Evaluation is needed in a domain with requirements other than those we have already seen.

Additionally, another research question arises from this part of the evaluation: is there a refined set of boundaries that are applicable in a larger range of domains?
Answering this question will refine the set of boundaries of our method and further evaluation will be required.

Finally, reporting mechanisms to present the model’s findings to stakeholders have not been fully evaluated. Refinement and evaluation is needed to ensure the best way to report findings is available to managers and stakeholders.

9.5.3 Model Expansion

Our model, so far, identifies a set of high cost/risk points, so what happens next? Once the model identifies a possible point of high cost or risk, does that mean that it should not be implemented, or be carefully monitored during implementation and running of the new development? In this section we suggest further actions to expand our modelling method to analyse, control, and monitor cost/risk.

Plans to expand our model to assist managers and stakeholders throughout the implementation, running, and maintaining phases of the new IT system lifecycle must cover the following points:

- **Cost/Risk Analysis and Prioritisation:**

  Our model so far identifies places in the journey of data where cost and risk are possible to appear. In an attempt to control and monitor possible cost and risk of future developments, we first have to identify the types of cost and/or risk that can exist. Cost and risk need to be carefully, but also low-cost, analysed and then prioritised from the most to least dangerous.

  Existing approaches can be found in the risk analysis literature. Risk analysis assesses the loss probability and loss magnitude for each identified risk point [27]. Typical techniques include: performance models, cost models, network analysis, statistical decision analysis, and quality-factor analysis (e.g. reliability, availability, and security). A couple of suggestions for the lightweight quantification of cost and risk, not to jeopardise the lightweight property of our model, are the scale-of-10 estimation and t-shirt sizing techniques, proposed by Boehm and Cohn respectively [27, 56].

  Risk prioritisation produces a ranked ordering of the risk items identified and analysed. Typical techniques include risk-exposure analysis, risk-reduction leverage analysis (particularly involving cost-benefit analysis), and Delphi or group-consensus techniques [27, 93, 122]. However, a low-cost prioritisation of the identified cost and risk can be used utilising a traffic light system (Red – Amber – Green). A red warning sign can indicate the points with the highest cost and risk that need corrective actions,
while amber can indicate points of cost/risk that can be implemented, but need monitoring, and finally green indicates points of minimal cost/risk that can be accepted (but mitigated).

- **Cost/Risk Control and Monitoring:**

  Having identified potential places of red – amber – green types of cost/risk, we can then monitor those places to control the cost and risk that appear during the implementation, running and maintenance phases of the new IT system.

  Performance measurement plans and key performance indicators can be used to create a scheme in which organisations compare actual with expected, but also optimal performance [102, 127, 138, 145]. Having established such a scheme we can monitor the types of actual cost/risk appearing in each identified place. This will give vital insight on refining our model, but also in controlling any cost/risk that may arise by providing early warnings whenever a monitored cost/risk increases.

  Cost and risk resolution approaches can then be used to produce a situation in which the risk items are eliminated or otherwise resolved (for example, risk avoidance via relaxation of requirements). Typical techniques include prototypes, simulations, benchmarks, mission analyses, key-personnel agreements, design-to-cost approaches, and incremental development [27].

### 9.6 Conclusion

In this chapter we discussed how we answered the research questions set in the beginning of this thesis, critically reflected on the research work conducted, and compared our contributions with the context of the overall body of work already conducted in the field. Finally, we discussed strengths and limitations of the methodological approach as well as threats to validity of our evaluation and provided a clear direction for future areas of investigation.
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Conclusion

Often new organisational requirements, or technological advances require new IT systems to be developed to either expand or complement already existing functionality. Managers and stakeholders of the organisations have to make quick up-front decisions on the feasibility of such systems. Making such decisions is hard. Cost and risk of developing new systems are regularly underestimated, causing the failure of the system and often detrimental consequences to the organisation and people affected. Specifically in the health care domain, a significant amount of money was wasted in implementing IT developments that partly or completely failed to realise the expected benefits. This causes vital resources to be wasted that could otherwise be invested in saving patients’ lives.

The analysis of 18 case studies from the NHS domain showed that although movement of data is vital, it can be affected by several socio-technical factors that can impose high costs on the development of new applications. Given that these costs are often underestimated, we need a way to quickly identify and predict barriers of data movement, ideally before initiating any development.

In this thesis we proposed a new low-cost method that uses easy-to-acquire socio-technical information to identify places of high cost and risk when an existing dataset moves to a new development. The method is based on a lightweight model, called data journey model, which conceptualises the journey of a set of data from their original location in an information infrastructure to the new development, through a complex network of systems, people, and organisations.

We evaluated the effectiveness of our method and the accuracy of our findings by applying our method and model in five real world studies in the NHS domain. We worked with clinicians from several Foundation Trusts across the UK to retrospectively
model the movements of data in the settings of Radiology, and Clinical Genomics. We modelled the journey of data before and after a major information infrastructure redesign, and compared the two models to find if our identified places of high cost and risk in the old models have been overcome in the new.

Finally, the results of the evaluation showed that the data journey modelling method can accurately identify points of significant cost and risk in new developments. It proved to be a cost-effective method that can be completed in less than a couple of hours including training, making it suitable to be used in early stage decision making process. The application of the method in several domains showed the stability of the method’s boundaries across domains. Last but not least, the simplicity of our modelling technique can empower domain experts with no particular modelling expertise to quickly identify opportunities for cost savings in new developments, as well as existing ones.
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NHS Radiology Case Study

A.1 NHS Case Study Business Processes

This section gives the business processes of a typical GP and hospital in the NHS when a GP patient might have a fracture and needs an X-ray scan to be taken at the local radiology department.

1. A GP fills in a request card to initiate the process of requesting a radiograph. The request card describes the type of X-ray needed and the patient’s details. The request card is sent by post to the radiology department at the clerical reception area.

2. At the radiology department, a member of clerical staff receives the request card and creates an appointment for the patient in the radiology system. A letter containing the time and date of the appointment is created and sent to the patient through the post.

3. Before the patient arrives at radiology, the packet with the patient’s previous X-rays and reports is transferred from the Filmstore area to the radiology clinical area by clerical staff using a trolley. If the patient has no previous X-ray scans, a member of clerical staff will create a packet at reception and takes it to the clinical area. A label with the patient’s identification details will be attached to the packet.

4. On the day of the appointment the patient arrives at reception. Clerical staff will guide him to the clinical area. At the clinical area, a new X-ray is produced by a
The new X-ray is placed inside the patient’s packet. The packet is then put into a pigeon hole by the clinical staff to be transferred to reception.

5. The packet is then transferred to the reception area by a member of clinical staff. The packet is then placed in a pigeon hole by clerical staff, from where a radiologist collects it. The radiologist takes the packet to his/her office, examines the X-ray scan and dictates a report onto a cassette.

6. The radiologist gives the cassette and the packet to the secretary who transcribes the report into the radiology computer system. The report is printed and given to the radiologist to verify. If changes have to be made, the secretary amends the report in the system and prints it for verification.

7. A print out of the final report is placed in the packet by the secretary. The packet is then placed on a trolley to be sent back to the Filmstore by clerical staff. The secretary prints another copy of the report and puts it into an envelope to be sent to the GP. The porter collects the envelopes and transfers them to the porters area into a pigeon hole based on the GP address. The courier collects the envelopes from the pigeon hole and transfers them to the GP reception. The GP secretary gives the reports and the patient’s folder to the GP. Sometimes, the GP secretary scans the printed report and inputs it into the GP system. The scanned report is linked with the patient’s record. The GP accesses the scanned report.

A.2 Creating the Data Journey Model

This section describes the process of designing the data journey model of the NHS case study. The model represents the journey of data needed by a GP to decide on an action plan when a patient may have a fracture, based on the business processes given in A.1. Below steps follow the bottom-up approach described in chapter section 6.4.

Step 1: Identify data entities of interest

The first step after understanding the process and identifying the scope of the movement is to identify the data entities of interest. These are the data we want to move to the new development and their transformations. They can usually be derived from the scope of our journey. The data entities from the NHS case study are the data that a GP needs to decide on an action plan. These are the patient’s identification details and the radiograph findings (referred to as report).
However, in order to create a report, a radiograph image (X-ray) is needed. But, what initiates the process of taking an X-ray? Data, once created, can be transformed, annotated, and updated before they are used by a consumer. In order to track the flow of moving data we need to trace previous forms of that data to find their origins. For example, a GP has to request an X-ray to be taken by filling in a request card and sending it to the radiology department of the foundation trust. The request card will then cause an appointment to be made for the patient to attend the radiology, and the X-ray is taken.

**Step 2: Identify the data containers in which data entities are stored.**

Once we have identified the data of interest, we have to find the containers from which those data originate, are moved into and are finally made use of. Containers are stable, non-transferable places in which data can be stored. Containers can be electronic databases or physical locations, such as desks, filing cabinets or even pigeon holes. Data containers we identified from the NHS case study:

- GP’s desk
- GP reception desk
- Radiology clerical reception desk
- Radiology information system’s database
- Patient letter box
- Filmstore storing area
- Radiology clinical desk
- Radiology clerical reception pigeon hole
- Radiologist’s desk
- Secretary’s desk
- Porter area pigeon holes
- GP system database
Steps 3 and 4: Identify the routes and the media by which data are transferred.
After we find the containers of the journey, we identify the routes and the medium by which data are transferred from a source container to a target container. The medium is the means by which data are moved and can be in electronic or physical form, such as a sheet of paper, a request card, a folder, a label, etc. The routes, medium and the data entities moved we identified in the case study are:

- The request card is transferred from the GP’s desk to the reception desk, and lastly to the radiology clerical reception desk. It is in physical form and contains the following data entities: the patient’s NHS ID\(^1\), patient demographics, type of X-ray request.

- The radiology department patient packet is moved from the filmstore to the clinical desk, to the clerical reception desk, pigeon hole, radiologist’s desk, secretary’s desk and finally back to the filmstore area. It has a physical form and contains the data entities of: the unit ID, patient demographics, previous X-ray images, previous reports, new X-ray, new report.

- The cassette is transferred from the radiologist’s desk to the secretary’s desk and contains the data entities: patient identification details (various specified depending on the preferences and habits of the radiologists) such as, NHS or unit ID, name, surname, date of birth, the report. (A single cassette usually contains multiple dictations reporting on numerous patients.)

- The details captured in the cassette are moved into the radiology’s system database which contains: the patient’s demographic information, address, telephone, GP details, next of kin, etc.

- The report is moved from the radiology system database to the secretary’s desk and it contains: the NHS and unit ID, patient name, surname, date of birth, radiograph findings.

- The envelope moves from the secretary’s desk to the GP reception, and then to GP system database. It contains the patient’s details and the report.

- The report is moved from the GP reception desk to the GP system database.

\(^1\)Each patient has a unique NHS ID. The NHS ID is given to the patients when they are born or become eligible for NHS care. When a patient attends hospital, they get a hospital ID, called unit ID. The Unit ID is unique per patient per hospital. Hospitals use the unit patient ID, but GPs usually use the NHS ID.
The GP patient folder is moved from the GP filing cabinet to the reception desk, and finally to the GP’s desk. It contains all the details of the patient since first registered with the GP and the report.

**Step 5: Identify the actors interacting with containers.**

The fourth step in constructing a data journey model is to identify the actors who interact with the previously identified containers to create, use or transform data entities stored in them. Actors can be people or systems and interact with the data stored in a container. They do not interact with data while they are moving between containers. The actors we identified in the case study are the following:

- GP
- GP secretary
- Patient
- Radiology secretary
- Radiology clerical staff
- Radiology clinical staff
- Radiologist
- Radiographer

**Step 6: Draw the data journey diagram**

The final step is to diagrammatically represent the data journey model using the notation given in figure 6.1 on page 90. The result of the representation is illustrated in figure 8.1 on page 121.

### A.3 Other Data Journey Boundary Diagrams

Once we have created the data journey model of the data entities of interest, we can overlay on it the boundaries; socio-technical information to help us identify places of the journey of high costs and risks.

Figure A.1 gives the organisational boundaries, and figure A.2 the media boundary. Figure A.3 shows the actors interacting with the containers to create, consume or transform data in order to produce some value. All figures note journey legs that crossed a boundary with a red warning sign indicating a likely place of high cost.
Figure A.1: Data journey model of the old system with overlaid organisational boundaries.
Figure A.2: Data journey model of the old system with change of media boundary.
Figure A.3: Data journey model of the old system with actors’ role boundary.
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NHS Clinical Genomics Case Studies

B.1 Clinical Genomics Patient Pathway Business Processes

The patient pathway can be initiated by different protocols, based on the patients needs, or research aims. There are two main pipelines; a research oriented pipeline and a clinical oriented pipeline. Each pipeline must follow the respected governance framework and guidelines. Audit information is captured along the pipeline based on the respected governance framework. In the studies covered in this thesis we discuss the latter. Figure B.1 shows a typical example of the business processes explained below, as used for the data journey models presented in the NHS studies in section 8.3.

A patient presents an anomaly and the clinician suspects they have a particular rare recessive genetic disease. The patient is referred for genome sequencing to a genetic counsellor. The genetic counsellor discusses with the patient the possibility of having a rare disease and the process of sequencing the patients DNA to identify the variant responsible for the disease. The counsellor must make sure that the patient understands the risks of any procedures and gets informed consent. The counsellor gathers patients inheritance information and the patients phenotype. The patient will provide a blood sample, which will be sent to the genome technician.

The genome technician inputs the patient sample into a Next Generation Sequencing (NGS) machine that extracts the patients DNA sequence into fragments. A set of short overlapping fragments from the genome is produced and given to the bioinformatician. Data come from the sequencing machine in the form of FASTQ files and
each file contains information about the sequence of the short fragment that was sequenced and some quality data (error probability). A big sequencing run can generate millions of FASTQ files and require significant disk space to store.

The first step of the bioinformaticians role is to assemble the set of fragments into a complete genome. A very challenging and computationally intense process, primarily because of the big amount and size of data given (3 billion base pairs, around 2GB of data), and the inaccuracy of the sequencing process (errors are common, and hence expected). This is stored in the form of a big sequence alignment - a SAM file (Sequence Alignment/Map format) which contains information about the alignment and the quality of the alignment. These files can get very large 10 to 100GB. Numerous tools are used to assemble the genome, such as Bowtie (aligns short DNA reads to the human genome), BWA (Burrows-Wheeler Aligner, a tool used for mapping low-divergent sequences against the human genome), Samtools, (converts BAM files to SAM).

There are numerous techniques to sequence human genomes. Each can produce a different set of fragments called gene panel, exome, or whole genome.

The second step of the bioinformaticians role is to find the variants; the bioinformatician is looking for differences between the patients genome and a typical prototype human reference. Several tools help the bioinformatician throughout this process. The variants are stored in Variant Call Format (VCF) files. VCF files are compact representations of the differences between the patient genome and the reference genome.

The third step is to triage (prioritise) the variants. The bioinformatician looks for changes in the genotype (the DNA sequence) that could be responsible for the phenotype (set of observable traits) in the patient to filter and prioritise the variants with the help of specialised tools and scripts. The fourth step is to add metadata to the filtered list of variants of the patient by searching disease/condition specific databases to see if the variant changes have been reported by other clinical scientists.

The final step of the bioinformaticians role is to report to the clinical geneticist. The bioinformatician has taken an entire genomes worth of data and filtered it down to a small excel sheets worth of candidate variants for each of which is annotated with supporting evidence. The excel sheets are given to the clinical geneticist to decide whether anyone of the candidate variants can provide an explanation of the patients phenotype. Further information on the patient pathway can be found at:

https://www.genomicsengland.co.uk.
B.2 Data Journey Models of Studies B and C

This section presents pictures of the data journey models created as part of the NHS evaluation studies described in section 8.3.

The data journey models given in figures B.5, and B.7, were created by NHS Clinical Consultant Managers coming from various Clinical Genomics departments across the UK. The NHS staff had no previous experience in designing data journey models. They were introduced to the modelling approach on the day, prior to creating the models.

The two groups of Clinical Consultant Managers were first introduced to the data journey modelling technique and were given a working example as a guide. Figures B.2 – B.4 show the pathology lab working example given to them prior to the data journey modelling exercise.

Then the Clinical Consultant Managers created the data journey models of their respected trusts and then overlaid the organisational, containers media, actors role boundaries on the model. The overlaid boundaries are shown in figures B.6 and B.8.
We used a physical approach to model the journeys using paper, coloured markers, post-it notes and transparency films (to overlaid the boundaries). This agile approach abstracted away from the details of learning and using an online drawing tool, while it provided an informal–safe environment were mistakes are encouraged as no one can perfectly know beforehand all the data movements happening in their departments.
Guide to data journey modelling

A. Data journey model aim:
The data journey model is a lightweight technique that captures the movement of a set of data entities through complex networks of people, systems and organisations. It aims to identify places of an information infrastructure that because of some social or technical boundary may cause high costs and risks to the journey of information.

B. Notation

C. Modelling data journeys
Illustrated example: A GP requests blood test results from a pathology lab. Data moves from the GP organisation to the pathology lab and back to the GP.

A. Identify data entities of our interest.
Data entities:
- request card contains patient NHS ID, patient demographics, type of request.
- blood sample
- Test results

Containers:
- GP desk
- GP reception desk
- Hospital’s porter area pigeon holes
- Pathology lab secretary desk
- Pathology system database
- GP system database

Actors:
- GP
- GP secretary
- Pathology lab secretary
- Lab analyst

Figure B.2: Guide to data journey modelling given to Clinical Consultants as part of the training session (page 1).
B. Model the data journey

Step 1: Create the data containers where data is stored.

Step 2: Connect containers to form journey legs and number them.

Step 3: Add the data entities being moved by each journey leg.

Step 4: Identify the actors interacting with the containers.

Figure B.3: Guide to data journey modelling given to Clinical Consultants as part of the training session (page 2).
Step 6: Connect each actor with the container it interacts to use the data.

Step 6: Add the new system and required journey.

Step 6: Form boundaries by clustering similar entities together, and
Step 7: Identify journey legs crossing the boundaries.

Figure B.4: Guide to data journey modelling given to Clinical Consultants as part of the training session (page 3).
Figure B.5: Data journey model of Clinical Genomics Study B as designed by Clinical Consultant Managers in a nearby foundation trust.
Figure B.6: Data journey model overlaying the organisational, media, and actors boundaries of Clinical Genomics Study B.
Figure B.7: Data journey model of Clinical Genomics Study C as designed by Clinical Consultant Managers in a nearby foundation trust.
Figure B.8: Data journey model and boundaries of Clinical Genomics Study C.
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