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Abstract—Effective and safe maintenance of offshore infrastructure is hampered by its remote location. Robotic inspection can provide a retrofit solution, improving safety for human personnel by removing them from a potentially hazardous environment, and also reduce operational costs. There are three primary challenges for navigation around an offshore substation: low visibility, high electromagnetic fields and the absence of Global Positioning System (GPS) signals. This paper details a navigational system that enables Unmanned Aerial Vehicles (UAVs) to operate within a dark and GPS-denied environment.
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I. INTRODUCTION

The remote inspection and asset management of offshore wind farms and the connection to shore will be worth up to 2 billion pounds annually by 2025. However, current methods of inspection are dangerous for human personnel and introduce high costs for the industry as a whole [1].

Currently, Supervisory Control and Data Acquisition (SCADA) systems and thermal imaging inspections are being used in data management to inform substation operations and maintenance. However, the limited number of qualified inspectors coupled with the high demand leads to common unexpected failures. Automation could potentially alleviate this by increasing inspection frequency and standardizing procedures [2].

Robotic inspection platforms have the potential to ensure the maintenance of vital infrastructure, reducing associated expenditure and hazards [1]. However, this endeavour presents unique challenges that must be overcome for it to become a viable commercial method. Considering the offshore substation environment in the context of a navigational system, the inherently symmetrical nature coupled with the occlusion of GPS signal may attribute to difficulty ascertaining an accurate estimation of the robot’s global 6 Degree of Freedom (DoF) pose. The high electromagnetic fields necessitate the use of shielding, limiting external sensor hardware [3]. The presence of high electromagnetic fields could potentially interfere with the nominal operation of the propulsion motors [4]. To circumvent this, the use of a magnetometer within the proposed navigational system will be neglected. Moreover, the sensor payload must also be minimal to extend battery life, facilitating the implementation of autonomous capabilities in this remote location. Also, the absence of visible light limits the use of vision-based odometry.

Three levels of autonomy can be defined: pure tele-operation, safe-guarded tele-operation and autonomous navigation [5]. The navigational system presented within this paper provides a method of remote tele-operation. However, the aim is to extend this system to full autonomy in the future with more sophisticated obstacle avoidance capabilities that account for the electromagnetic fields.

This paper presents a navigational system for UAVs to operate inside a HVDC valve hall. The quadcopter is equipped with two 2D LiDARs that are mounted perpendicularly to each other, the combination of which provides a 3D estimation of the robot pose. However, this estimation is, in part, based upon relative movement of the surrounding landmarks between frames and so is subject to a certain amount of drift. This is further exacerbated by the repetitive and symmetrical nature of these landmarks. To remedy this, the implementation of Quick Response (QR) codes were investigated as global reference points to correct for this accumulated error. Sensor fusion was accomplished with the use of an Extended Kalman Filter (EKF).

The remainder of this paper is structured as follows: Section II of this paper will consider related works and Section III will detail the system architecture, while Section IV will analyse the collated results and several conclusions will be drawn concerning further extensions of this work and the viability of this system within industry.

II. RELATED WORK

for UAVs as well as ground vehicles, with the view of adapting these methods for UAV navigation of a GPS-denied and dark environment.

A. Current Navigational Techniques

In [6], an autonomous navigational system was developed for a ground vehicle deployed within a GPS-denied greenhouse. This system used the Hector SLAM ROS package, that is also used within this system, and combined this with a potential fields path planning algorithm. Structural changes due to the growth of crops were accounted in the path planning algorithm while being safe to operate in the presence of humans. This is reminiscent of faults occurring and causing a fluctuation of electromagnetic fields inside the HVDC valve hall environment, changing the required clearances to maintain nominal operation of the UAV.

In [7], a UAV was deployed into a GPS-denied, dark tunnel where a perception system comprising of a near-infra-red stereo camera, flashing LEDs, inertial sensors, and a 3D depth sensor to derive the geometry of the environment. A horizon-based planner accounted for the system’s uncertainty during mission execution and generated collision-free exploration paths. However, the environment here was unknown and static, whereas the valve hall geometry is known and faults within the racks can cause a fluctuation of the electromagnetic fields.

In [2], a robot that transverses substations with the use of a rail system and collects IR and visible images, positioning, time and component description and transmits this, as well as
as energy, to a control centre with the use of the rails. This mitigates faults caused by intermediate electromagnetic interference between the robot and the control centre. Also, magnetic references on the rails negate the need for markings implemented onto the substations infrastructure. Also, the use of the commercial voltage for Brazil facilitates installation in other locations. However, the rail-based robot requires the installation of an extensive rail system in existing substations to operate [2]. The system proposed within this paper provides a retrofit solution that could potentially accomplish the same task.

B. Vision-Based Odometry Techniques

The dark nature of the valve hall restricts the perception within the visible spectrum. However, a Near-Infrared (NIR) camera will be fitted to the drone for fault detection purposes and also a LED spotlight can provide limited ambient lighting in the immediate vicinity.

In general, though visual odometry is useful for local position control and stability, these methods often suffer from long-term drifts and are not suitable for building large-scale maps [8]. RGB-D cameras provide both a colour image and per-pixel depth estimates and are prominent within mobile robotic platforms due to their richness of the data collected coupled with their reducing cost. In [8], a system for the navigation of a micro-air vehicle within a cluttered, GPS-denied indoor environments with the use of an on-board RGB-D camera and an Inertial Measurement Unit (IMU) was developed. This system periodically corrected for the drift present within the local state estimation based upon visual odometry with results from the RGB-D mapping algorithm [9]. However, this system was unsuitable for real-time situations as the loop closing and SLAM algorithms were not sufficiently fast to be run on an on-board processor.

The use of Quick Response codes within absolute localisation methods for indoor mobile robots is widespread due to their large data storage capabilities, small size, low cost and simple implementation. A possible issue with their use is that the recognition rate is reduced if the QR code is small within the camera’s field of view or the robot moves too fast. Considering this application in real-time, the processing resources are sufficiently low to enable use of the QR codes, as it was found within [10], that the time taken to calculate the relative position of the robot was between 20 to 30 ms.

Within [10], an industrial camera was mounted onto a mobile ground robot pointing upwards in order to identify QR codes mounted to the ceiling. Meanwhile, a laser ranging-finder was used for object detection as well as the construction of a 2D map with the use of a Rao-Blackwellized particle filter. The Dijkstra algorithm, as well as the Dynamic Window Approach were used to implement both local and global path planning capabilities [10]. However, this system is not usable in situations where the QR codes are occluded from the camera’s field of view due to sheltering obstacles or ambient light. Odometry data was used to compensate for the drift occurring within the short time interval travelling between the QR codes, whereby the error accumulation was mitigated with the use of additional sensor inputs [10].

In [11], a tailored extended $H_\infty$ filter (EHF) fused odometry and gyroscope data with pose estimates based upon QR code landmarks. However, this method is more computationally expensive compared to an EKF, taking longer to converge on an accurate estimate [11], which is paramount when instructing real-time control as in this scenario.

III. System Architecture

Within this section, the architecture of the navigational system as depicted in Figure 1 is discussed.

A. Mobile Robotic Platform

The quadcopter utilised for the proof-of-concept system is the Hector quadrotor Robot Operating System (ROS) package [12] due to its pre-existing and well-documented integration with the Gazebo simulator. The visual geometry was written within COLLADA format and the collision geometry was modelled as a STL mesh. A low polygon count reduces the demand from rendering the model, allowing simulations to be run at a higher percentage of real-time. The propellers are represented by actuator discs to facilitate the maintenance of boundary conditions [12]. The hector quadrotor is depicted below in Figure 2.

B. 2D SLAM Algorithm

Low-cost laser range-finders are prevalent in autonomous robot applications due to their low price and ability to trace terrains and structures in the contiguous area, while consuming relatively little power [13].

In the proposed system, two Hokuyo utm-30lx LiDARs were mounted perpendicularly to each other. It was assumed that the z-axis was out-of-plane relative to the ground plane and the x-axis was pointing in the forward direction of the
quadcopter. The horizontal, planar LiDAR was used within the 2D SLAM algorithm to construct a map of the surroundings.

A ROS node, Hector Mapping [14], was selected as the 2D SLAM algorithm, of which the only requirement was a high frequency laser scanner, such as the Hokuyo utm30lx LiDAR in this scenario.

C. Floor Extraction

For height estimation and greater spatial understanding, a secondary LiDAR was mounted, perpendicular to the primary LiDAR, onto the underside of Hector quadroto. The vertical LiDAR produced a 2D vertical laser scan of the environment. A split-and-merge algorithm [15] was then implemented to differentiate the walls and floor using the relative angle of the incident laser endpoints. The roll and pitch recorded by the EKF was processed and the calculated relative angles of the identified line segments were rotated to avoid falsely recognising the walls as the floor during operation.

A laser pointing vertically downwards was also considered as the method of height estimation, however this is a less robust method than the aforementioned secondary LiDAR. This is because if the quadrotor turned near the boundaries of the space, the singular laser point could potentially rotate to be incidental on walls or substation racks. This could be mitigated with the use of fusion with the orientation from the IMU device to account for the laser rotation. However, IMU data suffers from drift and so a secondary LiDAR was used in the implementation to provide more information of the transformation of the laser scan points relative to the quadrotor.

D. QR Codes as Global Landmarks

Vision-based odometry is generally computationally intensive and also suffers from robustness under varying lighting conditions [11]. However, in this scenario there is an absence of visible light and so ambient light levels are constant. Also, vision-based odometry was implemented with the view to periodically correct for drift in the 2D SLAM algorithm pose estimations.

A FLIR One Near-Infrared (NIR) camera of a spectral range between 8 - 14 µm will be utilised to enable simultaneous QR code detection and faults within the infrared spectrum. An infrared LED emitting light between 750 - 950 nm will be mounted on top of the camera, illuminating the proximal field of view. However, for the purposes of this simulation, a generic camera is created within a virtual world lit by ambient lighting to ensure an accurate estimation of the nominal accuracy of the vision-based odometry.

The QR codes were generated with the use of the open-source library, aruco markers. These were then placed on the racks within the virtual substation environment at regular intervals. The ROS package, fiducial SLAM [16], was used to both identify the unique identifier of the QR code as well as produce a 6 DoF pose estimation of the drone using the known global poses of the QR codes.

The QR codes could potentially be used in two capacities during drone operation. Correct identification of a unique QR code indicates the drone is within the correct general vicinity of the rack. These could form the basis of a command interface to set the goal destination that determines the generated path. The unique identifiers of visible QR codes in the camera field of view are shown in Figure 3.

Alternatively, the pose of the visible QR marker in a known location can be processed to output a 6 DoF pose estimation of the drone that could have been later fused with the other sensor measurements within the EKF. However, this was found to produce erroneous estimations of 6 DoF pose, as discussed later.

IV. SENSOR FUSION

Sensor fusion is necessary within this system to identify the optimal estimate of the UAVs pose. Considering the sensor measurements modelled in this section, \((x_s, y_s, z_s, \phi_s, \theta_s, \Psi_s)\) was produced from the 2D SLAM performed using the planar LiDAR, \(z\) from the height measurement using the perpendicular LiDAR and, finally, \((x, y, z, \phi, \theta, \Psi)\) was produced from the vision-based odometry system based upon QR codes visible to the on-board camera.

First, the orientation measurements must be converted from a quaternion in the local frame to Euler angles that are relative to the global frame. A function available within the ROS python library tf was used for this conversion. For the purposes of this system, the starting pose of the spawned robot was assumed to be the global frame in terms of the waypoint commands that were converted into command velocities. However, this coordinate frame was mapped onto the 2D occupancy grid constructed to utilise the A* path planning algorithm.

The measurements were taken at different unsynchronised rates. To accompany this, each sensor measurement is sampled when a new IMU measurement is received at a rate of 100 Hz. In this way, a sufficient sample rate is ensured.

Kalman filters are algorithms for the estimation of dynamic state variables by combining state predictions with measure-
ments. For discrete systems, the future values of the state variables can be predicted using Kalman filters.

The EKF can overcome the linearity assumption of the Kalman Filter that both the motion model and sensor model are linear Gaussian [13]. Within this system, an extended Kalman filter was implemented, where the non-linearity is introduced with the continuously-variable rotation relative to the global frame.

For time-invariant systems, the function $f$ computes the predicted state from the previous estimate, the $h$ function computes the output. The variables, $w_k$ and $v_k$, represent the process and observation white noises, respectively, i.e.

$$x_{k+1} = f(x_k, u_k) + w_k$$  
$$z_k = h(x_k) + v_k$$  

The white noises $w_k$ and $v_k$ are assumed to be zero mean and covariances $Q_k$ and $R_k$, respectively.

For the purposes of this Kalman filter, all variables were within the global frame. The values used for initialisation of the Kalman filter were the coordinates of spawning the robot model.

In the case of the Hector quadcopter, the state variables were updated with the use of inertial measurements from the IMU unit. The state vector, $X$, comprised of these state variables:

$$X = [x \ y \ z \ \dot{x} \ \dot{y} \ \dot{z} \ \phi \ \theta \ \Psi]^T$$  

where $x$, $y$, $z$ are the positions on the X, Y, and Z axes and $\phi$ is the roll, $\theta$ is the pitch and $\Psi$ is the yaw of the quadrotor.

The global displacement, $s$, in each of the X, Y and Z axes can be modelled using dead reckoning with the initial displacement, $s_0$, the rotation matrix that transforms between the body frame to the inertial frame, $R$, the initial velocity at the start of the time interval $v_0$, IMU acceleration within the IMU frame of reference, $a$, the gravitational constant, $g$, and the length of the time interval, $t$.

With some abuse of notation, this relationship is encapsulated in the dynamic matrix, $f$, that described how the state evolves to the next time step, as below:

$$f = \begin{bmatrix} s_0 + \dot{s}T + \frac{1}{2}R(a - g)T^2 \\ \dot{v}_0 + \Delta T \left( R(a - g) \right) \\ \alpha_0 + \Delta T \Theta \end{bmatrix}$$  

where $\Theta$ is the mapping of the angular velocities in the body frame $(p, q, r)$ to the changes in the Euler angles within the inertial frame [17], e.g.

$$\Theta = \begin{bmatrix} 1 & \sin \phi \tan \theta & \cos \phi \tan \theta \\ 0 & \cos \phi & -\sin \phi \\ 0 & \sin \phi / \cos \theta & \cos \phi / \cos \theta \end{bmatrix}.$$  

The measurement function, $h$, is given by

$$h = [x \ y \ z \ \phi \ \theta \ \Psi]^T.$$  

The linearisation of (1) provides the state transition matrix, $F_k$, by computing the Jacobian of the dynamic matrix $f$ with respect to the state vector. Similarly, the observation matrix $H_k$ can also be defined as the Jacobian of the measurement matrix, $h$ with respect to the state vector.

The control inputs into the system can be assumed to be the linear accelerations and the angular velocities as measured by the IMU, i.e.

$$u = [\dot{x} \ \dot{y} \ \dot{z} \ \dot{\phi} \ \dot{\theta} \ \dot{\Psi}]^T$$  

The time update of the EKF algorithm is given by

$$\dot{x}_{k+1} = f(x_{k-1}, u_k)$$  
$$P_{k+1} = F_k P_k F_k^T + Q_k.$$  

The measurement update steps are then computed to adjust the Kalman gain, $K_k$ and to update the estimate with the actual measurement, $z_k$, and to update the error covariance, $P_{k+1}$. The measurement residual, $\tilde{y}_k$ as well as the covariance residual, $S_k$ are also calculated.

$$\tilde{y}_k = z_k - h(\hat{x}_{k|k-1})$$  
$$S_k = H_k P_{k|k-1} H_k^T + R_k$$  
$$K_k = P_{k|k-1} H_k^T S_k^{-1}$$  
$$\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k \tilde{y}_k$$  
$$P_{k|k} = (I - K_k H_k) P_{k|k-1}$$  

This method is less computationally expensive in comparison to other methods, such as the $H_\infty$ filter (EHF) [11]. One of the drawbacks of an extended Kalman filter is that it is not an optimal estimator. Moreover, if the initial state vector is wrong, the filter will quickly diverge due to its linearisation. As a result, the EKF requires extensive tuning of these parameters.

V. Path Planning Algorithm

The final pose estimation from the EKF were fed into an A* path planning module [18]. The robot radius is considered greater than the nominal dimensions, ensuring clearances from the high electromagnetic fields present within the substation racks were maintained.

Prior to this, a 2D occupancy grid of the substation plan is constructed using the known dimensions of the CAD model. In terms of command way-points, height correction is performed first to adjust the drone to the specified goal height because of the largely constant geometry of the environment within the vertical plane. Then, an A* path planning algorithm is used to generate the path shown in Figure 5 within the substation.
This produces the optimal trajectory consisting of 0.5 m increments between the start position and goal position. After this, alterations to the orientation of the drone are made to enable 360 degree inspection.

VI. RESULTS
To ascertain a baseline and compute the errors of the constituent algorithms, the standard deviations of each of the measurements were calculated. These standard deviations were then used as a baseline for tuning of the Q and R matrices within the EKF.

The pose estimation generated from the EKF during the mapped trajectory in Figure 5 was used to gauge the viability of the proposed navigational system. The IMU measurements, as well as the hector_mapping 2D pose and extracted floor height were fused by the EKF. The 3D position of the UAV is compared to the ground truth within Figure 6. The error present within the EKF output is tabulated in Table I. An error of 1.67% in the x-axis throughout the course of a twenty-minute mission is tolerable. However, an error of 5.45% in the y-axis is unsatisfactory and further tuning of the EKF is required to alleviate this. The height estimation algorithm was found to produce the least error, with a 0.3% throughout the length of the mission. The average battery life of a UAV is between ten to fifteen minutes, depending on payload and so these figures represent a probable overestimation of the drift present within the EKF.

TABLE I. ERROR IN EKF OUTPUT

<table>
<thead>
<tr>
<th>Global Axis</th>
<th>Distance Travelled (m)</th>
<th>Error (m)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>39</td>
<td>38.35</td>
<td>1.67</td>
</tr>
<tr>
<td>y</td>
<td>5.5</td>
<td>5.2</td>
<td>5.45</td>
</tr>
<tr>
<td>z</td>
<td>5</td>
<td>4.985</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Figure 6. EKF pose estimation

The camera stream was also recorded, whereby visible QR codes unique identifiers were overlaid, as seen in Figure 4. The 6 DoF pose estimation from the visible QR codes was also collated to evaluate whether this data should be incorporated into the EKF. However, as can be seen by Figure 7, these pose estimations are extremely erratic and will not contribute to the overall stability of the EKF upon fusion.

The inaccurate 6 DoF pose estimation produced from the fiducial_slam could potentially be due to the 2D nature of the QR codes hindering precise depth perception. It also may be due to the monocular nature of the camera.

Considering Figure 7, ultimately direct pose estimation from fiducial slam was not implemented within the EKF. However, the unique identifiers displayed within the camera stream could potentially facilitate inspection of substation racks by providing a visual verification of the current vicinity of the UAV.

VII. CONCLUSION
In conclusion, the proposed system is a proof of concept system concerning the fusion of a 2D SLAM algorithm, IMU and floor extraction technique for navigation of a dark, GPS-denied environment. Possible mechanisms of correction via vision-based odometry upon the identification of QR codes within the environment were explored and it was concluded that though the QR codes provide visual cues of the drones current position they fail as reference points to generate an accurate 6 DoF pose. This system provides a retro-fit solution for the remote inspection of substations, merely requiring the careful placement of QR codes within the environment.

Future work includes the implementation of this navigational system onto a drone within an indoor, confined and dark environment. The computation and sensing required for local position control will be performed on-board the vehicle, reducing the dependence on unreliable wireless links [8]. The path planning capabilities will also be expanded to account for the presence of electromagnetic fields with the implementation of a modified potential fields algorithm. Moreover, this system paves the way for the use of thermal imaging to identify faults within the substation infrastructure that involves non-contact precision temperature measurements and non-destructive testing will also be explored [5].
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